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1 Introduction

In this paper we propose a context-based approach to abstract theorem proving. The challenges stem from the need to identify an abstract level for theorem proving where (less important) information can be temporarily ignored so that a (plan for a) proof of the abstracted problem can be devised to guide the (re)construction of the object-level proof. Contextualization is realized by preserving the logical structures of the formulas of the original representation while pushing the less important subformulas, according to a relevance relation, into the hierarchical subcontexts. This representation allows the problem to be gradually unfolded during the proof search process by hierarchically exploring the subcontexts required to provide support for the hypotheses used in the proof plan.

The underlying inference machinery is also equipped with an assertion application module which allows mathematical assertions such as axioms, definitions, theorems, and even global and local assumptions to be applied directly to a proof situation to obtain their logical consequences (from the applied proof situation) and fill in the gaps opened up by an abstract-level proof step. This guarantees that our achievement is two-fold: on the one hand, we are able to carry out effective techniques to search for and construct proofs for a problem; on the other hand, the constructed proof is readily at a sufficiently high level of abstraction so that it can be communicated directly to human mathematicians without undergoing a proof transformation process as required by most machine-generated proofs.

2 Context-based abstraction

While assertion-level reasoning empowers theorem proving systems with the capability of making conclusions directly from mathematical assertions (see [6]), it can not offer much in terms of mathematical discoveries and proving creativity. Assertion-level reasoning shares with traditional theorem proving the same representation, viz. logical formulas, to formulate mathematical theories and problems. On the other hand, many solutions to mathematical problems rely on just one or two key steps which might help unfold the whole problem and a proof of the theorem could then subsequently be found by routine application of standard inference steps. It is this capability of discovering such key steps that is still missing from our assertion-level reasoning mechanism. We also believe that different representations, generally at different levels of abstraction, are required to achieve such capability.

In the rest of this paper, following Gentzen [5], we formulate the problems of theorem proving as sequents \( \Gamma \vdash F \) where \( \Gamma \cup \{ F \} \) is a finite set of wffs. Sequents formulating problems are called problem theories in this paper. To simplify the presentation, we further assume that all quantifiers are removed by skolemization, leaving the formulas with only free variables.

**Definition 1** Let a problem theory \( \Sigma \) be given, a context for \( \Sigma \) is a tuple \( \langle \text{variables}, \text{constants}, \text{functions}, \text{relations}, \text{assertions} \rangle \), where:

- variables is the set of free variables occurring in \( \Sigma \);
- constants is the set of constants occurring in \( \Sigma \); These include all skolem terms which are possibly parameterized on the variables from variables;
- functions and relations are the sets of functions and relations, respectively, occurring in \( \Sigma \);
- assertions is the set of (local) assertions which, at least, contains the definitions of all domain-specific functions and relations occurring in \( \Sigma \).

**Definition 2** Let a problem theory \( \Sigma \) be given, a contextualized problem of \( \Sigma \) is a triple \( \text{Context} \vdash \text{Body} \vdash \text{Head} \), where:

- Context is a context for \( \Sigma \);
- Head is a formula to be proved by the prover; and
- Body consists of two parts:
  (a) Supports is a (possibly empty) list of support lines. Each support line \( \sigma \) consists of: (i) a formula, called the support formula of \( \sigma \) and denoted as \( \text{supp}(\sigma) \); and (ii) a (possibly empty) list of contextualized (sub)problems, called the conditions of \( \sigma \).
  (b) Conditions is a (possibly empty) list of formulas which need to be proved for the problem to be completely solved.

Let \( \pi \) be a contextualized problem for the problem theory \( \Gamma \vdash F \), we will use the accessor \( \pi.\text{Context} \) to obtain the appropriate fields in \( \pi \), e.g. \( \pi.\text{Context}.\text{variables} \) is the set of variables defined in the context of \( \pi \). A contextualized problem \( \pi \) is well-defined if (i) all symbols occurring in \( \{ \pi.\text{Head} \} \cup \{ \text{supp}(\sigma) : \sigma \in \pi.\text{Body} \} \) are declared in its context, and (ii) \( \pi.\text{Head} \) is a subformula of \( F \). In this paper, we consider only well-defined contextualized problems and will refer to them simply as contextualized problems unless explicitly stated otherwise.

**Example 1** In this example we consider the challenge problem for automated theorem provers (as proposed by Bledsoe [4]) in elementary analysis to prove that "limit of sum is sum of limits". Following Bledsoe, we will refer to this problem as LIM+. The problem theory for LIM+ can be represented by the following sequent:

\[
\Gamma \vdash \lim_{x \to a} f(x) - L_1 \land \lim_{x \to a} g(x) - L_2 \Rightarrow \lim_{x \to a} (f(x) + g(x)) - L_1 + L_2
\]
Since the formal definition of the limit of a function \( F \) at a cluster point \( a \) (see e.g. [2]) is:

\[
\lim_{x \to a} F(x) = L \equiv \forall \varepsilon > 0 \exists \delta > 0 \forall x : (0 < |x - a| < \delta \Rightarrow |F(x) - L| < \varepsilon)
\]

we can accordingly expand the sequent, with the definition of \( \lim \) and perform skolemization and normalization, yielding the expanded problem theory.

\[
\begin{align*}
0 < \varepsilon_1 &\Rightarrow 0 < \varepsilon_2 \\
0 < \varepsilon_2 &\Rightarrow 0 < \varepsilon_3 \\
0 < \varepsilon_3 &\Rightarrow 0 < \varepsilon_4 \\
\vdots &\ldots
\end{align*}
\]

This problem theory can now be reformulated in the proposed context-based language as depicted in Figure 1, where \( SP_1 \)'s are the contextualized subproblems providing the local conditions for the respective supports they belong to. For instance:

\[
SP_1 = \{ | ] : 0 < \delta \}
\]

i.e. its context and body are empty\(^1\) and its head is the formula \( 0 < \delta \). Note that this is the local condition of the support line \( \sigma_3 \). That is, the proof obligation for this subproblem is not necessarily discharged if a proof for the main problem, i.e. \( \text{LIM+} \), does not use the support formula \( \{ | ] : 0 < \delta \} \). This is particularly useful in e.g. proof by case analysis in which a (conditional) assumption is only needed in one of the cases but not the others. More complex are the cases of the support lines \( \sigma_4 \) and \( \sigma_5 \) which are essentially have the same structure. For instance, when \( \{ | ] : 0 < \delta \} \) is invoked in a proof of \( \{ | ] : 0 < \delta \} \), then the subproof obligations \( 0 < \varepsilon_1 \), \( |x - a| < \varepsilon_2 \) are required to be discharged.\(^2\) These correspond to the subproblems \( SP_4 \), \( SP_5 \), and \( SP_6 \), respectively.

3 The main algorithm

In the connection method (see [3, 1]), first-order formulas are represented as two-dimensional objects (i.e. matrices). This representation enables powerful proof methods and procedures. By taking the relevance relation between formulas into account, we can add the third dimension to the above representation. By pushing the given problem along this dimension, we are able to contextualize our problem, e.g. as illustrated in Figure 1 for the problem theory presented in Example 1.

The idea behind algorithm CONTEXTUALIZATION, whose details are described in the full version of this paper, is to identify the role of a subformula occurring in the problem theory in relation to the formulas in focus. To that end, we first reformulate the problem theory \( \{ A_1, \ldots, A_n \} \rightarrow F \) into the goal formula \( \gamma \equiv A_1 \land \ldots \land A_n \rightarrow F \). Every subformula of \( \gamma \) is then assigned a polarity which is either + or − as follows:
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\( ^1 \) Observe that \( SP_1 \) inherits the super-context for problem LIM+ in which the variable \( \delta \) and the constants \( < 0 \) are declared.

\( ^2 \) The negation of + is − and the negation of − is +.

\[ \text{Problem: LIM+} \]

<table>
<thead>
<tr>
<th>Context</th>
<th>Variables: ( \delta \in \mathbb{R} ), ( c_1 \in \mathbb{R} ), ( c_2 \in \mathbb{R} ), \ldots</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constants: ( sk_0 : R ), ( sk_2 : R ), ( a, L, L_1, L_2 : \mathbb{R} ), \ldots</td>
<td></td>
</tr>
<tr>
<td>Relations: ( f : \mathbb{R} \rightarrow \mathbb{R} ), ( g : \mathbb{R} \rightarrow \mathbb{R} ), \ldots</td>
<td></td>
</tr>
<tr>
<td>Assertions: Triangle theorem; Definitions of ( ] ), ( + ), ( - ), \ldots</td>
<td></td>
</tr>
</tbody>
</table>

| Head | \( |\{(x) + g(x)\} - (L_1 + L_2)| < skorce_0 \) |

| BODY SUPPORTS | \( \sigma_1 = | \{ | ] : 0 < skorce_0 \} | \) |
|---------------|-------------------------------------------------|
| \( \sigma_2 = | \{ | ] : (skorce_0 \neq a) | \} | ) |
| \( \sigma_3 = | \{ | ] : (skorce_0 \neq a) < \delta \} | \) |
| \( \sigma_4 = | \{ | ] : (skorce_0 \neq a) < \delta \} | \) |
| \( \sigma_5 = | \{ | ] : (skorce_0 \neq a) < \delta \} | \) |
| \( \sigma_6 = | \{ | ] : (skorce_0 \neq a) < \delta \} | \) |

| CONDITIONS | \( 0 < \varepsilon_1 \), \( |x - a| < skorce_0.InputStreamReader\) |

Figure 1. The contextualized problem LIM+.