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A Survey of Self-organisation Mechanisms in
Multi-Agent Systems

Dayong Ye, Minjie Zhang and Athanasios V. Vasilakos

Abstract—This paper surveys the literature over a period of consensus, about the definition of an ‘agent’. An increasing
the last decades in the field of self-organising multi-agent systems. number of researchers and industrial practitioners hawado
Self-organisation has been extensively studied and applied in that the following definition could be widely acceptable:

multi-agent systems and other fields, e.g., sensor networks and . ) )
grid systems. Self-organisation mechanisms in other fields have An agent is an encapsulated computational system
that is situated in some environment and that is

been thoroughly surveyed. However, there has not been a surye
capable of flexible, autonomous action in that envi-

of self-organisation mechanisms developed for use in multi-
ronment in order to meet its design objectives.” [3]

agent systems. The aim of this paper is to provide a survey

of existing literature on self-organisation mechanisms in multi- ) T T
agent systems. This paper also highlights the future work on  This definition implies that an agent should exhibit pro-
the key research issues in multi-agent systems. This paper servesactive, reactive and social behaviour. Thus, the followkey

as a guide and a starting point for anyone who will conduct properties of an agent are required [4], [5].

research on self-organisation in multi-agent systems. Also, this
paper complements existing survey studies of self-organisation in
multi-agent systems.

1) Autonomy: agents are entities, which are clearly iden-
tifiable and problem solving. In addition, agents have
well-defined boundaries and interfaces, which have con-
trol both over their internal states and over their own
behaviour.

2) Reactivity: agents are situated (or embedded) in a par-

ticular environment. They receive inputs related to the

states of their environment through sensor interfaces.

Agents then respond in a timely fashion and act on

the environment through effectors to satisfy their design

objectives.

Pro-activeness: agents do not simply act in response to

their environment. They are designed to fulfill specific

purposes, namely that they have particular objectives

(goals) to achieve. Agents are therefore able to exhibit

goal-directed behaviour by taking the initiative and

opportunistically adopting new goals.

Social Ability: agents are able to cooperate with humans

and other agents in order to achieve their design objec-

tives.

Keywords - Self-organisation, Multi-Agent Systems, Dis-
tributed Atrtificial Intelligence

I. INTRODUCTION
A. Multi-agent systems

Most research in artificial intelligence to date has dealt
with developing theories, techniques and systems to study
and understand the behaviour and reasoning properties of g)
single cognitive entity, i.e., an agent [1]. Agent-basedtayn
technology has generated much excitement in recent years
because of its promise as a new paradigm for conceptualising
designing and implementing software systems. The capacity
of a single agent is limited by its knowledge, its computing
resources and its perspectives. This bounded ration&fjtis|
one of the underlying reasons for creating problem-solving )
organisations, which consist of more than one agent, namely
multi-agent systems. If a problem domain is quite complex, 77" o _
large, or unpredictable, then the only way it can reasonanyTO |nt.umvely understand what an agent is, it is worthwhile
be addressed is to develop a number of functionally specif consider some examples of agents [3].
and modular components (agents), which are specialised in Any control system can be viewed as an agent. A simple
solving a particular problem aspect. This decomposititowel example of such a system is a thermostat. A thermostat
each agent to use the most appropriate paradigm for solving has a sensor for detecting room temperature. This sensor
its particular problems. When interdependent problemsaris  is directly embedded within the environment (i.e., the
the agents in the system must coordinate with one another to room), and it outputs one of two signals: one indicates
ensure that interdependencies are properly managed. that the temperature is too low and another indicates

In the multi-agent system field, the key problem is the def- that the temperature is okay. The actions available to the
inition of an agent. There is still an ongoing debate, aritélit thermostat are “heating on” or “heating off”. The action
“heating on” will generally have the effect of raising the
room temperature. The decision making component of
the thermostat implements (usually in electro-mechanical

This work was supported by two ARC Discovery Projects (DRTHET75
and DP140100974) from the Australian Research Councilfralies.
D. Ye is with the School of Software and Electrical EnginegriSwinburne

University of Technology, Australia, email: dye@swin.ezlu.
M. Zhang is with the School of Computer Science and Softwargirteer-
ing, University of Wollongong, Australia, email: minjie@u®gu.au
Athanasios V. Vasilakos is with Lulea University of Techogy, Sweden,
email: vasilako@ath.forthnet.gr

hardware) the following two rules: if the room temper-
ature is too low, the action “heating on” is taken; if the
room temperature is okay, the action “heating off” is
taken.



« Most software daemons, (such as background processe3)
in the UNIX operating system), which monitor a software
environment and perform actions to modify it, can be
viewed as agents. An example is the X Windows program
xbiff. This program continually monitors a user’'s incom-
ing emails and indicates via a GUI icon whether the user
has unread messages. Whereas the thermostat agent in
the previous example inhabits in a physical environment
(the physical world), the xbiff program inhabits in a
software environment. The xbiff program agent obtains
information about this environment by carrying out soft-
ware functions (e.g., by executing system programs), and
the actions it performs are software actions (changing an
icon on the screen or executing a program). The decision
making component is just as simple as the thermostat4)
example.

Multi-agent systems have been used in many industrial
applications. The first multi-agent system applications ap
peared in the mid-1980s [1]. Up to now, multi-agent system
applications have increasingly covered a variety of domain
which range from manufacturing to process control [6], air-
traffic control and information management [7].

B. Overview of the multi-agent system design and develdpmen

A multi-agent system is an extension of intelligent agent
technology. In a multi-agent system, a group of autonomous
agents act in an environment to achieve a common goal
or their individual goals. These agents may cooperate or
compete with each other and share or not share knowledge)
with each other [8], [9]. Since the concept of multi-agent
systems is introduced, there have been several attempts to
create methodologies to design and develop such systems [3]
[10], [11], [12], [13], [14], [15], [16]. Development of a nhit
agent system is difficult. A multi-agent system does not only
have all the features of traditional distributed and concur
rent systems, but also has exclusive difficulties due to the
autonomy, flexibility and complex interactions of indivalu
agents. As stated by Sycara [1], there is a lack of a proven
methodology for designers to construct multi-agent system
for applications. Recently, Tran et al. [15] presented flegas

Stage 3: agent internal activity design. This stage fesus
on the internal design of each agent class. The internal
activities of each agent class include, for example, what
goals an agent class is designed for, what knowledge this
agent class has, when and how to respond to an internal
or external event. An agent goal is a state of the world
which an agent class is designed to achieve or satisfy
[5]. The knowledge of an agent class is an agent belief
which refers to the information that an agent hold about
the world [17]. The response of an agent to events are
agent plans which can be formed at run-time by planners
or reasoners. An agent plan can be carried out based on
some basic “if-then” rules which couple the states of the
environment with the actions taken by agents.

Stage 4: agent interaction design. This stage defines
the interactions between agent instances by designing a
suitable interaction protocol or mechanism for the multi-
agent system. The interaction protocol should specify the
communication message format and how communica-
tion messages are transmitted, e.g., directly or indiyectl
For the direct interaction mechanism, a suitable agent
interaction protocol should be defined. This interaction
protocol should be able to resolve any conflicts between
agents and to ensure that all coordination rules governing
the interaction are enforced. For the indirect interaction
mechanism, the interaction protocol should be able to re-
solve conflicts not only between agents but also between
agents and the tuple-center. Moreover, the interaction
protocol should also model the tuple-center’'s behaviour.
Stage 5: architecture design. This stage concerns &riou
implementation issues relating to the agent architecture
and the multi-agent system architecture, e.g., select-
ing appropriate sensors to perceive the environment,
selecting proper effectors to react to the environment
and selecting a suitable implementation platform for
implementing agents and the multi-agent system. The
characteristics of the agents’ perception, effect and com-
munication should be specified at the design time. The
internal constructs of each agent class, e.g., belief con-
ceptualisation, agent goals and plans, should be mapped
onto the architectural modules during implementation.

in the multi-agent system development, which can summariseIn this paper, the survey is delimited in Stage 2 and Stage 3,

the basic development process of a multi-agent system.

as most existing self-organisation mechanisms in mukirag

1) Stage 1: goal analysis. This stage aims to understand §jgtems are developed in the two stages. The survey of other
target problem domain and to specify the functionalitiestages are left as one of our future studies.

that the target multi-agent system should provide. The
development should start with capturing system tasks,

analysing the conflicts among these tasks and decofn- S€lf-organisation
posing these tasks to small and easy-handled sub-tasks'he term ‘self-organisation’ was introduced by Ashby in the
2) Stage 2: organisation design. In this stage, the orgek860s [18], where self-organisation meant that some patter
isational structure of the target multi-agent system isas formed by the cooperative behaviour of individual égit
designed. Also, a set of agent classes which comprise thighout any external control or influence in a system. Phenom
multi-agent system should be defined. The organisatioera of self-organisation can be found in natural biology. Fo
al structure can be constructed by defining a role for eaekample, there is no ‘leader fish’ in a school of fish but each
agent class and specifying the authority relationshipsdividual fish has knowledge about its neighbours. Due to
between these roles. The organisational structure reféngs localised and decentralised operation, the diffiagktof
to the application domain which the multi-agent systerfiorming and maintaining a scalable and highly adaptive khoa
is developed to support, automate or monitor. can be achieved [19], [20].



The ideas behind self-organisation have been widely usghysical systems. This is because researchers aim to design
and studied in many fields, such as multi-agent systems [2@§&neral self-organising multi-agent systems which cowd b
grid computing [22], sensor networks [23], [24], [25] andipplied in various physical systems (with proper modifaati
other industrial applications [26], [27]. Self-organisat has if necessary). To the best of our knowledge, there is no
been proved to be an efficient way to deal with the dynamsurvey of self-organisation mechanisms in general mgkird
requirements in distributed systems. Currently, theretils ssystems, although surveys of self-organisation mechaniam
no commonly accepted exact definition of a self-organisirgpecific physical systems have been provided, e.g., thewgurv
system that holds across several scientific disciplinet [0 of self-organisation in cellular networks [30], the survefy
multi-agent system field, Serugendo et al. [21] presentedself-organisation in ad hoc and sensor networks [31], [32],
definition of self-organisation. the survey of self-organisation for radio technologies],[33

Self-organisation is defined as a mechanism or dhe survey of self-organisation in communications [34] and
process which enables a system to change its orgafie survey of self-organisation in manufacturing cont@3][

sation without explicit command during its executiodn this paper, a survey of self-organisation mechanisms in
time [21]. general multi-agent systems is provided. This survey iflass

Serugendo et al. further presented the definitions of strof/Sting Self-organisation mechanisms in general mgéira
self-organising systems and weak self-organising SyStﬂ,]nssystems, introduces their hls_torlcal development, surisesr
distinguishing between systems where there is no inteml 2"d compares them, and points out future research direction
external explicit control from those where there is an inaér | NS Survey is claimed as the contribution of this paper.
centralised control (e.g., a termite society where the quee "€ rest of the paper is organised as follows. Section
internally controls the behaviour of termites in the sogiet Il presents related studies of the introduction or survey of

Strong self-organising systemsare those systemsSelf'org"’".]'.S‘rm.On n muItl-agen_t systems. Sec_tlon Illvpxde_s
: e ... the classification of self-organisation mechanisms. SedV
where there is no explicit central control either . . ) .
internal or external. surveys self-organisation mec_han_lsms in multl—age.nteﬂgst
Weak self-organising systemsare those systems Section V presents some applications of self-organisinfjimu

where, from an internal point of view, re-organisatio gent systems. Section VI points out future research et

may be under an internal (central) control or pIan-ma”y’ Section VIl concludes the paper.

ning.
In this paper, we consider only strong self-organising sys- Il. RELATED WORK
tems. Self-organisation has the following three propef#d],  Although there is no survey of self-organisation mechasism
[28]. in multi-agent systems, some general introduction of self-

1) The absence of explicit external control. This propertyrganisation in multi-agent systems has been given. These
demonstrates that the system is autonomous. Adaptatigeneral introduction articles make readers clearly undeds
and change of the system are based only on decisiamsat self-organisation is, the benefits of using self-oigmtion
of internal components without following any explicitin multi-agent systems and the applications of self-orgjagi
external command. This property refers to the self- pafiulti-agent systems in real world systems.
of the above self-organisation definition. In [21], Serugendo et al. concluded on a common definition

2) Decentralised control. Self-organisation process @&n bf the concepts of self-organisation and emergence in multi
achieved through local interactions among componenigent systems. They also summarised the properties and char
without central control either internal or external. Imcteristics of self-organisation. Additionally, they e&ped
addition, access to global information is also limited byn approach for selecting self-organisation mechanisrimg us
the locality of interactions. a number of case studies and a set of evaluation criteria.

3) Dynamic and evolutionary operation. A self-organisingerugendo et al.’s work is the fundamental one which defines
system is able to evolve. When the environment changéise concepts of self-organisation from a multi-agent syste
the self-organising system can evolve to adapt to thgint of view.
new environment and this evolution is independent of |n [28], Serugendo et al. further discussed the concept-
any external control. This property implies continuity o of self-organisation and emergence. They then reviewed
the self-organisation process. different classes of self-organisation mechanisms deeelo

Due to the above properties, self-organisation has befen use in various fields and studied the implementation of

introduced into multi-agent systems for a long time to solviédese mechanisms in multi-agent systems. The strengths and
various problems in multi-agent systems [29]. Although ynarimits of these mechanisms were also examined. The self-
specific physical systems, such as multi-robot systems, senganisation mechanisms reviewed in their paper, howaver,

sor networks and so on, can be represented by multi-agent developed for use in multi-agent systems, while in this
systems, multi-agent system itself is an independent relseapaper, the survey focuses on the self-organisation mestmani
field and the research of multi-agent systems is independéeteloped to address various issues in multi-agent systems
of specific physical systems. The research of self-orgdaisa  Tianfield and Unland [22] presented an overview on some
in multi-agent systems mainly focuses on theoretical studyterdisciplinary fields which have emerged in multi-agent
while overlooking the requirements or constraints of sji@ci systems and grid computing, e.g., semantic grids, autanomi



computing and large-scale open multi-agent systems. Th&lghough some studies survey self-organisation along with

demonstrated that large-scale complex systems have a highti-agent systems, they still mainly focus on the general

desirability to be self-organising and they also reviewgd eintroduction of self-organisation, multi-agent systemd ¢eir

isting studies which implemented self-organisation instho applications, while use only a small part to review spec#it-s

systems. However, only a small part of their review is on-selbrganisation mechanisms. Also, some of these specific self-

organisation in multi-agent systems, whereas in this pdper organisation mechanisms are not developed for use in multi-

give readers a clear understanding about the state of theagent systems. In this paper, we intend to complement durren

research of self-organisation in multi-agent systemsopfathe related survey work by surveying existing self-organiati

surveyed studies are done in multi-agent systems. mechanisms which are developed to address specific issues
Bernon et al. [36] described different mechanisms fan multi-agent systems.

generating self-organisation in multi-agent systems, ctvhi

included self-organisation by reactive multi-agent syste I1l. CLASSIFICATION EOR SELE-ORGANISATION

self-organisation using cooperative information agestdf- , , . ,

organisation by cooperation in adaptive multi-agent syste _ AS_ stated in [29], curre_ntly, there is no convent|onal drass

and self-organisation by holons. They then provided sevefigation of the sglf-organlsanon mechanisms anq_d|ff_ereﬂt

examples of application of self-organising multi-agersteyns searchers use Qn‘fgrent features to make a classificatimsed

to solve complex problems and discussed comparison erite9|n thg_summansatlon from [29], [30],.ger.1erally, therg are¢

of self-organisation between different applications. ldwar, © assification methods for self-organisation mechanisms.

as the work done in [22], only a small part of Bernon et al.’s 1) Objective-based classification. This classificatiorutac

work is on reviewing self-organisation mechanisms in multi €S on the question of what the self-organisation mech-
agent systems. anism is designed for. A self-organisation mechanism
Picard et al. [37] studied how to make multi-agent or- may be designed for task allocation, relation adaptation,

ganisations adapt to dynamics, openness and large-scale en ©tC.. Also, a self-organisation mechanism can be de-
vironments. Specifically, they compared two research views Signed for multiple purposes, e.g., same self-organisatio
in detail, i.e., Agent-Centered Point of View (ACPV) and  Mechanism that aims for load-balancing can optimise
Organisation-Centered Point of View (OCPV) and studied how  capacity as well as quality of service.

to apply these views to multi-agent systems. ACPV studies2) Method-based classification. This classification focus-
organisation from the point of view of emergent phenomena €S on the question of which method or technique is
in complex systems, while OCPV focuses on designing the used to realise a self-organisation mechanism. A self-
entire organisation and coordination patterns on the one,ha organisation mechanism may be designed based on re-
and the agents’ local behaviour on the other hand. Their work ~ inforcement learning, where the driving force of the self-
however, reviewed only the two views, i.e., ACPV and OCPV,  Organisation process is a utility function and agents try to

and compared them but did not describe other self-orgamisat modify their behaviour so as to maximise their utility. A

mechanisms. self-organisation mechanism may also be designed based
In [38], Serugendo et al. generally discussed the existence ©n cooperation among agents, where self-organisation is

of self-organisation in real-world systems, such as plasic achieved through local interactions between agents in a

systems, biological systems, social systems, business and cooperative way. - _ o
economic SystemS, and atrtificial systems_ They then prdvide 3) Environment-based classification. This classification f

the applications of self-organisation in software systeeg., cuses on the question of which environment the
multi-agent systems, grid and P2P systems, network sgcurit ~ Self-organisation mechanism is designed in. A self-
etc.. Their work is a general introduction of self-orgatita organisation mechanism may be designed in a multi-
and its applications, whereas this paper focuses on sugyeyi agent system, a sensor network or a grid system. Self-
self-organisation mechanisms in multi-agent systems. organisation mechanisms designed in different envi-
Gorodetskii [29] analysed the state of the art in the field ~ ronments have to take specific requirements and con-
of multi-agent self-organising systems. Their work cotssisf straints into account. If a self-organisation mechanism
three parts. The first part introduces the basic conceptslbf s is designed in a wireless sensor network, due to the
organisation and multi-agent systems. The second pagmes battery energy limitation of wireless sensors, interatio
the classification of self-organisation mechanisms in imult between sensors should be as few as possible, whereas

agent systems. The remaining part provides examples of self ~ such a constraint can be relaxed properly if the mecha-
organisation mechanisms and their applications. All the ex ~ Nhism is designed in a general multi-agent system.
amples of self-organisation mechanisms given by Gorodeskiln this paper, we use the first classification method,
are biology-based, e.g., swarm intelligence, nest bugldiveb objective-based classification, to classify self-orgatiis
weaving, etc.. Compared to Gorodetskii's work, this pap#ir wmechanisms. Because our survey is conducted in multi-agent
survey various self-organisation mechanisms developegsi® system environments only, the third classification method,
in multi-agent systems. environment-based classification, cannot be used in tigsrpa

According to the review of related work, it can be showif we use the second classification method, method-based cla
that current survey work of self-organisation mainly foesis sification, there will be a large number of technical cordent
on the concepts and the applications of self-organisatiofechnical contents, however, will harm the readability logt



paper to some extent, especially for beginners. As this bgcause introducing self-organisation into these rebéssoes

a survey paper, good readability is the priority. Thus, theas received little or no attention, these research isstes a
second classification method, method-based classificagonnot reviewed in this paper. The discussion of these research
not very suitable in this paper. By using the first classifarat issues about how to introduce self-organisation into thatn w
method, objective-based classification, readers can helema be given in future research direction section (Section VI).
picture regarding not only the current important reseasshés Moreover, in order to demonstrate the historical develagme

in multi-agent systems, but also the advantages of usiofjthese self-organisation mechanisms, we will also revéew
self-organisation to address these issues compared te thiesv representative non-self-organisation mechanisnause

methods which do not use self-organisation. the development of each self-organisation mechanism is usu
ally based on previous non-self-organisation mechaniftas.
IV. SURVEY OF SELE-ORGANISATION MECHANISMS searchers studied and summarised the limitations of nién-se

As d ibed in Section 1. the devel t of " organisation mechanisms and then, proposed self-org@mmisa
s described in Section |, the development of a multi-agepfo -nanisms to overcome these limitations.

system consists of five stages. In the last decade, the chsear
of multi-agent systems has been thoroughly carried out {1 Task/resource allocation
each stage. The five-stage development process is a top—dov\LF

development process which beains from the requirement and ask allocation and resource allocation are very important
P P 9 q research issues in multi-agent systems, as many real-world

goal analysis to the design of the conceptual architectode & roblems can be modelled as task/resource allocation iti-mul

the development Of.Sp.eC'f'C .agen.t class.es.. Such devglopn%élém systems. Task allocation can be briefly describedaas th
process, however, is infeasible in designing self-orgagis

multi-agent systems, because (1) self-organising mglira an agent has a task (or tasks) and cannot finish the task (or
Y y ' 9 9 mg tas|<s) by itself, so the agent has to allocate the task (&s)as

;ystem; are based on autonomous agents'and their lq Aother agents to carry out. Then, how to efficiently and
interactions and (2) the global goal or behaviour cannot l33%onomically allocate tasks to other agents is the probbern t

328326%2&? S(Iechz-e:r Igniqr\llanrflelt[—z:]'e}]??s-tr:rirsel;loz;:étotq?mk allocation mechanisms have to deal with. Resource allo
velop ganising multi-ag y cation has a similar meaning to task allocation, where nesou

carried out in a bottom-up way. Unfortunately, currentheree F}Ilocation focuses on how to efficiently allocate resourmes

s a Ia'cl'< of a mgture methodology or tool for developing Selagents so as to help them achieve their goals. In the folkpwin
organising multi-agent systems [39]. In this paper, tha/eyir first review self-organising task allocation mechanisimd

is conducted by reviewing the basic and important resear&ﬁ

: . i i " to obev the bott en self-organising resource allocation mechanisms.
ISSues In multi-agent systems so as 1o obey the bOMOM-UBr,qy aj1pcation in multi-agent systems has been thoroughly
design process. According to objective-based classificati

- S . studied and has a wide range of applications, e.g., target
based on our investigation, there are six important rekeal 9 pp 9 9

: . i i t hich i X t.'f?acking in sensor networks [40] and labour division in rbbo
ISSUes In mufti-agent Systems, which use sefl-organisa Igystems [41]. Task allocation mechanisms in multi-agest sy
techniques. The six research issues- are

tems can be classified into two categories: centralised and d

1) task/resource allocation, centralised. Centralised task allocation mechanisms, [@2]

2) relation adaptation, and [43], have the single point of failure and do not consider
3) organisational design, the change of tasks and agents. To overcome these drawbacks,
4) reinforcement learning, decentralised task allocation mechanisms were develepgd,

5) enhancing software quality, [44], [45], [46], [47], [48]. These decentralised mechamss

6) collective decision making. can avoid the single point of failure, but they still have som

Actually, the six research issues are overlapping to sorfiitations. Scerri et al.’'s approach [44] need a large amaofi
extent. For example, reinforcement learning is often used @ommunication to remove conflicts, so it does not work well in
a tool to study other issues, e.qg., task/resource allataiml large scale multi-agent systems. Abdallah and Lesserestudi
relation adaptation. Also, task/resource allocation isrofised task allocation on the basis of game theory. Abdallah and
as a platform for the study of other research issues, e.gesser's study considered only two agents and no discussion
relation adaptation. Therefore, these research issuesaire was given about how to extend their study to handle three or
isolated but are closely related to each other. In this papatore agents. Weerdt et al. [46] used contract-net protd@]| [
the six research issues are selected for review, becauseafi)auction based approach, for task allocation in multihige
self-organisation techniques have been introduced irdmnthsystems. In Weerdt et al's method, an agent allocates a task
and (2) they are the basic and important research issugdy to neighbours. Then, if an agent has few neighbours, its
in multi-agent systems. The two reasons make the revieasks may be difficult to allocate. Chapman et al.’s approach
of them match the topic of this paper. There are sonj47]is based on a distributed stochastic algorithm whidlass
other important research issues in multi-agent systergs, eand needs few communication messages, but it may get stuck
negotiation, coordination, planning and reasoning. H@gevin local minima. Wang et al.'s mechanism [48] is based on ant

colony algorithm which requires global pheromone matrix to
lT_he two research issges,'reinforceme_nt learning and t_:inHaedEcis_ion achieve optimal solutions.
making, have been studied in both multi-agent system field anchime Self . . K all . hani | d
learning field. In this paper, we delimit the discussion in rrafent systems, elt-organising task allocation mechanisms were also de-

i.e., multi-agent learning and multi-agent collective diecismaking. veloped in multi-agent systems [50], [51]. The self-orgarg



mechanisms are decentralised as well. Compared to ceettaliresource is allocated to which agent. Typical decentrdlise
task allocation mechanisms, self-organising mechanisans anechanisms are usually operated through local intergction
avoid the single point of failure. Compared to the norsuch as the contract net approach [49] which consists of
self-organising decentralised task allocation mechasis®if- four interaction phases: announcement phase, biddingephas
organising mechanisms have good scalability and enable eassignment phase and confirmation phase. Many extensions to
agent to self-adapt its behaviour, without global inforim@t this protocol have been proposed. Sandholm [61] developed
for efficient task allocation in open and dynamic systemthe TRACONET system which uses a variant of the contract
where the set of tasks and agents may constantly change owerprotocol to enable negotiation over the exchange oflesnd
time. of resources. Sandholm and Lesser [62] also extended the
Macarthur et al. [50] proposed a distributed anytime alg@ontract net protocol by enabling decommitment from agreed
rithm for task allocation in open and dynamic multi-agertontracts during negotiation process with penalties agpli
systems. Their algorithm is based on the fast-max-sum athich gave agents more opportunities to find desirable partn
gorithm [52]. Macarthur et al. improved the fast-max-suma. Aknine et al. [63] studied concurrent contract net protoc
algorithm by presenting a pruning algorithm to reduce thghich allowed many managers negotiating simultaneously
number of potential solutions that need to be considered andh many contractors. They added on the contract net pobtoc
by involving branch-and-bound search trees to reduce thgre-bidding phase and a pre-assignment phase, wheresagent
execution time of fast-max-sum. Macarthur et al.’s aldomt proposed temporary bids and managers temporarily accepted
is an online and anytime algorithm and it can self-adapt or rejected these bids. In addition to negotiation, reicéonent
dynamic environments. Thus, their algorithm has the selgarning is also an efficient approach for resource allooati
organisation property, i.e., dynamically adapting itsethout Schaerf et al. [64] proposed a resource allocation method
explicit control. based on reinforcement learning. In their method, when jobs
Santos et al. [51] proposed a swarm intelligence basaedive at agents, each agent independently decides on which
clustering algorithm for task allocation in dynamic multitesources are used to execute each job via reinforcement
agent systems. Their algorithm is inspired by the behavidéur learning without interaction with other agents. Resouraes
forager bees, where a bee is considered an agent. During diedicated to specific agents who do not make decisions during
clustering process, agents need to make a couple of degisiarsource allocation. Only those agents, who have jobs to exe
whether to abandon an agent, whether to change to the graupe, make decisions. Tesauro [65] developed a similar mode
of the visited agent, whether to continue dancing to recruit Schaerf et al.’s work. There is a resource arbiter in Tesswu
other agents for a group, and whether to visit a dancenodel that dynamically decides resource allocation based
The authors set a number of thresholds for agents to make agents value functions which are learned independently.
decisions. In their algorithm, each agent can autonomouglitang et al. [66] developed a multi-agent learning algarith
and dynamically make decisions based on current situatiof@ online resource allocation in a network of clusters. In
Thus, their algorithm also has the self-organisation prtgpe their algorithm, learning is distributed to each clustesing
Macarthur et al.'s algorithm [50] is based on the fast makecal information only without accessing to the global syst
sum algorithm. Their algorithm is an anytime algorithm, so reward. The common limitation of these non-self-orgamsin
can return a valid solution to a problem even if it is intetegh resource allocation mechanisms is that they are difficult to
at any time before it ends. Also, the algorithm is expected tmndle resource allocation in open and dynamic multi-agent
find better and better solutions, the more time it keeps ngni systems. Therefore, resource allocation mechanisms,hwhic
Santos et al’s algorithm [51] is based on bee colony whidtave self-organisation properties, are also proposed.
has a well-balanced exploration and exploitation ability. Fatima and Wooldridge [67] presented an adaptive organi-
Like task allocation, resource allocation in multi-agengational policy, TRACE, for multi-agent systems. TRACE en-
systems has also been thoroughly studied and is relevantabdes multi-agent organisations to dynamically and adelyti
a range of applications, e.g., network routing [53], manwlocate tasks and resources between themselves to dfficien
facturing scheduling [54] and clouding computing [55], 56 process an incoming stream of task requests. TRACE consists
Resource allocation mechanisms can be either centralisecobtwo components: a task allocation protocol and a resource
decentralised [57]. In centralised mechanisms, thereiisghes allocation protocol. The task allocation protocol, based o
entity to decide on the allocation of resources among agestmtract net [49], allows agents to cooperatively and effitty
based on the constraints and preferences of each agentliacate tasks to other agents which have the suitable capa-
the system. Typical examples for the centralised mechanisitity and opportunity to carry these tasks out. The reseurc
are combinatorial auctions [58], where the auctioneer & thllocation protocol, based on computational market system
central entity. In combinatorial auctions [59], [60], aten enables resources to be adaptively and dynamically aédcat
report their constraints and preferences to the auctioaeér to organisations to minimise the number of lost requests
the auctioneer makes the allocation of resources to thetsgenaused by an overload.
The act of reporting constraints and preferences is calledSchlegel and Kowalczyk [68] devised a distributed algo-
‘bidding’. An agent’s bidding may be private or public to eth rithm to solve the resource allocation problem in distréalit
agents based on requirements of the system. Bidding processti-agent systems based on self-organisation of theureso
may be operated in one round or multiple rounds. Based ocansumers. In their algorithm, each resource consumer has
the biddings, the auctioneer will make a decision on whickeveral predictors to predict the resource consumption of



each server, and uses this predictive result to allocates tafs0], [51], [69], [70] are able to properly handle open and
to servers. Then, based on servers’ feedback, each resodlyigamic environments, where agents and tasks may be
consumer evaluates the performance of its predictors amdded or removed dynamically. In addition, self-organised
adjusts its predictors against each server. allocation is robust to failures in communication and has
An et al. [69] proposed an efficient negotiation method fagood scalability in the number of agents. Specially, coragar
resource allocation. In their method, negotiation agemts cto multi-agent reinforcement learning allocation methods
dynamically and autonomously adjust the number of tergatie.g., [66], self-organisation mechanisms do not need a
agreements for each resource and the amount of concessimre-consuming convergence period. Table | summarises the
they are willing to make based on the situations of agentsharacteristics of the aforementioned task/resourceaitn
vicinity environment. In addition, their method allows atge approaches. In Table |, it can be seen that Macarthur et
to decommit agreements by paying penalty and to dynamicadll/'s self-organising task allocation approach is basedhen
modify the reserve price of each resource. Thus, agents héast-max-sum algorithm [50], while Santos et al.’s apploisc
very high autonomy in their method. based on swarm intelligence [51]. Both of the two approaches
Pitt et al. [70] complemented current principles of a reseurare decentralised and have good scalability. The fast-max-
allocation method by introducing the canons of distribeitivsum algorithm can exploit a particular formulation of task
justice. The canons of distributive justice are repregbrt® allocation environments to greatly reduce the commurooati
legitimate claims, which are implemented as voting furmtio message size and computation required when applying max-
that determine the order in which resource requests arg sasum in dynamic environments. In [51], swarm intelligence is
fied. They then presented a formal model of a self-organisinged to form agent groups for task allocation given that an
institution, where agents voted on the weight attached ¢o tindividual agent does not have enough resources to complete
scoring functions. As a result, they unified principles of era task. In the swarm intelligence based approach, agents
during self-organising institutions with canons of distive use only local information and follow simple rules to derive
justice to provide a basis for designing mechanisms to addréntelligent global behaviour. Thus, such approach is very
the resource allocation problem in open systems. suitable in the environments, where each individual agent
Kash et al. [71] developed a dynamic model to fair divide rdras only incomplete information about the environments.
sources between agents and they proposed desirable aidontadr self-organising resource allocation approaches,i@uct
properties for dynamic resource allocation mechanismsyThbased approach [67] and negotiation based approach [69]
also designed two novel mechanisms which satisfied somecah achieve optimal results, because results are obtained
these properties. Their work is the first one which expands tthrough the bargaining of both parties, which is unlike othe
scope of fair division theory from static settings to dynamiapproaches [68], [70], [71] that derive results by usingyonl
settings and which takes self-adaptation into account ito fa specific algorithm or a specific set of algorithms. However,
division theory. during the bargaining process, heavy communication oegrhe
The work done in [68] and [69] aims at how to efficientlycannot be avoided. Thus, such auction and negotiation based
distribute resources to agents which make requests. Sthlegpproaches are not suitable in some environments where
and Kowalczyk’s method [68] is based on multi-agertommunication resources are intensive, e.g., wirelessosen
learning, whereas An et al’s method [69] is based ametworks.
multi-agent negotiation. Negotiation techniques usualbed
more communication overhead than learning techniques and . .
usually require more time to obtain a solution than learning Relation adaptation
techniques. However, negotiation techniques are morebflexi  The term, relation adaptation, in different fields has défe
and give agents more autonomy than learning technigueseanings. In web-based systems, relation adaptation means
The work done in [67] takes agents as resources and studigacting new types of relations that exist between estith a
how to allocate and re-allocate agents to organisations syistem [78]. Here, in multi-agent systems, relation adapta
accordance with organisations’ demands. Thus, the aim a@$o known as relation modification, is a subfield of self-
[67] is different from that of [68] and [69]. The work doneorganisation, which studies how to modify relations betwae
in [70] and [71] studies resource allocation using gamgents to achieve an efficient agent network structure. Aiosla
theoretical approaches. The aim of [70] and [71] is to finddaptation mechanism enables agents to arrange and iggrran
an equilibrium that no agents have incentive to deviate frothe structure of the multi-agent system in order to adapt to
the allocation results. Thus, although all of these studies changing requirements and environmental conditions [&8].
about resource allocation, they focus on different aims anelation adaptation is a subfield of self-organisation eath
are suitable in different environments. than a field which is independent of self-organisation, éher
are no ‘non-self-organising’ relation adaptation mechans.
Summary: In self-organised task/resource allocationyethelherefore, here, we directly review the work done on retatio
is no complex coordination mechanism among agengdaptation in multi-agent systems.
Instead, the allocation process is a self-organised psated Gaston and desJardins [72] developed two network struc-
originates from local decisions made by each individuahagetural adaptation strategies for dynamic team formatioreiTh
Compared to non-self-organisation allocation mechanisniigst strategy was a structure-based approach, where arn agen
e.g., [46], [48], [58], [63], self-organisation mechansmprefers to select another agent to form a connection, whash h



TABLE |
CHARACTERISTICS OF THE TASKRESOURCE ALLOCATION APPROACHES

Centralised/ Local/Global
Papers Techniques used Decentralised |nform§1t|0n Scalability Pros Cons
required
Macarthur et al. [50]| max-sum algorithm| decentralised local good can get a solution at any time memory intensive

Santos et al. [51] swarm intelligence | decentralised local good well-balanced exploration and exploitatiop slow computation speed

Fatima and auction and

. market-based decentralised both neutral optimal results can be obtained large communication overhead
Wooldridge [67] :
modeling

Schlegel and reinforcement . . - .

Kowalczyk [68] leamning decentralised local good littte communication overhead large computation overhead
An et al. [69] negotiation decentralised local neutral optimal results can be obtained large communication overhead
Pitt et al. [70] voting decentralised local good precise equilibrium can be obtained large communication overhead

L . . e . a central controller and

Kash et al. [71] fair division theory centralised global neutral precise equilibrium can be obtained global information are required

TABLE Il

CHARACTERISTICS OF THE RELATION ADAPTATION APPROACHES
’ Centralised/ L_ocaI/ GI(_)baI .
Papers Techniques used ) information Scalability Pros Cons
Decentralised )

required

I i . ) . only one relation
Gaston and desJardins [72] reasoning decentralised local good easy to implement type is considered

Glinton et al. [73] reasoning decentralised local good easy to implement only one relation

type is considered
large computation overhead
Abdallah and Lesser [74] | reinforcement learning| decentralised local good fast and efficient only one relation
type is considered
large communication overhead

- ) ) suitable in -
Griffiths and Luck [75] tag-based modeling | decentralised local good dynamic environments| onIy_one reI_atlon
type is considered
- computation results are
Kota et al. [76] reasoning decentralised local good two relation types biased from one

are considered agent towards another

two relation types
are considered,
relation weights
are considered

trust modeling and

Ye etal. [77] reinforcement learning

decentralised local good large computation overhead

more neighbours. Their second strategy was a performanogechanism. Their mechanism consists of three elements.
based approach, where an agent prefers to form a connecfitve first one is a trust model to enable agents to use not
with the agent who has better performance. The two strateganly their own experience but also other agents’ opinions
are suitable in different situations. to select candidates, which can make agents select the most
Glinton et al. [73] analysed the drawback of the structur&aluable candidates to adapt relations. The second one is a
based strategy proposed in [72] empirically, and then desig multi-agent Q-learning algorithm to enable two agents to
a new network adaptation strategy to limit the maximurindependently evaluate their rewards about adaptingioetat
number of links that an agent could have. and to balance exploitation and exploration. The third one

Abdallah and Lesser [74] did further research into relatid§ the introduction of weighted relations into the relation
adaptation of agent networks and creatively used reinfor@faptation mechanism. The introduction of weighted reeti
ment learning to adapt the network structure. Their meth&@n improve the performance of the mechanism and make
enables agents not only to adapt the underlying network-strn® mechanism more suitable in dynamic environments.
ture during the learning process but also to use information )
from learning to guide the adaptation process. Summary: The work done in [72], [73], [74], [75] assumed

Griffiths and Luck [75] presented a tag-based mechanism t only one type_ of relation existed in the network and
supporting cooperation in the presence of cheaters byiegablt e numb_er of neighbours possessed. by an ggent .had no
individual agents to change their neighbourhoods with roth‘é-ff(aCt on its local load. T.hese as;umphops are impraciical .
agents. Griffiths and Luck’s mechanism is very suitable pome cases where multiple relations exist among agents in

particular dynamic environments where trust or reputatio&h n_etwork and f';\gents have to expend res’,ources to manage
among agents is difficult to establish their relations with other agents. Kota et al.'s work [76dko

Kota et al. [76] devised a relation adaptation mechanis multiple relations and relation management load into actou
' P Ril of these studies, however, considered only crisp reteti

Their work is the first one, which takes multiple relationslan o . . .
. . . between agents and oversimplified candidate selectiorewhi

relation management cost into account. The relation atiapta , . . i
. X . L """ Ye, et al’'s work [77] considered weighted relations, where
algorithm in their mechanism is based on meta-reasoning and . : L
ere is a relation strength, ranged[ih 1], to indicate how

enables agents to take the actions, which can maximise theiw o
strong the relation is between two agents, and employed a
utilities at each step.

) . trust model to select candidates to adapt relations. Hoyweve
Ye et al. [77] proposed a composite relation adaptation



as Ye et al's work is based on both trust modeling antbt consider agent self-extinction. Moreover, their appgto

reinforcement learning, the computation overhead is large designed only for a specific problem: work-allocation and

Moreover, during the trust building process, agents hal@ad-balancing in distributed production systems.

to communicate with one another, so the communicationKamboj and Decker [84] extended Ishida et al.'s work by

overhead is also heavy. Table Il summarises the charaatsrisincluding worth-oriented domains, modelling other resesr

of the aforementioned relation adaptation approaches. in addition to processor resources and incorporating tokss

into the organisational structures. Later, Kamboj [85]lgsed

the tradeoffs between cloning and spawning in the context

of organisational self-design and found that combininghbot
The research of organisational self-design can be tracgiéning and spawning could generate more suitable organisa

back to 1977. Weick [79] discussed the application of thgons than using those mechanisms, which use only a single

concept of self-designing systems in social organisatiéts approach.

that time, the concept of self-design was so new that comcret | [86], Ye et al. provided an organisational self-design

illustrations of it in business organisations were rareweler, mechanism which enables agents to clone and spawn new
the benefits of self-design were revealed then. In the face gfents, and these cloned and spawned agents can merge in
swift changes in the environment, organisations will do toRture if necessary. For an individual agent, spawning is
little, too late and will even fail. Also, organisations leato  triggered when it cannot finish the assigned tasks on time. If
avoid having someone from the outside come in to rewire thetask or several tasks in its list cannot be completed before
organisations, whereas organisations have to do the rgwirthe expiry time, an agent will spawn one or several apprentic
themselves. Therefore, self-design becomes the only efudic agent(s), each of which has a corresponding resource to
organisations. complete a task. Cloning happens when an agent has too
Organisational design generally refers to how members @fany neighbours, which means that the agent has a heavy
a society act and relate with one another [80]. It can kg/erhead for managing relations with other agents. Spawned
used to design and manage participants’ interactions itinubgents will be self-extinct if no more tasks have to be cdrrie
agent systems. Specifically, organisational design imsudout, and cloned agents merge with original agents if the
assigning agents different roles, responsibilities arefpeand number of neighbours decreases.
also assigning the coordination between the roles and the
number of resources to the individual agents. Differenigfss Summary: The work done in [81] and [83] focused on
applied to the same problem will have different performanegecific systems, i.e., a financial portfolio management
characteristics. Thus, it is important to understand tree fesystem and a distributed production system, respectigely,
tures of different designs. Organisational self-desigs h@en they may not be suitable for other systems. Shehory et al.’s
introduced, which allows agents to self-design, i.e.,-aeffign work [82] overlooks agent merging and self-extinction and
roles, responsibilities and peers between agents. Likgioal this overlook may yield a large number of redundant and
adaptation, organisational self-design is also a sub-dieself- idle agents. Kamboj's work [84], [85] is under a particular
organisation in multi-agent systems, so there are no ‘®tiR-s computational framework, TAEMS [87] (Task Analysis,
organising’ organisational self-design mechanisms. H&® Environment Modeling and Simulation), where tasks are
directly review the work done on organisational self-desiy represented using extended hierarchical task structures.
multi-agent systems. This binding may limit the usability of their approaches
Decker et al. [81] developed a multi-agent system, in whidh other domains. Ye et al’s work [86] does not focus on
agents can adapt at organisational, planning, schedulidg &pecific systems and is not under an existing computational
execution levels. Specifically, their work focused on ageftamework. In addition, Ye et al's work takes agent merging
cloning for execution-time adaptation towards load-beila, and self-extinction into consideration. Thus, it can ovene
when an agent recognises, via self-reflection, that it iDlrec the limitation of the aforementioned work to some extend.
ing overloaded. The application of such cloning mechanisms, however, is
Shehory et al. [82] proposed an agent cloning mechanishimited in physical systems, e.g., robot systems and sensor
which subsumed task transfer and agent mobility. To performetworks, as the components in these physical systems are
cloning, an agent has to reason about its current and futévgrdware and cannot be cloned. Table Il summarises the
loads and its host’s load, as well as the capabilities andsloacharacteristics of the aforementioned organisationaigdes
of other machines and agents. Then, the agent may decideypproaches.
create a clone or transfer tasks to other agents or migrate to
another host. Their work discusses in detail when and how ) )
an agent makes a clone for task allocation in a distribut&l Reinforcement learning
multi-agent environment. Reinforcement learning is the problem faced by an agent
In [83], Ishida et al. studied organisational self-desigran that must learn behaviour through trial-and-error intéoas
adaptive approach to work allocation and load-balancihgifT with a dynamic environment [92], [93]. At each step, the agen
approach allows two agents to combine into one agent if thgserceives the state of the environment and takes an action
two agents are idle and allows one agent to divide into two ahich causes the environment to transit into a new state. The
gents if that agent is overloaded. However, their approads d agent then receives a reward signal that evaluates theyqafli

C. Organisational design



TABLE Ill
CHARACTERISTICS OF THE ORGANISATIONAL DESIGN APPROACHES

Centralised/ Local/Global
Papers Techniques used Decentralised |nform§1t|0n Scalability Pros Cons
required
. . littte communication focus on a
Decker et al. [81] reasoning decentralised local good and computation overhea specific system
) ) littte communication overlook agent merging
Shehory et al. [82] reasoning decentralised local good and computation overhea and self-extinction
. ; . little communication focus on a
Ishida et al. [83] reasoning decentralised local good and computation overhea specific system
. ) . littte communication established on a specific
Kamboj and Decker [84], [85] reasoning decentralised local good and computation overheadl computational framework
. ) littte communication -
Ye et al. [86] reasoning decentralised local good and computation overhea large computation overhead
TABLE IV
CHARACTERISTICS OF THE REINFORCEMENT LEARNING APPROACHES
Centralised/ Local/Global
Papers Techniques used Decentralised |nform§1t|on Scalability Pros Cons
required
. N . . . . optimal results L
Kiselev and Alhajj [88], [89] | hierarchical clustering | decentralised local good can be obtained large communication overhead
] I . optimal results o
Zhang et al. [90], [91] market-based modeling hybrid local good can be obtained large communication overhead

this transition. As stated in [93], there are two main sggeie generalised previous coordinated DCOP (Distributed Con-
for solving reinforcement-learning problems. The firsatgy straint OPtimisation) based multi-agent reinforcemeatrieg

is to search in the space of behaviours in order to find oapproaches, e.g., [101], [102], [103], which needed intens
that performs well in the environment. This approach hasibeeomputation and significant communication among agents.
taken by work in genetic algorithms and genetic programming comparison, Zhang and Lesser's approach [33] enable
[94]. The second strategy is to use statistical techniquels anulti-agent reinforcement learning to be conducted over a
dynamic programming methods to estimate the utility ofrigki spectrum from independent learning without communication
actions in states of the world. The research of reinforcémdvy enabling agents to compute their beneficial coordination
learning in multi-agent systems mainly focuses on the scoset in different situations. Elidrisi et al. [104] proposed
strategy, because the second strategy takes advantage ofakt adaptive learning algorithm for repeated stochastines.
special structure of reinforcement learning problemsithadtt Compared to some existing algorithms which require a large
available in optimisation problems in general [93]. Reio® number of interactions among agents, their algorithm regui
ment learning in multi-agent systems has three new chaengnly a limited number of interactions. Elidrisi et al. acked
[95]. First, it is difficult to define a good learning goal fortheir goal by developing 1) a meta-game model to abstract
the multiple reinforcement learning agents. Most of theeiin a stochastic game into a lossy matrix game representation,
each learning agent must keep track of the other learni@y a prediction model to predict the opponents’ next action
agents. Only when the agent is able to coordinate its betaviand 3) a reasoning model to reason about the next action to
with other agents’ behaviour, a coherent joint behaviour calay given the abstracted game and the predicted opponents
be achieved. Second, as the learning process of agents-is ramtions. Piliouras et al. [97] proposed an analytical fraomk
stationary, the convergence properties of most reinfoecem for multi-agent learning. Unlike standard learning apphes,
learning algorithms are difficult to obtain. Third, the sdality Piliouras et al’'s work does not focus on the convergence of
of algorithms to realistic problem sizes is a great conceran algorithm to an equilibrium or on payoff guarantees for
as most multi-agent reinforcement algorithms focus on ontlge agents. Instead, they focus on developing abstradfians
two agents. There are a large number of multi-agent learniogn capture the details about the possible agents’ betraviou
algorithms developed in the last decade, e.g., [96], [9fikré of multi-agent systems, in which there are rich spatiotenalpe
are also some outstanding survey papers of multi-agert redorrelations amongst agents’ behaviours.

forcement learning, e.g., [93], [95]. As the aim of this paise ~ The introduction of self-organisation into reinforcement
to survey self-organisation instead of learning, we jusiene learning is presented recertlywhich aims to improve the
some latest and representative multi-agent learning itthgos  learning performance by enabling agents to dynamically and
in this subsection. Zhang and Lesser [91] proposed a gradiesutonomously adjust their behaviours to suit changing-envi
based learning algorithm that augmented a basic gradient asmments.

cent algorithm with policy prediction. Their algorithm remes Kiselev and Alhajj [88], [89] proposed a computationally
some strong assumptions from existing algorithms, e.@], [9

[99], [100] by enabling agents to predict others’ policiesus, 2please do not confuse this ‘self-organisation’ with ‘seffanising map’
their algorithm has better scalability and is more suitablenich is a type of artificial neural network. Self-organieatmentioned in
to real applications compared to existing algorithms. Latéhis paper is a notion which can benefit other fields by engbhgents

. to_autonomously make decisions and dynamically adapt to enwieatal
Zhang and Lesser [33] developed a learning approach tRgdnges. Y Y y adap



efficient market-based self-adaptive multi-agent apgromc and maintain agent systems [113]. Strictly speaking, agent
continuous online learning of streaming data and providdédsed software engineering is not a traditional research is
a fast dynamic response with event-driven incremental imue in multi-agent systems, instead it is an application of
provement of optimisation results. Based on the self-agaptagent technology. However, the study of agent-based sadtwa
approach, the performance of the continuous online legrniangineering is significant for developing and implementing
is improved and the continuous online learning can adamiulti-agent systems. Thus, we still review the studies of
to environmental variations. The approach is based on self-organisation for agent-based software engineerintis
asynchronous message-passing method of continuous agglpaper.
erative hierarchical clustering and a knowledge-basetl sel To enhance agent-based software quality, several teatsiqu
organising multi-agent system for implementation. have been proposed, e.g., agile techniques [114] and data
Zhang et al. [90] integrating organisational control intonining techniques [115]. Agile techniques can handle nsta
multi-agent reinforcement learning to improve the leagninrequirements throughout the development life cycle and can
speed, quality and likelihood of convergence. Then, theleliver products in shorter time frames and under budget con
introduced self-organisation into organisational contto straints in comparison with traditional development me#o
further enhance the performance and reduce the compleXitgta mining techniques can be used to discover and predict
of multi-agent reinforcement learning [91]. Their selffaults and errors in software systems. Self-organisatiam c
organisation approach groups strongly interacting learnialso be used in agent-based software systems to enhance soft
agents together, whose exploration strategies are caedin ware quality. Compared to those techniques, self-orgboisa
by one supervisor. The supervisor of a group can buy/stdichnique enables agents to self-diagnose faults andserror
agents from/to other groups through negotiation with theoftware systems. Thus, self-organiation technique hasl go
supervisors of those groups. scalability and can be used in large scale agent-basedaseftw
systems. Self-orgainsing agent-based software systehishw
Summary: Multi-agent reinforcement learning is an effitierare able to adjust their behaviours in response to the piéooep
and scalable method to solve many real world problenmaf, the environment, have become an important research.topic
e.g., network packet routing and peer-to-peer informatiddheng et al. [111] and Lemos et al. [116] provided a research
retrieval. However, due to factors including a non-stadign roadmap regarding the state of the art research progresheand
learning environment, partial observability, a large nembresearch challenges of developing, deploying and managing
of agents and communication delay between agenself-adaptive software systems. Based on their summaasg th
reinforcement learning may converge slowly, converge tre four essential topics of self-adaptive software system
inferior equilibria or even diverge in realistic environmg design space for self-adaptive solutions, software eeging
[91]. Self-organisation then can be used to organise aptbcesses for self-adaptive solutions, decentralisaiforon-
coordinate the behaviours of agents based on their currénal loops, and practical run-time verification and validat
states of learning. Thus, self-organisation can not only Georgiadis et al. [105] studied the feasibility of using
improve the quality of agent learning but also can malarchitectural constraints as the basis for the specificatio
agents efficiently learning in dynamic environments. Tabldesign and implementation of self-organising architextifor
IV summarises the characteristics of the aforementiondibtributed software systems. They developed a fully decen
reinforcement learning approaches. The work of Kiselev ati@lised runtime system to support structural self-orgatidn
Alhajj [89] focuses on a specific problem: continuous onlinkased Darwin component model [117] and showed that the
clustering of streaming data, while the work of Zhang et alequired architectural styles can be expressed and sudrsidyju
[91] focuses on a common problem in multi-agent learningmnalysed in a simple set based logical formalism.
convergence. Although the two studies have different fesus Malek et al. [106] presented a self-adaptive solution fer th
both of them use the multi-agent negotiation technique tedeployment of a software system to increase the avaijabil
realise the self-organisation process. As both of theippsed of the system. Their solution is based on a collaborative
approaches are based on multi-agent negotiation, both asictioning algorithm, where the auctioned items are soéwa
them suffer the large communication overhead. components. Each host is represented as an autonomous agent
and agents sell and buy software components between them
through the auctioning algorithm. By redeploying software
components, both the availability and robustness of the sof
Current software systems have ultra large scales dueware system can be increased.
the explosion of information and complexity of technolagie Iftikhar and Weyns [107] proposed a formalised architextur
Software systems, thus, require new and innovative appezacmodel of a self-adaptive software system and used model
for building, running and managing so as to become mocbecking to verify behavioural properties of the software
versatile, flexible, robust and self-optimising by adaptio system. They also proved a number of self-adaptation prop-
changing operational environments or system charadteristerties for flexibility and robustness based on a case study,
[111]. Agent-based software engineering has also beeiestud.e., a decentralised traffic monitoring system. The traffic
for a long time [4], [112], which is concerned with how tomonitoring software system is conceived as an agent-based
effectively engineer agent systems, that is, how to specifystem consisting of two componenégentand organisation
design, implement, verify (including testing and debuggin middleware Theagentis responsible for monitoring the traffic

E. Enhancing software quality



TABLE V
CHARACTERISTICS OF THE SOFTWARE QUALITY ENHANCEMENT APPROBHES

. Local/Global
Papers Techniques used Centrallsgd/ information | Scalability Pros Cons
Decentralised )
required
- . . . simplifying the analysis I
Georgiadis et al. [105] architectural constraint§ decentralised local good of software systems low computation speed
Malek et al. [106] collaborative auction | decentralised local good increasing robustness large communication overhead

of software systems
guaranteeing flexibility
Iftikhar and Weyns [107] model checking decentralised local good and robustness of large computation overhead
software systems
guaranteeing the

) hierarchical model . requirements of large communication and
Iglesia and Weyns [108], [109] and formal verification hybrid local good software systems computation overhead
being met
TABLE VI
CHARACTERISTICS OF THE COLLECTIVE DECISION MAKING APPROACES
Centralised/ Local/Global
Papers Techniques used Decentralised mform_atlon Scalability Pros Cons
required
L . . . large communication and
Valentini et al. [110] voting decentralised local good fast and efficient computation overhead

and collaborating with other agents to report a possiblfficra software quality enhancement approaches. The similafity o
jam to clients. Theorganisation middlewareffers life cycle these studies is that all of them aim to enhance software
management services to set up and maintain organisationsjuality, while the difference of them is that they focus
on different aspects of agent-based software engineering.
Iglesia and Weyns [108], [109] introduced a self-adaptivgeorgiadis et al. [105] focused on how to build a self-
multi-agent system which is an architectural approach th@lganising architecture as a basis for distributed softwar
integrates the functionalities provided by a multi-age/stem  systems development. Georgiadis et al.’s arthitecturencak
with software qualities offered by a self-adaptive solntio well in the environment, where components may suddenly
They then presented a reference model for the self-adaptfd@ without the opportunity to interact with the rest of the
multi-agent system and applied it to a mobile learningystem. Their architecture, however, cannot handle dymami
case. They also used a formal verification technique as @hvironments, where events may dynamically rebind and
approach to guarantee the requirements of the self-a@aptlystem requirements may dynamically change. Malek et
multi-agent system application. The reference model is a [106] focused on how to increase the availability of a
three-layered architecture where the bottom layer pravidgystem. Malek et al’s method is decentralised and does
the communication infrastructure which defines the means fgot need global knowledge of system properties. Thus, the
communication between agents, the middle layer provides ffethod can scale to the exponentially complex nature of
multi-agent system which handles requirements of the domajhe redeployment problem. However, their method is based
and the top layer provides self-adaptation which can modign an auction algorithm, so the communication overhead of
the multi-agent system layer to cover system quality career their method is heavy. Iftikhar and Weyns [107] focused on
how to check and verify the self-adaptation properties of a
Summary: Self-adaptation is a well-known approach f@elf-organising software system. Iftikhar and Weyns'’s glod
managing the complexity of modern software systems R¥n enhance the validation of software system qualities by
separating logic that deals with particular runtime quesit transferring formalization results over different phassfs
[118], [119]. Self-adaptation enables a software system fife software life cycle. However, their model is proposed
adapt itself autonomously to internal dynamics and changiand evaluated through a case study, i.e., a traffic mongorin
conditions in the environment to achieve particular gyalitsystem. Thus, it is unclear how their model works in other
goals. Self-adaption in software systems includes a numigktems. Iglesia and Weyns [108], [109] focused on how to
of self-* properties, e.g., self-healing, self-proteati@and design a general model to cover various concerns of system
self-optimisation, to address changing operating comuiti quality. By using behavioural models and formal methods,
in the system. For example, self-healing enables a softwaggesia and Weyns’s approach can guarantee the correctness
system to automatically discover, diagnose and corredtsfauof system behaviour and guarantee the quality properties of
self-protection enables a software system to autonomougiyerest during the engineering of self-organising matient
prevent from both internal and external malicious attackgystems. However, the implemented system, based on their
self-optimisation enables a software system to monit@phproach, has not been evaluated in dynamic environments.

and adapt resource usage to ensure optimal functionmBus, it is unclear if the desired quality goals of the system
relative to defined requirements. Overall, self-adaptai® can be met in undesired states.

a promising approach for modern software systems. Table
V summarises the characteristics of the aforementioned



F. Collective decision making the characteristics of the work in [110].

Collective decision making originates from social science ]
When a person is in a social context, her decisions afe Other research issues
influenced by those of others. Then, collective decisioningak  In addition to the above issues, there are some other issues
is a process where the members of a group decide on a counsenulti-agent systems which are also addressed using self-
of action by consensus [120]. Collective decision making harganisation mechanisms.
been studied by economists and sociologists since at least) Coalition formation: In some real systems, e.g., dis-
the 1970s [121], [122]. Later, collective decision makirash tributed sensor networks, individual agents often need to
been studied by statistical physicists who developed nsodébrm coalitions to accomplish complex tasks, as complex
to quantitatively describe social and economic phenometsgks cannot be performed by a single agent or groups may
that involve large numbers of interacting people [123]4[12 perform more efficiently with respect to the single agents’
Recently, collective decision making has also been ingat#d performance. Most existing coalition formation studiestdr
in multi-agent systems [110]. Traditional solutions ofleot each individual agent to join only one coalition (see [128] f
tive decision making are centralised [125]. Self-orgatiiga a survey of existing coalition formation mechanisms). Terev
can provide a valuable alternative to the centralised &wist come this limitation, some researchers proposed overgppi
However, introducing self-organisation into collectivecision coalition formation [129] and fuzzy coalition formationdQ]
making is a significant challenge because only local peimept to enable each agent to join multiple coalitions. Such stidi
and local communication can be used [110]. Globally defingégwever, do not allow agents to dynamically adjust degrées o
consensus time and decision accuracy are both difficult itvolvement in different coalitions. Ye et al. [128] intnackd
predict and guarantee. Towards this end, several selfimga self-adaptation into coalition formation by allowing aggn
collective decision making algorithms have been proposesl dynamically adjust degrees of involvement in different
[126], [120], [127], [110]. Among these algorithms, onlyeon coalitions and to join new coalitions. Through the introtioic
was developed in multi-agent systems [110]. of self-adaptation, the performance of the coalition faiora

Valentini et al. [110] presented a weighted voter mod#hechanism is improved in terms of agents’ profit and time
to implement a self-organised collective decision makingonsumption. Ye et al’s approach, however, is based on
process to solve the best-of-n decision problem in mukirag negotiation, so it suffers from a large communication ogerch
systems. They also provided an ODE (ordinary differential 2) Evolution of cooperationThe evolution of cooperation
equations) model and a master equation model to investigateong selfish individuals is a fundamental issue in a number
the system behaviour in the thermodynamic limit and tof disciplines, such as artificial intelligence [131], [132
investigate finite-size effects due to random fluctuationghysics [133], biology [134], sociology [135] and econosic
The weighted voter model is based on the extension [#36]. The aim of evolution of cooperation is to increase the
classic voter model by (1) considering the change of agengoportion of cooperators in a group of agents, each of which
neighbourhood, (2) allowing agents to participate in this either a cooperator or a defector. Existing strategiethef
decision process at different rounds for a time proportionavolution of cooperation have both strengths and limitetio
to the qualities of their opinions and (3) allowing agentBor example, some strategies can only increase the proporti
to temporarily leave the decision pool in order to survegf cooperators, only if the initial proportion of coopenato
the quality of their current opinion. Valentini et al. useds larger than a specific number, e.g.5; some strategies can
opinion-based approaches. Opinion-based approaches nadg increase the proportion of cooperators, only if it weik
more communication overhead than the swarm intelligenasspecific network structure, e.g., a small-world netwo7[1
technigue. However, a consensus is easier and fasterY&and Zhang [138] developed a self-adaptation based gyrate
achieve using opinion-based approaches than using swdeamnevolution of cooperation by embodying existing strageg
intelligence technique. The advantages of their approagh each agent’s knowledge and letting each agent dynaynicall
includes (1) with the increase of system size, the decisisrlect a strategy to update its action, i.e., cooperate fectje
accuracy also increases, (2) with the increase of systaecording to different environmental situations. As a leMe
size, the consensus time logarithmically increases and €)d Zhang's strategy can utilise the strengths of existirages
the approach is robust to noisy assessments of site gsalitigies and avoid the limitations of them. Ye and Zhang'’s sgate
However, as the approach is opinion-based, the generatfmwever, is based on a reinforcement learning algorithmsTh
and transmission of opinions in the system are computatida performance is highly dependent on the performance of
and communication intensive. the learning algorithm. Such dependency relationshiptdimi

the applicability of their strategy, as a learning algaritlis

Summary: The introduction of self-organisation intsuitable only in a limited number of situations.
collective decision making makes the decision making 3) Self-checking logical agent€ertification and assurance
process decentralised and enables agents to dynamicaflyagent systems constitute crucial issues, as agentssesyire
make decisions based on environmental changes. Howeveragmrticularly complex case of dynamic, adaptive and reacti
described above, collective decision making in self-oigth software systems [139]. Certification is aimed at producing
systems is still challenging because it relies only on localidence indicating that deploying a given system in a given
perception and local communication. Table VI summarise®ntext involves the lowest possible level of risk of adeers



consequences. Assurance is related to dependability,té.e.the resource utilisation for a short period of time, evahgt
ensuring that system users can rely on the system. Costartfire state of order execution and finding the best further
and Gasperis [140], [141], [139] have done a lot of work orouting for the orders. The self-organising multi-agergteyn
self-checking agent systems. They presented a compregkensicludes three types of agents: a product agent, an ordet age
framework for runtime self-monitoring and self-checkingr a and a resource agent. The three types of agents indirectly
surance of logical agents by means of temporal-logic-baseabrdinate to find variants of the step-by-step order exacut
special constraints to be dynamically checked at a certaiging concrete resources and to generate an optimal product
(customisable) frequency. The constraints are based orexacution plan.
simple interval temporal logic, A-ILTL (agent-orientedénval Dury et al. [148] described an application of a self-
linear temporal logic). Based on Costantini and Gasperigisganising multi-agent system in land utilisation. Thetsys
framework, agent systems are able to dynamically selficheis used to optimally assign farming territories to variousps
the violations of desired system properties. Moreoverhm tso as to obtain the maximum total profit by selling the crops
case of violation, agents can quickly restore to a desira styielded in the future. In this assignment problem, the resau
by means of run-time self-repair. However, their frameworto be assigned is the set of farming lots with charactesistic
mainly focuses on self-checking and self-repair while evesuch as area, soil type, distance to the nearest villages and
looks other self-* functionality of agent systems, e.glf-se transportation infrastructure. The self-organising iradtent
healing, self-optimisation, etc.. system involves a set of agents which compete for capturing
the lots. Agents are self-organised into groups. The agants
the same group want to get hold of the lots for the same crop.
Each agent of each group competes for capturing a lot with
the desired properties. If an agent wins it makes a contabut

In addition to theoretical studies, self-organising maflient to the utility function of its group.
systems can be used in many application domains [36], [89]. | Shorabi et al. [149] presented three protocols/algorithms
this section, some examples of application of self-orgagis for self-organisation of wireless sensor networks, wherehe
multi-agent systems are provided. sensor is represented as an agent. The first protocol is the

In [142], [143], George et al. developed a self-organisingelf-organising medium access control protocol which is fo
multi-agent system for flood forecasting. The system ct®si;ietwork start-up and link-layer organisation of wirelesasor
of several stations installed over the river basin whicleéast networks. The first protocol is used to form a flat topology for
local variation in the water level. Each station has a twayireless sensor networks. The first protocol is a distrithatee
level multi-agent architecture. The lower level includeasors which enables sensor nodes to discover their neighbours and
which detect variations of water level every hour and previcestablish transmission/reception schedules for comratinig
the data to upper level agents. Each upper level agent thgith them without the need for local or global master nodes.
makes its forecast based on the data, provided by sensgise second algorithm is the eavesdrop-and-register #hgori
and the assessment of the quality of its preceding forecasigich is used for seamless interconnection and mobility
The self-organisation process is carried out at the level gfanagement of mobile nodes in wireless sensor networks. The
sensors, where each sensor dynamically modifies the weigiifisd protocol consists of three algorithms: 1) the seqgaént
of measurements taken at different times. Experiments demessignment routing algorithm which is for multi-hop roggjn
strated that the proposed self-organising multi-agertesyss  2) the single winner election algorithm and 3) the multi-nén
applicable to the actual evolution of the water level evethat election algorithm which handle the necessary signaling) an
early stage of the system operation when only a small numigfta transfer tasks in local cooperative information pseire.
of learning samples have been used. In multi-robot systems, self-organisation can be usedter t

Camurri et al. [144], [145] proposed a self-organising fRultdivision of labour control [150], [151], [152]. For exampl&u
agent system for controlling road traffic in a large city.flica et al. [151] presented a self-adaptation mechanism dyraiyic
participants, i.e., cars, are represented by car softwgeats. adjust the ratio of foragers to resters in a swarm of foraging
Traffic lights are represented by light agents. The aim @fbots in order to maximise the net energy income to the
the system is to coordinate individual cars and to contrglvarm. The self-adaptation mechanism is based only on local
traffic lights so as to minimise traffic jams. In the systen, caensing and communications. By using this mechanism, sobot
software agents are coordinated using the informationiméda can use internal information (e.g., successful food nedf)e
from light agents. The basic idea of the self-organisatigthvironmental information (e.g., collisions with team et
paradigm is that car software agents dynamically sele¢esouwnhile searching for food) and social information (e.g.,ntea

for cars to avoid current traffic jams based on the infornmatianate success in food retrieval) to dynamically vary the time
obtained from light agents. Meanwhile, light agents immein spent on foraging and resting.

a context-sensitive traffic lights control strategy to mirge
traffic jams throughout the city.

In [146], [147], a self-organising multi-agent system
was proposed to control manufacturing resources. The self-The technology of self-organising multi-agent systems-int
organisation mechanism is based on a swarm intelligengetes the properties of self-organisation, e.g., deaksdtion
model which controls the production processes by predjctiand dynamic and evolutionary operation, and the advantages

V. APPLICATIONS OF SELFORGANISING MULTI-AGENT
SYSTEMS

VI. FUTURE RESEARCH DIRECTIONS



of multi-agent systems, e.g., autonomy and sociabilityf- Sebecause task allocation is often used as a platform for oéher
organising multi-agent systems, therefore, have goodascadearch issues, e.g., coalition formation [42] and relatidap-
bility, are robust to failures of components and can adafattion [76]. Also, task allocation is often studied incorgking
to the dynamics of external environments and the changingth specific physical systems, e.g., sensor networks [a&d]
of internal structures. The majority of current research @fulti-robot systems [151]. Thus, in this situation, theufet
self-organising multi-agent systems is theoretical. Thalys research of self-organising task allocation should comagn
on application of self-organising multi-agent systemsti# s on specific physical systems by taking specific constraints
in an early stage. Thus, as a whole, the future study ahd requirements into account. Such physical systemsdaclu
self-organising multi-agent systems should focus more sensor networks, multi-robot systems, grid computing, uman
real world systems by considering specific constraints afatturing control and so on, where self-organisation isljig
requirements. Moreover, since currently there is a lack ofdesirable to increase the autonomy, scalability and rolegst
mature methodology or tool for developing self-organisingf these physical systems. Likewise, self-organising ues®o
multi-agent systems, the future research could also foous alocation could also concentrate on specific physicalksgst
devising an efficient methodology or tool for developingfsele.g., sensor networks [158] and smart grid [159]. These
organising multi-agent systefs physical systems may be open and dynamic and are difficult

To design and develop self-organising multi-agent systent@ manage or organise using existing non-self-organisatio
various self-organisation mechanisms have to be develogedhniques. However, it should be noted that in different
to address the basic research issues described in Secfibysical systems, resources may have different propeRi@s
IV. These research issues are important not only in multixample, resources may be continuous or discrete. In a smart
agent systems but also in specific physical systems, egyid, resource (i.e., energy) is continuous while in a fruit
task allocation in multi-robot systems, resource allasaiin market, resource (i.e., fruit) is discrete. Resources neayeb
sensor networks, etc.. Although a number of self-orgaisisat usable or not. In a computer system, resource (e.g., CPU or
mechanisms in multi-agent systems have been developed inttemory) is re-usable while in a smart grid, resource (i.e.,
last decades, there is still room for them to be improved energy) is not re-usable. All such properties must be taken
extended. In this section, the future research directidself- into consideration when designing self-organising reseur
organisation mechanisms against each important resesmaed i allocation mechanisms in specific physical systems.
in multi-agent systems and some specific physical systeths wi
be discussed. B. Relation adaptation

Relation adaptation is actually researched as a subfield of

A. Task/Resource allocation self-organisation. In [74], [160], [77], the authors usdub t
Igerms ‘relation adaptation’ and ‘self-organisation’ irtfeange-
ably. Relation adaption did not attract much attention irtimu

organising task/resource allocation approaches in ragknt agent systems compared to those popular research issies, e.

systems mainly focus on how to efficiently allocate tasks art.%sk/resource allocation, coalition formation, reinkment

resources. Most of these approaches, however, overlookmO\Ag:;Fi;gh I\;g r(:;g;rr%i'ovcitflv?zgrr; ?garzt:(tj'icf); rZISz:ti:Ir)llsb;ns dt
re-allocate tasks and resources if such re-allocation cag b P '

more benefits to the focal agents. Thus, the future reseapc%w to modify relations. The first problem is about selecting

on self-organising task/resource allocation can be exind partners in a network and can usually be addressed usirtg trus

self-organising task/resource allocation and re-aliooaSuch mzdgféeixf:nf Sr?tzr(i)r?t(:;;s:tigor: Eg:g‘rer bsuetleijc;lonnc;t hc?)wxz}/;er
re-allocation could be based on the performance of existi g Y

agents and the capability of new agents. In addition, most; eg%’,nsg:zm g;(tjhi?] tee T;L:rtoicr)]rr:fir;tt.c)[rzorTiXeanmgfs'e:jaogrﬂ?stin
existing self-organising approaches do not consider tter-in genty 9 Y- ' 9

dependencies among tasks and resources [155], [156]. Th?fsmoaChesi will add j as one of its neighbours. However,

the future research can take such interdependencies into e%\?irf)onr:]:ntdzl/g?mlsshrgrt(l)f t?ﬁuznvi'rzotr;]ri!eZﬁ?ﬁgf%gé‘:
count. Also, most of existing self-organising approachesewn . y iy ’ N '
e{bvwonmental dynamism into account, it will not agdas

developed in selfish environments, where every agent aims ne of its neighbours. The second problem is about selectin
maximise its own benefit. However, many real world system% gnhbours. P . 9
proper relation, in the case that the number of relations is

e.g., sensor networks, are cooperative environments,ewhgr

agents aim to maximise the overall benefit of a system. Thlglgﬁodr?;;lr?]?noneéitig? i%a(ljri]vittjjsuuaal‘lgr bcillaedcc:i(/eeszeed éjr?:jr:r? rtiz;sonlng
it is also important to develop self-organising task/reseu g ( P g

allocation approaches in cooperative environments. settmgs). Hoyvever, agents wh|ch use reasonlng_and !egarnm
. o . techniques will become very subjective, as there is noacter
Self-organising task allocation in general multi-agens-sy

tems, however, has not attracted much attention. This tion between agents during reasoning and learning progesse

'Ilﬁus, the negotiation technique may be a good choice in this
_ _ situation, because both parties can present their reqgeir=m

SAlthough there have been some methodologies for developitiy se d off h f It which b fit both .
organising multi-agent systems [153], [143], [154], [36]eyhare far from and offers. Therefore, a result which can benefit both partie

mature. can be achieved.

Task allocation and resource allocation are traditiona al
important research issues in multi-agent systems. Egistff-



In addition, relation adaptation can be used in real-worlaf learning parameters during the learning process inreiffe
systems, e.g., social networks [161] and multi-robot syste situations.
[162], to adapt relations among entities to achieve more Reinforcement learning has been employed in many physi-
efficient organisational structures. Therefore, it is aldature cal systems. For example, reinforcement learning can be use
research direction to study relation adaptation in reallavo for sleep/wake-up scheduling in wireless sensor netwasks t
systems. save sensors’ energy [165], [166]. Reinforcement learnamy
also be used to learn the pricing strategies for the brokemtag
in smart grid markets [167]. Therefore, future research can
also focus on applying self-organising reinforcementresy
Organisational design was initially studied in social ariga in physical systems to improve the learning performance in
sations for specific purposes. Then, the research was cevephese systems, e.g., increasing convergence speed oingduc
in multi-agent systems for general purposes. Originatg t communication and computation overhead.
research of organisational design focuses on how to assign
roles to different participants in an organisation. Wherf-sel
organisation is introduced in organisational design, aegan- E. Enhancing software quality
isational self-design, the research includes other asped.,
agent cloning/spawning, agent extinction and agent ntgbili
However, there lacks an organisational self-design fraonkew
which combines all these aspects together: self-assigolag,
self-cloning, self-spawning, self-extinction, etc.. Téfere,

future research of organisational self-design can be atiadu self-* properties, e.g., self-configuration, self-cheaki self-

through this way. L . .. _healing, self-protection, self-optimisation etc.. Mogiséing
Also, as the research of organisational design was origihal Co - ;
. - ) studies include part of these self-* properties. Thus, riitu
from social organisations, in the future, the research gawr . .
isational self-desian can be conducted in social oraziisst research may design a self-organising agent-based seftwar
9 ganiss, system which includes all of these properties. This is adita

e.g., enterprises [163]. Compared to existing organisatio ;
) . , e . . . a very large project and would need a group of researchers to
techniques in social organisatiosn, introducing orgdiasal ;
o collaboratively complete.

self-design technique into social organisations can as®
the autonomy of each entity and avoids the centralisation of
authority to some extent.

C. Organisational design

Traditionally, software quality is guaranteed by system
managers. However, an error happening in software systems
may cost system managers several hours, sometimes even
several days, to find and fix it. Therefore, self-organisatio
is introduced into software systems, which includes many

F. Collective decision making

i ) Like organisational design, collective design making also

D. Reinforcement learning originates from social science, where members of a group hav

Like task/resource allocation, reinforcement learning Ie collectively make decisions to achieve a consensus. Most
also an important and a popular research topic in multixisting studies of self-organising collective decisioaking
agent systems. However, introducing self-organisatiaio inwere conducted in multi-robot systems instead of general
reinforcement learning has not attracted much attentidre Tmulti-agent systems. Very recently, Valentini et al. [110]
milestone work in this field is Zhang et al.’s work [90], [91],investigated self-organisation for collective decisiomkimng
which introduced organisational control and self-orgatigs in multi-agent systems. Their work considered nearly every
into reinforcement learning. The self-organisation appto aspect of self-organising collective decision making. @it
used in Zhang et al's work carries out in the managemer@search of self-organising collective decision makingy ma
layer, i.e., between supervisors of groups. Future relealie conducted in open environments where new agents can
may focus on designing a self-organisation approach whijgin the group and existing agents can leave the group. In
is able to work not only in the management layer but alsaddition, as the problem of finding a collective agreemeet ov
between agents in each group. In addition, the essencetlif most favorable choice among a set of alternatives is the
reinforcement learning is how to adjust probability disttion ‘best-of-n’ decision problem, in a dynamic environmeng th
among available actions and many adjustment approaches havmay change over time. Hence, it is necessary to develop
been proposed. Thus, another future research may be thatelf-adaptive approach to enable agents to self-adjast th
existing probability distribution adjustment approachemn behaviour in a timely manner to make a best decision in the
be embodied as knowledge of each agent and each agd#ynamic environment.
autonomously selects an adjustment approach in eachngarni Self-organising collective decision making can also be ap-
round. Also, in reinforcement learning, the setting of emlu plied in sensor networks for various purposes, e.g., clgok s
of learning parameters, e.g., learning rates, can affeet tthronisation. Most of existing techniques for clock symetir
performance of a learning algorithm, and no set of valusstion in sensor networks need global information or requir
of parameters is best across all domains [164]. However, afi sensors to participate in the synchronisation proc&68][
most existing learning algorithms, the setting of values ¢169]. By using self-organising collective decision makin
parameters are hand-tuned. Thus, it should be interestingtdchnique for clock synchronisation, only local infornaati
develop a self-organisation approach to self-adjust theega is needed and only part of sensors are required to partiipat



G. Other research issues capabilities [171]. During the reasoning process, an afjesit
In additi he ab hi h observes the environment and its internal state. Then gbeta

n a ition to the & ove research ISsues, there are SOfi&ates a new goal and generates a set of candidate plans.
other important research issues in multi-agent SyStemthhtFinally, the agent selects the most suitable plan to exeeoute
attracted little or no attention on how to introduce Seléchieve the goal [172]. The plan generation is called plegni
o_rganisatioln into the_m. These rese.arch issues in.cluqe- Comulti-agent planning is also known as multi-agent sequenti
tion formauonz eyolutlon Of. coqperauon,.self—checklmx‘g]uc.al decision making, that is a set of agents with complementary
agents,. .negotlatloln, coord|nat|or.1, planning and. reagpnin capabilities coordinate to generate efficient plans so as to

Coalition formation and evolution of cooperation have beefyhieve their respective goals [173], [174], [175]. Thekmp
studied for a very long time. However, very few studieghoyld not be in conflict with each other. Reasoning, plagnin
considered introducing self-organisation into them. Thbe 5nq coordination have a close relationship with one anpgiser
research of introducing self-organisation into coaliifol- janning is a step during a reasoning process and cooraiinati
mation and evolution of cooperation is very potential. A% ysed to guarantee that individual agents’ plans are not in
both coalition formation and evolution of cooperation dehs .gnilict with each other. In the future self-organisatioaym
of a number of steps, future research of introducing seffy jntroduced into planning and coordination. For example,
organisation into them can focus on different steps. Fomexagelf.grganisation mechanisms can be developed for adaptiv
ple, for coalition formation, an existing study [128] usesfs generation and selection of plans. Also, as coordinatiorbea
organisation for agents to self-adapt degrees of involVéMeqried out using learning [173], [176], [175], self-origation
in d|ff_erent coalitions, while future research could usda‘-_se in coordination may be achieved by designing self-orgagisi
organisation for agents to autonomously and dynamicalyarning algorithms such as the ones discussed in Section IV
recruit/expel coalition members. For evolution of coopiera Moreover, there are delay phenomena, e.g., time delay
an existing study [86] uses self-organisation for agents 10y tfeedback delay, in practical self-organising systeans,
autonomously select an action update strategy in each roup logical systems [177], [178], neural network systen o[
while future research could use self-organisation for ager’&mo] These delay phenomena, however, have not been con-
tolm_odlf%_the r_elr?tlr(])n_shlp_s r(]f)'g" sf[rengtr;]en ordweaken Wiered in existing self-organising multi-agent systerals,
relationships) with their neighbours in 9ac rqun : though delay phenomena have been taken into account in

Most of the research on self-checking logical agents hggneral multi-agent systems [181]. In order to make self-
been undertaken by Costantini and Gasperis [140], [14%lganising multi-agent systems applicable in practicateys,
[139]. The research on self-checking logical agents is akifnis giso the future research to take delay phenomena into

to the research on self-checking software agents except thacount when designing self-organising multi-agent sgste
Costantini and Gasperis considered more on logical agents.

Therefore, similar to the issue, enhancing software qgualit

future research on self-checking logical agents couldnekte VIl. CONCLUSION
to other self-* properties of logical agents, e.g., selirgy,
self-optimisation, etc.. In this paper, self-organisation mechanisms in multi-agen

In multi-agent systems, negotiation is a key tool for mitip systems have been surveyed. The classification method used
autonomous agents to reach mutually beneficial agreemeiristhis survey is objective-based classification in order to
The process of negotiation can be of different forms, e.grovide good readability. Readers then can have a deep-under
auctions, protocols and bargains. In each of the formsethetanding of the benefits of using self-organisation to asfire
is a set of rules which govern the interaction process amougrious mult-agent system research issues. In this suwey,
agents. Such rules indicate the allowable participants.,(e.have provided the basic concepts of self-organisationg hav
which agents are allowed to join the negotiation), the riegot highlighted the major research issues in multi-agent syste
tion states (e.g., bids or offers generated, accepted @ctegl, have discussed how these issues can be addressed using
negotiation started and negotiation terminated), thetevat self-organisation approaches, and have presented immporta
cause state transitions (e.g., when a bid or an offer is &&dep research results achieved. We have also identified otheeysur
the negotiation is terminated; or when the deadline is redich papers regarding self-organisation in multi-agent systamd
the negotiation is terminated no matter if an agreement psinted out the differences between their work and ours.
achieved) and the valid actions of the participants in paldr  Finally, the paper is concluded with a discussion of future
states (e.g., which can be sent by whom, to whom and rakearch directions of those surveyed research issuesliia mu
when) [170]. In the future, self-organisation may be introeld agent systems. The research issues discussed in this paper
into negotiation for agent decision making in the inter@tti have been broadly studied not only in multi-agent systems
process. For example, agents may self-adjust the strategigt also in other specific systems, e.g., robot systems and
for bid or offer generation and dynamically decide when teensor networks. Thus, each of the research issues deserves
generate bids or offers in different situations based of sedeparate survey, which is one of our future studies. Mongove
organisation mechanisms. as described in Section I, the survey in this paper delimits

In order to successfully interact in environments, agenits Stage 2: organisation design and Stage 3: agent internal
must be able to reason about their interactions with othactivity design. Thus, in the future, the survey could be
heterogeneous agents which have different properties amdended to other stages of multi-agent system development
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