Where do galaxies end? Comparing measurement techniques of hydrodynamic-simulation galaxies’ integrated properties
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ABSTRACT
Using the suite of high-resolution zoom re-simulations of individual haloes by Martig et al., and the large-scale simulation MassiveBlack-II, we examine the differences in measured galaxy properties from techniques with various aperture definitions of where galaxies end. We perform techniques popular in the literature and present a new technique of our own, where the aperture radius is based on the baryonic mass profiles of simulated (sub)haloes. For the average Milky Way-mass system, we find the two most popular techniques in the literature return differences of the order of 30 per cent for stellar mass, a factor of 3 for gas mass, 40 per cent for star formation rate, and factors of several for gas accretion and ejection rates. Individual cases can show variations greater than this, with the severity dependent on the concentration of a given system. The average difference in integrated properties for a more general galaxy population is not as striking, but is still significant for stellar and gas mass, especially for optical-limit apertures. The large differences that can occur are problematic for comparing results from various publications. We stress the importance of both defining and justifying a technique choice and discourage using popular apertures that use an exact fraction of the virial radius, due to the unignorable variation in galaxy-to-(sub)halo size. Finally, we note that technique choice does not greatly affect simulated galaxies from lying within the scatter of observed scaling relations, but it can alter the derived best-fitting slope for the Kennicutt–Schmidt relation.
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1 INTRODUCTION
From humble beginnings (Carlberg, Couchman & Thomas 1990; Katz, Hernquist & Weinberg 1992; Evrard, Summers & Davis 1994), hydrodynamic supercomputer simulations of the formation and evolution of galaxies and structure in the Universe have grown to be highly sophisticated, both in terms of their modelled physics and technical specifications (e.g. Crain et al. 2009; Di Matteo et al. 2012; Sijacki et al. 2012). While the current state of the art makes such simulations an excellent tool for studying galaxy evolution and cosmology, interpreting the vast volumes of particle data output to conduct science presents many notable challenges.

To investigate the gross evolution of galaxies, it is informative to study their integrated properties. Many surveys have been conducted with this as a central purpose, e.g. SDSS (Abazajian et al. 2003) and 6dF (Jones et al. 2004). While there are established means of using simulations to predict observables (e.g. Jonsson 2006), ultimately, observations attempt to measure quantities which should be ‘directly’ measurable from simulations.

In order to measure the integrated properties of a hydrodynamic-simulation galaxy, one needs a way of defining which particles/cells actually belong to the galaxy. This sounds like a rather trivial task, but it is not. There is no solitary ‘right’ way to define, for instance, the size of the galaxy’ or, rather, the boundary between the galaxy and the rest of the (sub)halo, nor is there to identify satellites or substructure that should not (yet) be considered part of the galaxy of interest. For cosmological simulations that include many objects, one must also first face the task of structure location and halo definition (see Knebe et al. 2013b). Each decision carries an inevitable level of arbitrariness, partly driven by an incomplete definition of what a real galaxy is (see Forbes & Kroupa 2011, who propose a vote on the definition).

An array of techniques for defining galaxies in hydrodynamic simulations has been used in the literature. Some rely primarily on the results of subhalo finders (e.g. Kereš et al. 2005, 2009a, 2012;
Saro et al. 2010; Governato et al. 2012; Neistein et al. 2012; Sales et al. 2012; Haas et al. 2013; Munshi et al. 2013; Moster, Macciò & Somerville 2014), which invoke overdensity, friends-of-friends (FoF), and/or gravitational binding criteria. Usually, this is coupled with restrictions on gas properties. It has also often been assumed that a galaxy will fall within some prescribed spherical aperture: examples include the radius at which the modelled surface brightness reaches some threshold (e.g. Brook et al. 2012; Martig et al. 2012), an aperture of a fixed size in physical or comoving coordinates (e.g. Martig et al. 2009; Kereˇs et al. 2012, respectively), or with a radius set to a fixed fraction of the virial radius (e.g. Hirschmann et al. 2012; Sales et al. 2012; Scannapieco et al. 2012; Bentz-Llambay et al. 2013; Roškar et al. 2013; Marinacci, Pakmor & Springel 2014).

We aim to address the arbitrary choices involved in determining what constitutes a simulated galaxy and to compare results of integrated properties produced from an assortment of techniques, many of which have been used in publications. The goal is to provide a discussion on the motivations behind each technique, while addressing details of their implementation and determining which properties are most sensitive to technique choice, thereby realizing the level of uncertainty associated with these measurements. This tangentially builds on previous suggestions by Guedes et al. (2011) and Munshi et al. (2013) that stellar mass can vary by ~20 per cent from summing the mass of all star particles within a simulated halo versus undertaking mock observations (also see Obreja et al. 2014, who compare direct measurements with spectral energy distribution fits for particles within the same optically motivated radius). Further, we aim to address the influence the techniques have on galaxy scaling relations. We cover two different, but complementary, simulation regimes, considering both a suite of high-resolution zoom re-simulations of individual haloes (Martig et al. 2012, hereafter referred to as the M12 simulations), and subhaloes identified in the aptly massive cosmological simulation MassiveBlack-II (Khandai et al. 2014).

In this paper, Section 2 describes the simulations we have used to perform our analysis. Section 3 outlines, in more detail, how galaxy particles are typically identified in hydrodynamic simulations. Here, we cover specific techniques used in the literature, describing those we have used for our analysis, while outlining a new technique of our own. We also describe how well those techniques succeed at capturing galaxies. We provide comparative results of integrated property measurements from our analysis in Section 4. We offer a brief discussion on what to make of the results in Section 5. Section 6 concludes the paper with a summary.

Following the common convention, throughout this paper, the virial radius of a halo is taken to be the radius at which the average internal density is $200\rho_{\text{crit}}$, where $\rho_{\text{crit}}$ is the critical density of the Universe. This radius is denoted as $r_{\text{200}}$. Except where the expansion factor $a = (1 + z)^{-1}$ is explicitly written, all distances quoted in this paper are in physical coordinates, not comoving. Because $h$ is a dimensionless constant and not a unit (see Croton 2013), we dissociate explicit factors of $h$ from relevant units, in favour of it either being attached to the number in question instead or having its value substituted, whichever is more exact.

2 THE SIMULATIONS

2.1 The M12 simulations

The M12 simulations are a set of 33 high-resolution zoom re-simulations run by Martig et al. (2012), which each focus on a central, Milky Way-size galaxy and its surrounding satellites. Here, merger and diffuse-accretion histories were first extracted for each object of interest from a cosmological, dark-matter-only simulation. These histories were then re-simulated at higher resolution, where diffuse accretion was modelled assuming that gas follows dark matter in an amount given by the cosmic baryon fraction. Merging haloes were tracked in the simulation and replaced with higher resolution haloes housing galaxies (made of a stellar disc and bulge, and a gas disc) upon their entrance of one of the re-simulated volumes.

The parent simulation was run using the code RAMSES (Teyssier 2002) in a periodic box of length $20 h^{-1}$ a Mpc, with $512^3$ particles of mass $6.9 \times 10^6 M_\odot$, assuming $\Lambda$ cold dark matter ($\Lambda$CDM) parameters $\Omega_m = 0.3, \Omega_\Lambda = 0.7, h = 0.7,$ and $\sigma_8 = 0.9$.

The re-simulations were performed using a Particle-Mesh code, where gas dynamics was modelled with a sticky-particle scheme. Star formation followed a Schmidt (1959) law, and supernova feedback and stellar mass loss were included (but not active galactic nucleus feedback). Particle masses are $3 \times 10^8 M_\odot$ for dark matter and $1.5 \times 10^4 M_\odot$ for gas and stars. Details on the zoom technique are outlined in Martig et al. (2009). Each re-simulated box had a length of 800 kpc and spatial resolution of 150 pc. The re-simulations started at $z = 5$ and ran to $z = 0$. For $z \lesssim 2$, the systems are sufficiently evolved such that measurements of the galaxies’ properties are trustworthy.

We used a sample of 16 re-simulated galaxies, providing a fair representation of the diverse histories these simulations showcase spiral galaxies to have. At $z = 0$, the sample covers halo masses from $2.7 \times 10^9$ to $10^{11} M_\odot$ and bulge-to-total ratios between 0.02 and 0.53. We analysed snapshots at 375-Myr intervals.

Gas particle densities were recovered using a refinable mesh, where particles within each cell were assigned the average density from relevant units, in favour of it either being attached to the number in question instead or having its value substituted, whichever is more exact.

\[ \frac{T}{10^8 K} = \begin{cases} \left( \frac{n_H}{3 \text{ cm}^{-3}} \right)^{1/2}, & n_H > 0.3 \text{ cm}^{-3} \\ 1, & n_H \in [10^{-3}, 0.3] \text{ cm}^{-3} \\ 400 \left( \frac{n_H}{3 \text{ cm}^{-3}} \right)^{2/3}, & n_H < 10^{-3} \text{ cm}^{-3} \end{cases} \] (1)

where $n_H$ is the number density of hydrogen atoms, which we approximated gas to be entirely composed of. Given the piecewise nature of equation (1), throughout this paper, all gas particles with $T \leq 10^8 K$ are considered ‘cold’ for these simulations, with the remainder considered ‘hot’.

\[ 2.2 \text{ MassiveBlack-II} \]

MassiveBlack-II (Khandai et al. 2014) is a cosmological, hydrodynamic simulation run with $2 \times 1792^3 \approx 11.5$ billion particles in a $100 h^{-1}$ a Mpc periodic box, using the TreePM-SPH code P-GADGET (for a description of the earlier GADGET-2, see Springel 2005). The cosmology of the simulation followed ΛCDM with $\Omega_m = 0.275$, $\Omega_\Lambda = 0.725, h = 0.702,$ and $\sigma_8 = 0.8$. Gas and dark matter particles have initial1 masses equal to $3.16 \times 10^8$ and $1.57 \times 10^9 M_\odot$, respectively, while gravitational softening occurred at $1.85 h^{-1}$ a pc. MassiveBlack-II ran to $z = 0$ and was a follow-up simulation to

---

1 True for star particles formed during the simulations. Star particles existent from the initial conditions have mass $7.5 \times 10^8 M_\odot$. 
2 Stars particles are created with mass $1.58 \times 10^9 M_\odot$, meaning a gas particle’s mass is halved upon creating a star particle.
MassiveBlack (Di Matteo et al. 2012) which ran to \( z = 4.75 \) using eight times as many particles, at lower mass resolution, in a volume 151 times larger. Star formation and stellar feedback followed Springel & Hernquist (2003). A full consideration of black holes and active galactic nucleus feedback was also included (following Di Matteo, Springel & Hernquist 2005; Springel, Di Matteo & Hernquist 2005; Di Matteo et al. 2008).

For this work, we analysed one snapshot of MassiveBlack-II at \( z = 0.0625 \), measuring results from subhaloes whose gas (hot + cold) and stellar masses are each between \( 10^8 \) and \( 10^{12} \) \( M_\odot \). This ensured that each subhalo assessed was well resolved (by at least 63 gas and star particles each). This gave a sample of 224 585 galaxies.

To maintain consistent definitions of ‘cold’ and ‘hot’ throughout this work, densities of gas particles in MassiveBlack-II were calculated via the same means as in the M12 simulations, where temperatures were subsequently calculated with equation (1).³

### 3 TECHNIQUES FOR MEASURING GALAXY PROPERTIES

As galaxies occupy (sub)haloes, particles belonging to a galaxy should be a subset of the baryons belonging to a (sub)halo. Baryons in (sub)haloes can be broken into three populations: those in the galaxy of interest, those in other galaxies within the same (sub)halo (i.e. satellites), and those diffusely occupying the rest of the (sub)halo. As has been done in the literature, this breakdown can be achieved with an automated, generally applicable method involving three steps:

(i) Use of a subhalo finder. Subhalo finders not only locate and provide the (sub)haloes that galaxies of interest occupy, but are also proficient at identifying satellite systems to be stripped.

(ii) Temperature and density restrictions on gas, as gas within a galaxy should be relatively dense and cool.

(iii) A cut with a spherical aperture. This sets a boundary between the galaxy and the rest of the (sub)halo, classifying which of the remaining star and cold gas particles are part of the galaxy. Spherical apertures are both simple in their implementation and a fair shape to broadly apply to all galaxies.

There are many widely used, well-established subhalo-finding codes available (for a comparative study on popular codes’ abilities to locate galaxies, see Knebe et al. 2013a), while the cold/hot temperature boundary for gas is often motivated by how temperature was treated within the simulation of interest. The choice of spherical aperture is hence the most contentious step. This ultimately determines where the galaxies end: a choice that has shown great variation throughout the literature. Indeed, the primary goal of this paper is to quantify the differences in integrated properties returned from these aperture choices. We stress the value the above methodology has in being, in theory, blindly applicable; this is mandatory for analysing large simulation data sets efficiently.

#### 3.1 Aperture choices in the literature

We present a summary of the techniques for defining particles/cells associated with simulated galaxies in the literature in Table 1. Many of these cases include only one or two of the ideal steps listed above. For instance, while most of the examples we list include the application of an aperture, it has also been popular to not apply one at all. We note techniques beyond what we have listed exist in the literature as well (e.g. Doménech-Moral et al. 2012; Few et al. 2012, who decompose the galaxy into disc and bulge particles). The aperture choices listed in Table 1 can be broken into categories of an optical limit (\( R_{25} \)), fixed aperture (comoving or physically fixed), and fraction of the virial radius. We discuss the potential motivations and short falls of each in turn below.

Optical limits describe where a galaxy would appear to end against a sky background, and hence are appropriate for more direct comparisons to observations. However, they do not aim to probe where a galaxy actually ends. While integrated properties derived from this technique certainly have value, they will not necessarily be the ‘true’ integrated properties of a given galaxy, which are of interest here.

For a small sample of galaxies of similar shapes and masses at some epoch, it might be reasonable that each galaxy ends at an approximately equivalent radius. However, using an aperture of fixed comoving size to define the end of galaxies does not work on a general basis, simply as galaxies come in a range of sizes. This is at least preferable to an aperture of fixed physical size though, as it considers the average growth of galaxies with time.

Using a fraction of the virial radius is the most common aperture method in the literature. For this to be appropriately motivated, there would need to be a strong correlation between the size of galaxies and their parent (sub)haloes.⁴ A study by Kravtsov (2013), who compared the cumulative number density of observed galaxies in the local Universe as a function of their size to the same distribution of simulated dark matter haloes, found a trend between a galaxy’s stellar half-mass radius, \( r_{1/2} \), and its virial radius. Specifically, the author showed

\[
4.5 < \frac{r_{1/2}}{r_{200}} \times 10^5 < 45.
\]

This relationship is consistent with the model of Mo, Mao & White (1998), who suggested the radii of discs should be proportional to \( \lambda r_{200} \), where \( \lambda \) is the dimensionless spin parameter of the galaxy’s parent halo. The scatter one expects from the probability distribution of \( \lambda \) strongly correlates to the allowable range in equation (2) (Kravtsov 2013).

This result has been interpreted by others (e.g. Stringer et al. 2014) to mean there is a tight correlation between the size of a galaxy and its parent (sub)halo. We find several points to be troubling about this conclusion.

(i) The relation only considers the stellar component of any galaxy. Galaxies also consist of gas. The distribution of gas should be included in the interpretation of where a galaxy ends.

(ii) There is a spread of an order of magnitude for the correlation. To use it to infer the size of a galaxy hence carries a large uncertainty.

(iii) A correlation for a half-mass radius only infers a correlation to a full-mass radius if the baryonic density profiles of all galaxies are equivalent, which they are not (see below).

The majority of examples in Table 1 study a limited number of integrated properties, some of which are not measured with equivalent techniques. We emphasize that, especially if one wishes to measure multiple properties that are derivatives of time (e.g. star formation rate, gas ejection rate, gas accretion rate, star death rate), a solitary

³ A proper treatment of hydrogen number density could affect the number of hot and cold particles for MassiveBlack-II here, where the difference would be negligible for the M12 simulations.

⁴ None of the literature examples we present describe any motivation behind using a precise fraction of \( r_{200} \), so we are left to speculate.
tions concerning dark matter and hot gas, this additional aperture cut is

\[ r_{200} \]

is additionally made to the SUBFIND par-

3.2 Employed subhalo finders

We employed \( \text{AHF}^5 \) (Gill, Knebe & Gibson 2004; Knollmann & Knebe 2009) to identify substructure in the M12 simulations. \( \text{AHF} \) operates by first finding density peaks in a simulation using a reifiable-mesh scheme, then places spherical apertures around those regions based on an input overdensity criterion (typically 200\( \rho_{\text{crit}} \)). Finally, the program performs an unbinding procedure on the particles, where only particles with kinetic energy (kinetic + thermal for gas) less than their potential energy relative to the overdensity are considered bound to the structure. We ensured the refinement process of \( \text{AHF} \) could only go down to a cell length equal to the gravitational softening of the M12 simulations (150 pc). \( \text{AHF} \) offers the choice of a critical velocity to determine particles as unbound; we chose this to be exactly equal to the escape velocity calculated within the program. In accordance with the previously published techniques, all subhaloes have been stripped from the \( \text{AHF} \) data presented.

Subhaloes in MassiveBlack-II were found with \( \text{SUBFIND} \) (Springel et al. 2001). \( \text{SUBFIND} \) identifies subhaloes within FoF groups by en-

\[ r_{\text{crit}} \]

would have some effect.

\( r_{200} \)

is the radius at which the modelled surface brightness reaches

\[ r_{200} \]


Table 1. Summary of techniques used for measuring integrated properties of galaxies published in the literature. ‘Type’ represents whether the study was of a periodic-box (P) or zoom (Z) simulation. The third column provides the best resolution of baryonic mass used in each reference. The quoted resolution applies to the results presented in the papers, where some conduct resolution studies that involve higher resolutions. An aperture radius of \( r_{200} \) is the radius at which the modelled surface brightness reaches 25 mag arcsec\(^{-2}\) in the listed band. \( r_{p} \) denotes the Petrosian radius (Blanton et al. 2001). The sixth and seventh columns provide the maximum allowable temperature and minimum allowable density, respectively, for gas particles. \( \rho_{\text{bary}} \) is the mean baryonic density of the Universe.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Type</th>
<th>Best mass res. ( \times 10^{11} ) M(_{\odot})</th>
<th>SUBhalo finder or observing code</th>
<th>Aperture radius</th>
<th>( T_{\text{max}} )</th>
<th>( n_{\text{H} or \rho \text{ min.}} )</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1]</td>
<td>P</td>
<td>1, 850.0 ( h^{-1} )</td>
<td>( \text{FoF} )</td>
<td>–</td>
<td>–</td>
<td>0.1 cm(^{-3})</td>
<td>SM, GM</td>
</tr>
<tr>
<td>[2]</td>
<td>Z</td>
<td>170.0 ( 000.0 ) ( h^{-1} )</td>
<td>( \text{SUBFIND} ) [22]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>SM, SFR</td>
</tr>
<tr>
<td>[3]</td>
<td>Z</td>
<td>1, 400.0 ( h^{-1} )</td>
<td>( \text{SUBFIND} ) [22]</td>
<td>0.15( r_{200} )</td>
<td>–</td>
<td>–</td>
<td>SM, GM</td>
</tr>
<tr>
<td>[4]</td>
<td>Z</td>
<td>( \sim 100.0 )</td>
<td>( \text{SUBFIND} ) [22]</td>
<td>–</td>
<td>2 \times 10(^4) K</td>
<td>–</td>
<td>SM, GM</td>
</tr>
<tr>
<td>[5]</td>
<td>Z</td>
<td>86, 600.0 ( h^{-1} )</td>
<td>( \text{SUBFIND} ) [22]</td>
<td>–</td>
<td>10(^4) K ( \rho_{\text{bary}} )</td>
<td>–</td>
<td>SM, SFR</td>
</tr>
<tr>
<td>[6]</td>
<td>Z</td>
<td>740.0 ( h^{-1} )</td>
<td>( \text{SUBFIND} ) [22]</td>
<td>30 ( h^{-1} ) ( \text{a kpc} )</td>
<td>3 \times 10(^4) K ( 2 \times 10)(^3) ( \rho_{\text{bary}} )</td>
<td>–</td>
<td>SM, SFR</td>
</tr>
<tr>
<td>[7, 8]</td>
<td>Z</td>
<td>0.4 ( h^{-1} )</td>
<td>( \text{AHF} ) [23, 24]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>SM, GM</td>
</tr>
<tr>
<td>[9, 10]</td>
<td>P</td>
<td>1, 700.0</td>
<td>( \text{SKID} ) [25, 26]</td>
<td>–</td>
<td>3 \times 10(^4) K ( 10)(^3) ( \rho_{\text{bary}} )</td>
<td>–</td>
<td>SM, SFR, GAR</td>
</tr>
<tr>
<td>[11]</td>
<td>Z</td>
<td>20.0 ( h^{-1} )</td>
<td>( \text{SUNRISE} ) [27]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>SM</td>
</tr>
<tr>
<td>[12]</td>
<td>Z</td>
<td>15.0 ( h^{-1} )</td>
<td>( \text{PEGASE} ) [28]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>SM, GM, SFR, GAR*</td>
</tr>
<tr>
<td>[13]</td>
<td>Z</td>
<td>4.8 ( h^{-1} )</td>
<td>( \text{SUNRISE} ) [27]</td>
<td>–</td>
<td>1.5 \times 10(^4) K</td>
<td>–</td>
<td>SM, SFR, GAR</td>
</tr>
<tr>
<td>[14]</td>
<td>Z</td>
<td>75.0 ( h^{-1} )</td>
<td>( \text{GRASS} ) [29]</td>
<td>2( r_{p} )</td>
<td>–</td>
<td>–</td>
<td>SM, SFR</td>
</tr>
<tr>
<td>[15]</td>
<td>Z</td>
<td>89.0 ( h^{-1} )</td>
<td>–</td>
<td>0.1( r_{200} )</td>
<td>–</td>
<td>–</td>
<td>SM, SFR*</td>
</tr>
<tr>
<td>[16]</td>
<td>Z</td>
<td>230.0 ( h^{-1} )</td>
<td>–</td>
<td>0.1( r_{200} )</td>
<td>–</td>
<td>–</td>
<td>SM, SFR</td>
</tr>
<tr>
<td>[17]</td>
<td>Z</td>
<td>10.0 ( h^{-1} )</td>
<td>–</td>
<td>0.1( r_{200} )</td>
<td>1.5 \times 10(^4) K</td>
<td>–</td>
<td>SM, SFR, GAR</td>
</tr>
<tr>
<td>[18]</td>
<td>Z</td>
<td>200.0 ( h^{-1} )</td>
<td>–</td>
<td>0.1( r_{200} )</td>
<td>10(^3) K</td>
<td>–</td>
<td>SM, SFR</td>
</tr>
<tr>
<td>[19]</td>
<td>Z</td>
<td>4, 200.0 ( h^{-1} )</td>
<td>–</td>
<td>0.1( r_{200} )</td>
<td>( \log T &lt; 0.3 \log \rho + 3.2 )</td>
<td>–</td>
<td>SM, SFR, GAR</td>
</tr>
<tr>
<td>[20]</td>
<td>Z</td>
<td>60.5 ( h^{-1} )</td>
<td>–</td>
<td>0.15( r_{200} )</td>
<td>–</td>
<td>–</td>
<td>SM, SFR</td>
</tr>
<tr>
<td>[21]</td>
<td>Z</td>
<td>21.0 ( h^{-1} )</td>
<td>–</td>
<td>25 ( \text{kpc} )</td>
<td>–</td>
<td>–</td>
<td>SM, SFR</td>
</tr>
</tbody>
</table>

5 \text{AMIGA Halo Finder. Downloadable at http://popia.ft.uam.es/AMIGA/}. technique that is self-consistent in a mass-conserving sense should be used to measure all properties.
We define the diffuse halo component to occur the region of the actual profiles where the gradient is roughly constant (for a profile void of substructure or abnormalities, this would equate to the asymptotic region of the analytic approximation). By extension, all (cold) baryons internal to this radius constitute the galaxy.

With the above motivation, we have devised an algorithm to determine the radius where the gradient of the baryonic mass profiles of (sub)haloes is sufficiently close to constant, \( r_{\text{BaryMP}} \). This is done via iterative straight-line fits to the outer parts of the profiles (equation 3 is not explicitly used). We provide a thorough description and code for the BaryMP algorithm in Appendix A. We have subsequently employed this aperture technique for measuring the integrated properties of simulated galaxies.

Fig. 2 shows where the BaryMP aperture cuts are taken for example profiles from MassiveBlack-II and two epochs of the M12 simulations. We note that, for these examples, the aperture radii returned are various fractions of their respective virial radii. At \( z \sim 0 \), we typically find \( 0.2 < r_{\text{BaryMP}}/r_{200} < 0.4 \), with only one occasion from M12 in agreement with an aperture of 0.15\( r_{200} \). At higher redshift for M12, aperture radii consistently exceed 0.3\( r_{200} \).

### 3.4 Employed aperture techniques

In this paper, we closely mimic many of the techniques presented in Table 1 (namely from Brook et al. 2012; Governato et al. 2012; Kereš et al. 2012; Sales et al. 2012; Benítez-Llambay et al. 2013; Munshi et al. 2013; Roškar et al. 2013; Marinacci et al. 2014). The primary aim of this is to indicate how the relevant publications’ results should be compared with each other and our BaryMP technique. We summarize the aperture techniques we apply in Table 2. We note that to keep the number of test techniques limited and to assess the most ideal cases, wherever subhalo finders are used, hot gas is also stripped.

We refer to techniques that only included an aperture cut from the full simulation data as ‘direct aperture techniques’. These involve no attempt to remove satellites that fall in the aperture, nor is there a requirement to separate gas by temperature or density.

### Table 2. Aperture techniques applied for our analysis, noting for each simulation set (M12 and MassiveBlack-II) which have been used as direct aperture techniques (denoted by D) and which have been used in combination with a subhalo finder and gas temperature restriction (denoted by S). \( R_{25} \) is the radius at which the surface brightness profile reaches 25 mag arcsec\(^{-2} \) in the i-band.

<table>
<thead>
<tr>
<th>Aperture radius</th>
<th>M12</th>
<th>MB-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0.1r_{200} )</td>
<td>D</td>
<td>S</td>
</tr>
<tr>
<td>( 0.15r_{200} )</td>
<td>D, S</td>
<td>S</td>
</tr>
<tr>
<td>( R_{25} )</td>
<td>D</td>
<td>S</td>
</tr>
<tr>
<td>( 30h^{-1}\text{a kpc} )</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>BaryMP</td>
<td>S</td>
<td>S</td>
</tr>
</tbody>
</table>
Direct aperture techniques were employed in some of the literature examples presented in Table 1 (Benítez-Llambay et al. 2013; Roškar et al. 2013; Marinacci et al. 2014). To study galaxies in a cosmological simulation like MassiveBlack-II, a subhalo finder is needed to locate galaxies initially, regardless of whether there is intent to apply direct aperture techniques. In addition to the fact that no direct aperture techniques were performed on periodic-box simulations listed in Table 1, we have only applied them to the M12 simulations. Table 2 lists the instances where direct apertures have been applied.

For the direct aperture techniques we employed that use a fraction of the virial radius, \( R_{200} \) values were calculated considering all particles, again irrespective of whether they were part of any substructure. \( R_{200} \) values were recalculated without the substructure when subhalo finders were used. Typically, the difference in these values is negligible.

For an optical radius, we find \( R_{25} \) values in the i-band (hereafter \( R_{25,i} \)). To calculate these radii, we used the simple stellar population evolution model of Maraston (2005) with a Kroupa (2001) initial mass function to produce spectral energy distributions for each star particle. We subsequently applied the i-band filter and integrated the spectra to produce i-band luminosities for each particle. Solar metallicity was assumed for the M12 star particles, while metallicity was tracked in MassiveBlack-II. Surface brightness profiles used to evaluate \( R_{25} \) were built using the AB magnitude system irrespective of redshift, i.e. assuming galaxies were being viewed face-on (defined below) at a near enough distance where angular-diameter and luminosity distances are negligibly different. No additional dust modelling was included.

Figs 3 and 4 present example images of an M12 simulation at two epochs with apertures from Table 2 overdrawn. Fig. 5 similarly presents an example from MassiveBlack-II. All three of these show ‘face-on’ images, i.e., where the net angular momentum vector of the substructure-stripped star particles within \( R_{200} \) of the (sub)halo points out of the page towards the reader. Fig. 3 also highlights the potentially significant effect of removing substructure identified by AHF.

Fig. 3 presents an example where, by eye, there is a distinguishable end to the stellar component of the galaxy, while there appears to be no end to the cold gas, which fills the entire halo. With temperature restrictions rendered unhelpful to resolve this (and, by extension, density restrictions, due to the polytropic equation of state), there is no distinction between galaxy and halo without the use of an aperture. Arguably, many of the apertures presented do a reasonable job of encompassing the stellar component of the galaxy, but it is not obvious from imaging alone which best encompasses the cold gas. As such, the aperture technique applied needs to be solidly motivated.

Figs 4 and 5 show how several of the aperture techniques can exclude a significant portion of the galaxy at lower redshift (as quantified in Section 4.1). Specifically, 0.1\( R_{200} \) and 0.15\( R_{200} \) consistently underestimate the extent of galaxies. Despite being the most observationally motivated technique, \( R_{25} \) also frequently excludes parts of the galaxy. While Figs 3 and 4 provide examples where a cut at 30 \( h^{-1} \) kpc seems reasonable, Fig. 5 exemplifies that even for systems of comparable present-epoch mass, the technique is not generally applicable. Fig. 4 also shows an occasion where it appears satellites have remained after removing the identified substructure. As we discuss in Appendix A and is exemplified in Fig. 4, the BaryMP radius successfully cuts inside the largest (star-dominated) satellite, as designed.

Conversely to Fig. 3, the cold gas in Fig. 5 shows a fairly distinctive cut-off by eye, whereas the stars are dispersed more continuously throughout the subhalo. Because BaryMP considers cold gas and stars equivalently, the technique is motivated to fairly compute an aperture radius in both instances, despite their differences.

4 RESULTS

We present results in a relative context, where measurements from each technique are normalized to the respective integrated properties of their full parent (sub)halo (i.e. where no aperture has been used, while substructure and hot gas has been stripped). We normalize to this technique not only because it has been popular in the literature to assume the properties of galaxies and their parent (sub)haloes are equivalent (cf. Table 1), but also as it shows what each aperture technique says about the baryons surrounding the galaxy. For relatively isolated systems (e.g. the M12 galaxies), the baryons that occupy the outer regions of (sub)haloes represent streams of material and star clusters stripped from former satellites. For systems in dense environments, these particles are also representative of the observed intracluster light (for details on intracluster light, see e.g. Gonzalez, Zabludoff & Zaritsky 2005).

4.1 Relative measurements for Milky Way-mass systems

We first address Milky Way-mass systems by focusing on measurements from the M12 simulations with a supporting subsample of the MassiveBlack-II galaxies. This latter subsample includes subhaloes with stellar and gas masses each in the same range as the M12 simulations: \( M_{\text{stars}} \in [3, 25] \times 10^{10} M_{\odot} \), \( M_{\text{gas}} \in [0.85, 8.5] \times 10^{10} M_{\odot} \) (hot + cold). In total, this provided 282 supporting subhaloes.

Figs 6–9 present the primary results of this subsection. Each of these figures contains three panels. The (a) panels show the average of the relative measurements from the full sample of M12 simulations for each technique at each snapshot. The (b) panels show the probability distribution functions for the M12 simulations for each technique for the snapshot nearest \( z = 0.0625 \). These distributions were generated using a Gaussian kernel density estimator, with a bandwidth obtained from Scott’s rule (Scott 1992). The (c) panels provide equivalently generated distributions from the MassiveBlack-II Milky Way-mass subsample. Although some distributions may appear to continue outside the plotted x-axis range, it physically makes no sense for radii to be lower than 0, nor does it for any of the other properties to be outside [0, 1]. As such, each distribution is normalized to have an area of 1 within the physically meaningful boundaries, and is effectively cut at these boundaries. Direct aperture techniques are represented by dashed curves while those that included a subhalo finder (and excluded hot gas) are given by solid curves. Colours are associated with aperture techniques as defined in the legends. Each of these figures is analysed in turn in the following subsidiary subsections.

---


7 In this regime, (apparent) surface brightness has no dependence on distance. This can also be thought of as building ‘absolute’ surface brightness profiles, treating high-redshift systems fairly.

8 With the exception of gas mass for direct aperture techniques, as they count hot gas particles. As such, those distributions were not renormalized. In practice, this has negligible impact on our results.
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4.1.1 Aperture radii

To put the measurements of the integrated properties in context, the aperture radii from each technique are first presented in Fig. 6. All measurements are normalized to $r_{200}$, calculated using only the particles identified by the relevant subhalo finder.

From Fig. 6(a), it is evident that, for the M12 simulations, the average $R_{25}$ radius (green line) is practically equivalent to $0.15r_{200}$ (red lines), regardless of redshift. Fig. 6(b) shows that the data producing the $R_{25}/r_{200}$ distribution come with $\sigma = 0.03$ at low redshift, though. The $0.15r_{200}$ technique hence provides a rough approximation for the optical limit of these simulated galaxies. The same cannot quite be said for the MassiveBlack-II systems however; while they carry the same variance for the $R_{25}/r_{200}$ distribution, the mean is smaller (cf. Fig. 6c, Table 3).

From the blue distributions in Figs 6(b) and (c), we see again that BaryMP radii can cover a wide range of fractions of (sub)haloes’ virial radii. Over all examined redshifts for the

---

Figure 3. Illustrations of one of the M12 simulations at $z = 2.15$. Left-hand panels display stars, with black pixels indicating a column density $\leq 10^{-1} \, M_\odot \, pc^{-2}$ and white pixels $\geq 10^{1.5} \, M_\odot \, pc^{-2}$. Right-hand panels display gas from $10^{-1}$ to $10^{3.5} \, M_\odot \, pc^{-2}$. The width, height, and depth of each frame is equal to $2r_{200}$, with $r_{200}$ calculated after stripping substructure and hot gas. Top panels display all particles within the image frame. Bottom panels only show particles associated with the main halo according to AHF (substructure and hot gas stripped). Apertures have been overdrawn in the following colour code (in order of smallest to largest): magenta = 0.1$r_{200}$, green = $R_{25}$, red = 0.15$r_{200}$, blue = BaryMP, white = $30 \, h^{-1}$ a kpc.
Figure 4. The same M12 simulation as in Fig. 3 but at $z = 0$, with stars on the left and gas the right. All auto-identified substructure and hot gas has been stripped from these images (despite what appear to be satellite systems in the frame). Each frame has width, height, and depth of $r_{200}$. We exclude images prior to stripping substructure and hot gas, as, visually, there is little difference for this case. Colour code for apertures is: magenta $= 0.1 r_{200}$, red $= 0.15 r_{200}$, green $= R_{25}$, white $= 30 h^{-1}$ kpc, blue = BaryMP. Intensity scale matches Fig. 3.

Figure 5. Stars (left) and cold gas (right) of an example subhalo from MassiveBlack-II at $z = 0.0625$ with integrated masses from each particle species comparable to those in the M12 simulations. Frame width, height, and depth are each $r_{200}$. Intensity scale is identical to Figs 3 and 4. Colour code for apertures is: green $= R_{25}$, magenta $= 0.1 r_{200}$, red $= 0.15 r_{200}$, white $= 30 h^{-1}$ kpc, blue = BaryMP.

M12 galaxies, the mean of the $r_{\text{BaryMP}}/r_{200}$ distribution does vary, but remains approximately between 0.3 and 0.4 (dropping below 0.3 at $z = 0$, consistent with the discussion in Section 3.3; see Fig. 6a).

Comparison of Figs 6(b) and (c) shows that the average M12-analogue in MassiveBlack-II returns radii at lower fractions of $r_{200}$ for the fixed (comoving) aperture technique, while returning higher fractions for BaryMP. The former point suggests the M12 galaxies occupy smaller haloes on average, while the latter indicates that the MassiveBlack-II galaxies are less concentrated than the M12 ones.

The latter point is also supported by $R_{25}$ values being larger for M12 systems. We note that while the distribution for BaryMP in Fig. 6(b) appears to reach radii of zero, there are no instances where this actually happens; this is merely a result of the extrapolative nature of kernel density estimation.

4.1.2 Stellar mass

Stellar mass measurements are presented in Fig. 7. Over all redshifts, the $0.15 r_{200}$ and $R_{25}$ apertures, on average, predict stellar
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Figure 6. Aperture radii for each technique normalized to the systems’ virial radii. Panel (a): average of the M12 simulation sample at each redshift. Panel (b): probability distribution function generated from a Gaussian kernel density estimator for the normalized radii of the M12 galaxies at the snapshot nearest to $z = 0.0625$. Panel (c): equivalent distribution for MassiveBlack-II subhaloes at $z = 0.0625$ for a subsample of 282 galaxies with comparable gas and stellar masses to the M12 galaxies. Dashed lines represent the direct aperture techniques, while solid lines indicate the additional use of a subhalo finder and omission of hot gas. Colours correspond to aperture techniques as follows: magenta = $0.1r_{200}$, red = $0.15r_{200}$, green = $R_{25}$, black = $30h^{-1}a$ kpc, blue = BaryMP. See Section 4.1.1.

Figure 7. Integrated stellar mass for each aperture technique normalized to the value for the full substructure-stripped (sub)halo. Panel (a): average values for the M12 systems as a function of redshift. Panel (b): probability distribution functions for the M12 galaxies for the snapshot closest to $z = 0.0625$. Panel (c): equivalent distributions for the Milky Way-mass MassiveBlack-II systems. Differences between techniques are of order tens of per cent, and can be as large as a factor of 2. Further details in Section 4.1.2. Plotting conventions maintained from Fig. 6.

Figure 8. As for Fig. 7 but displaying the integrated gas mass instead. For techniques that used a subhalo finder, only cold gas particles contributed, while direct aperture techniques included hot gas. Large differences are evident from the various apertures, with the potential to exclude cold gas entirely. More analysis in Section 4.1.3.

masses $\sim 10$ per cent less than that of the full halo for the M12 simulations. The $0.1r_{200}$ technique naturally shows a larger average difference, nearing 20 per cent at $z = 0$ and 2. The MassiveBlack-II systems return lower average stellar masses for $0.1r_{230}$, $0.15r_{200}$, and $30h^{-1}a$ kpc than those of M12, consistent with the M12 galaxies being more concentrated (and in smaller haloes). The shapes of the distributions for these techniques are almost identical for the different simulations, though (cf. Figs 7b and c).

Comparing the two most popular techniques in the literature ($0.1r_{200}$ and no aperture; cf. Table 1), an average MassiveBlack-II
As Fig. 7 but displaying the integrated star formation rate instead. As with gas mass, in the more extreme cases, the apertures can exclude the star-forming region entirely for the MassiveBlack-II systems (see Section 4.1.4).

Table 3. Summary of the datum samples that produced the distributions presented in Figs 6–11, i.e. for the \( z = 0.0625 \) or nearest available snapshots. Mean, \( \mu \), and standard deviation, \( \sigma \), values are provided for each technique applied to each simulated-galaxy sample for each property. Each aperture has been applied with a subhalo finder, except in the cases of \( 0.1r_{200} \) and \( R_{25} \) for the M12 systems (as per Table 2). Non-applicable entries are filled with horizontal lines. These values can be used to quantify, with uncertainties, how different techniques compare at measuring galaxy properties. We note that the \( \mu \) and \( \sigma \) values for the distributions presented in Figs 6–9 vary slightly (<10 per cent) to the values given here, which use the actual data.

<table>
<thead>
<tr>
<th>Property</th>
<th>Sample</th>
<th>( 0.1r_{200} )</th>
<th>( 0.15r_{200} )</th>
<th>( R_{25} )</th>
<th>( 30 h^{-1}a ) kpc</th>
<th>BaryMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_{\text{star}} )</td>
<td>M12</td>
<td>0.10 0.004</td>
<td>0.15 0.03</td>
<td>0.25 0.06</td>
<td>0.31 0.13</td>
<td></td>
</tr>
<tr>
<td>( t_{\text{gas}} )</td>
<td>MB-II MW</td>
<td>0.10 –</td>
<td>0.15 –</td>
<td>0.21 0.09</td>
<td>0.33 0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MB-II all</td>
<td>0.10 –</td>
<td>0.12 –</td>
<td>0.74 0.30</td>
<td>0.27 0.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>M12</td>
<td>0.83 0.06</td>
<td>0.90 0.03</td>
<td>0.94 0.03</td>
<td>0.96 0.02</td>
<td></td>
</tr>
<tr>
<td>( M_{\text{gas, apo}} )</td>
<td>MB-II MW</td>
<td>0.68 0.09</td>
<td>0.77 0.08</td>
<td>0.83 0.09</td>
<td>0.92 0.07</td>
<td></td>
</tr>
<tr>
<td>( M_{\text{gas, subhalo}} )</td>
<td>MB-II all</td>
<td>0.75 0.12</td>
<td>0.86 0.08</td>
<td>0.99 0.04</td>
<td>0.96 0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>M12</td>
<td>0.55 0.20</td>
<td>0.75 0.16</td>
<td>0.88 0.13</td>
<td>0.95 0.05</td>
<td></td>
</tr>
<tr>
<td>( SFR_{\text{apo}} )</td>
<td>MB-II MW</td>
<td>0.32 0.15</td>
<td>0.49 0.19</td>
<td>0.62 0.22</td>
<td>0.79 0.22</td>
<td></td>
</tr>
<tr>
<td>( SFR_{\text{subhalo}} )</td>
<td>MB-II all</td>
<td>0.81 0.24</td>
<td>0.91 0.18</td>
<td>0.97 0.11</td>
<td>0.97 0.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>M12</td>
<td>0.70 0.22</td>
<td>0.88 0.13</td>
<td>0.95 0.12</td>
<td>0.99 0.02</td>
<td></td>
</tr>
<tr>
<td>( GAR_{\text{apo}}/\text{GAR}_{\text{subhalo}} )</td>
<td>MB-II MW</td>
<td>0.56 0.33</td>
<td>0.64 0.32</td>
<td>0.71 0.31</td>
<td>0.83 0.26</td>
<td></td>
</tr>
<tr>
<td>( GER_{\text{apo}}/\text{GER}_{\text{subhalo}} )</td>
<td>MB-II all</td>
<td>0.95 0.17</td>
<td>0.97 0.13</td>
<td>0.99 0.08</td>
<td>0.99 0.06</td>
<td></td>
</tr>
</tbody>
</table>

As such, there is a greater variation in measured gas mass from each technique, as shown in Fig. 8. Comparing the application of \( 0.1r_{200} \) and no aperture (the two most popular and yet most contrasting techniques), for the average M12 simulation, there is factor of ~3 difference in the measured gas mass at high redshift, coming closer to 2 at low redshift. At \( z \sim 0 \), the greatest individual difference for the M12 galaxies is a factor of 5, while 23 per cent of MassiveBlack-II galaxies show differences at least this large (see magenta distributions in Figs 8b and c, respectively).

As for other properties, the BaryMP gas masses do not deviate excessively from the full M12 halo values (blue distribution, Fig. 8b). The MassiveBlack-II systems show a much wider range of BaryMP gas masses, however, with cases beyond a factor of 2 difference to the full subhaloes. Fig. 8(a) also shows the aperture to play a larger role at higher redshift.

4.1.4 Star formation rate

The integrated star formation rate measurements for the M12 galaxies, displayed in Fig. 9, were calculated by summing the mass of all galaxy shows a difference in stellar mass of 32 per cent. At the lower extreme of the relevant distribution (magenta, Fig. 7c), the potential for a factor of 2 difference in stellar mass is seen.

For the M12 simulations, the measured stellar mass from BaryMP is never more than a few per cent less than the full halo. The larger sample of MassiveBlack-II galaxies indicates there is still the potential to find up to a 30 per cent difference with the application of BaryMP versus the full subhalo, however (lower extreme, blue distribution, Fig. 7c).

4.1.3 Gas mass

The radial density gradient of gas in galaxies is typically noticeably shallower than it is for stars, especially towards their centres. This is a natural consequence of stars forming from gas and only doing so in the densest regions. Visually, this can be readily seen from Fig. 3 (but also from Figs 4 and 5), noting the difference in intensity scale given in the caption. This has also been empirically shown to be the case with H\(_1\) + H\(_2\) observations (e.g. see appendix F of Leroy et al. 2008).

4.1.4 Star formation rate

The integrated star formation rate measurements for the M12 galaxies, displayed in Fig. 9, were calculated by summing the mass of all...
star particles identified by a given technique that were also identified as being gas particles in the galaxy in the previous snapshot, and dividing this value by the time-step. In truth, this means each value is the average star formation rate over the 375 Myr prior. At high redshift, most of the star formation occurs in a small central region, meaning most techniques return similar values. With the formation of discs, the star-forming region extends, with >20 per cent of star formation within the halo occurring beyond 0.1r200 for the average M12 system. For individual systems, values are shown to vary by up to and above 60 per cent for different techniques for the M12 galaxies (magenta distribution, Fig. 9b). Following Springel & Hernquist (2003), each gas particle in MassiveBlack-II has a tracked star formation rate. Integrated values for each galaxy were calculated by summing these. In truth, this provides the forecasted star formation rate over the next simulation time-step, rather than the rate at which stars actually formed in the end. Regardless of the differing definition to the M12 galaxies, each technique (with perhaps the exception of BaryMP) shows similar distributions for the two simulation sets. For the majority of these MassiveBlack-II galaxies, star formation is confined to a more central region, leading to star formation rate measurements showing less susceptibility to aperture technique than gas mass.

In some cases for MassiveBlack-II, however, the choice of aperture can exclude the star-forming region entirely. We note that if a system had no star formation within the entire subhalo, that system did not contribute to any of the distributions presented in Fig. 9(c).

4.1.5 Gas accretion and ejection

Two properties that show an even greater dependence on measurement technique are the gas accretion and ejection rates. We present relative measurements for the M12 galaxies in Fig. 10, where the respective rates were determined by tracking which gas particles were considered part of the aperture in temporally adjacent snapshots. Once again, only cold gas particles were counted for the techniques that used AHF. No separation between steady accretion and mergers was made. The order of which techniques give the largest differences remains similar to the other properties at high redshift, but is reversed at low redshift for these plots. This is consistent with the notion that, at early epochs, haloes accumulate cold gas rapidly from their surroundings, where much of this gas penetrates to the central galaxy in cold streams. Shortly after, as the haloes’ masses increase, the majority of gas is shock-heated and sits in the halo (Rees & Ostriker 1977). At lower redshift, less gas shifts through the boundary of the virial sphere, while the gas inside it continues to cool on to the galaxy, and feedback mechanisms cause outflows which repopulate the halo gas content. As a rule of thumb, at low redshift, the closer to the centre of the galaxy one defines a surface, the faster the gas will be measured to pass through that surface in both directions. Differences of up to and above an order of magnitude in gas transfer rates emphasize the importance of how the end of galaxies is defined. The technique-to-technique difference varies strongly from galaxy to galaxy (see Table 3). A study of the gas accretion and ejection rates in MassiveBlack-II systems fell beyond the scope of the project.

4.2 Relative measurements for a broad galaxy population

We present results for the full MassiveBlack-II sample with four plots in Fig. 11. All comments in this subsection are made with respect to this figure.

The range of radii relative to the virial radius for the BaryMP technique for this large sample of simulated galaxies is consistent with the Milky Way-mass sample, indicating that the technique is unbiased towards subhalo baryonic mass (cf. blue distributions in Figs 6c and 11a). The hugely variant size of subhaloes in this sample leads to the fixed aperture returning a very wide distribution when normalized to the virial radius (black histogram, Fig. 11a), with the aperture larger than r200 itself on some occasions, highlighting the inappropriateness of broadly applying such a technique. While R25 radii are comparable to 0.1r200 for the Milky Way-mass systems, the optical limit for the general MassiveBlack-II galaxy is much smaller (cf. green distributions in Figs 6c and 11a).

Stellar mass measurements, presented in Fig. 11(b), show a relatively strong dependence on technique, with 0.1r200 averaging 25 per cent less mass than the full subhalo, with the tail of the magenta distribution maintaining a potential for differences of 50 per cent. R25 stellar masses show even more extreme cases, where almost all the star particles in the subhalo can be excluded by the aperture. The distributions from 0.1r200 and 0.15r200 exhibit similarities to the Milky Way-mass sample, but with higher averages (cf. Figs 7c and 11b). Given that the small, low-mass systems vastly outnumber the high-mass ones, the relatively large size of an aperture of radius 30h−1a kpc leads to stellar masses barely smaller than the full subhalo, on average. Meanwhile, BaryMP typically returns stellar masses 4 per cent lower than the full subhalo, but can be 20 per cent lower in the extreme cases.
Conversely, with the exception of $R_{25}$, gas mass shows relatively little variation with technique (Fig. 11c) for this broader sample. This suggests that the cold gas in the average galaxy is more tightly concentrated than in Milky Way-mass systems. Still, 30 per cent of galaxies for 0.1$r_{200}$ and 14.5 per cent for 0.15$r_{200}$ give gas masses $\geq$20 per cent less than when no aperture is used, while half the subhaloes have at least 37 per cent of their cold gas excluded by the $R_{25}$ aperture. There is also a noticeable population of galaxies with gas masses of zero for all the techniques. In these cases, the gas in the subhalo is offset from the stellar centre. Processes such as ram-pressure stripping can be held responsible for this.

The star formation rate distributions are effectively scaled-down versions of cold gas mass (Fig. 11d); only the very dense gas can form stars. This property is scarcely subject to technique for galaxies in general, with, for example, only 4 per cent of the sample returning values $\geq$5 per cent less than the SUBFIND results for the 0.1$r_{200}$ aperture. There remains a small population of systems with measured star formation rates of zero from several techniques, corresponding to the subhalo offset from the stellar centre. Processes such as ram-pressure stripping can be held responsible for this.

The star formation rate distribution is not as tight as the cold gas mass distribution; the best-fitting slope is $\approx 1$ for all apertures. The best-fitting slopes from these data alone vary little from aperture to aperture, but do differ from the Elbaz et al. (2007) value, with values between 1.04 and 1.09.

For the MassiveBlack-II galaxies, we only considered those with $M_{\text{stars}} > 5 \times 10^8 M_\odot$, matching the mass range used in the Elbaz et al. (2007) fits. We note again that systems where the entire subhalo had no star formation were omitted from this analysis (i.e. the subhalo occurring within the subhalo but outside the apertures for those examples).

4.3 Galaxy scaling relations

Observationally, galaxy properties are known to follow certain scaling relations. Often such relations can provide tests for how well a simulation has reproduced the real Universe. We find it informative to check whether a simulation’s ability to match these relations depends on the technique choice for measuring the relevant galaxy properties.

4.3.1 Stellar mass–star formation rate relation

A redshift-dependent power-law relation has been observed between stellar mass and star formation rate (e.g. Daddi et al. 2007; Elbaz et al. 2007; Nössl et al. 2007). Studying blue galaxies at low redshift, with a linear fit in log–log space, Elbaz et al. (2007) showed

$$SFR = 8.7_{-3.7}^{+6.7} \left( \frac{M_{\text{stars}}}{10^{11} M_\odot} \right)^{0.77}, \quad 0.015 < z < 0.1.$$  \tag{5}$$

We compare stellar masses and star formation rates for each aperture technique listed in Table 2 (with subhalo finders applied where listed) with Fig. 12, where contours represent the MassiveBlack-II systems and dots the M12 galaxies. The two M12 snapshots in the quoted redshift range of equation (5) were considered simultaneously.

For each technique, the M12 simulations show good agreement with the range suggested by equation (5), with root-mean-squared (rms) scatter values $<0.27$ dex from the centre of the yellow strip. The best-fitting slopes from these data alone vary little from aperture to aperture, but do differ from the Elbaz et al. (2007) value, with values between 1.04 and 1.09.

For the MassiveBlack-II galaxies, we only considered those with $M_{\text{stars}} > 5 \times 10^8 M_\odot$, matching the mass range used in the Elbaz et al. (2007) fit. Fig. 12 shows a clear offset between the observed relation and the MassiveBlack-II galaxies, which exists for all techniques, with an rms deviation of the order of 1.5 dex.
where the average star formation rate surface density goes approximately as a power law of the average gas surface density, i.e., where the average star formation rate relation (both their simulation and MassiveBlack-II function, one can also match the observed stellar mass–specific star formation rate relation (both their simulation and MassiveBlack-II). We note that equation (6) was derived taking galaxies to end at their optical limit. Nevertheless, we find it informative to assess whether using alternative definitions for the end of a galaxy affect how well simulations match the observed stellar mass–specific star formation rates. For the M12 galaxies, we found the best-fitting power-law slope, \( n \), to be between 1.17 and 1.58 for the techniques listed in Table 2. The slope of the relation for the M12 galaxies varies negligibly for a given aperture applied with and without the additional use of AHF. The MassiveBlack-II systems instead give values of \( n \) between 0.86 and 1.02. The M12 systems show a much smaller level of scatter, with rms deviations \( \lesssim 0.20 \) dex, while the MassiveBlack-II systems instead show an rms of the order of 0.5 dex for each technique. While the best-fitting slopes in many cases do not fall in the quoted range of Kennicutt (1998), we found the rms for a forced fit of \( n = 1.4 \) to be scarcely different for when \( n \) was fitted in each case (<10 per cent increase), with the M12 galaxies also showing general agreement with equation (6) for each technique.

4.3.2 Kennicutt–Schmidt relation

The Kennicutt–Schmidt relation is a well-known scaling relation, where the average star formation rate surface density goes approximately as a power law of the average gas surface density, i.e., \( \Sigma_{\text{SFR}} \propto \Sigma_{\text{gas}}^n \). Specifically, Kennicutt (1998) formulated an analytic relationship:

\[
\Sigma_{\text{SFR}} = \frac{2.5 \pm 0.7}{10^{10}} \left( \frac{\Sigma_{\text{gas}}}{M_\odot \text{ pc}^{-2}} \right)^{1.40 \pm 0.15} \text{ M}_\odot \text{ yr}^{-1} \text{ pc}^{-2}.
\]

We note that equation (6) was derived taking galaxies to end at their optical limit. Nevertheless, we find it informative to assess whether using alternative definitions for the end of a galaxy affect how well simulations match the observed relation or whether they produce an alternative equivalent relationship.

We have combined measurements of star formation rate, gas mass, and aperture radius from each technique in Table 2 to produce \( \Sigma_{\text{gas}} \) and \( \Sigma_{\text{SFR}} \) Values, as plotted in Fig. 13. For those techniques plotted, subhalo finders were included where possible (denoted in Table 2). The surface area in each case was taken to be \( \pi r_{\text{aperture}}^2 \). We only considered cold gas to contribute towards \( \Sigma_{\text{gas}} \), even for the direct aperture techniques. For clarity, we use dots to only show the \( z = 0 \) case for the M12 galaxies in Fig. 13, but data from all \( z < 2 \) snapshots were combined when fitting the straight-line relationships. Again, contours represent the MassiveBlack-II galaxies.

For the M12 galaxies, we found the best-fitting power-law slope, \( n \), to be between 1.17 and 1.58 for the techniques listed in Table 2. The slope of the relation for the M12 galaxies varies negligibly for a given aperture applied with and without the additional use of AHF. The MassiveBlack-II systems instead give values of \( n \) between 0.86 and 1.02. The M12 systems show a much smaller level of scatter, with rms deviations \( \lesssim 0.20 \) dex, while the MassiveBlack-II systems instead show an rms of the order of 0.5 dex for each technique. While the best-fitting slopes in many cases do not fall in the quoted range of Kennicutt (1998), we found the rms for a forced fit of \( n = 1.4 \) to be scarcely different for when \( n \) was fitted in each case (<10 per cent increase), with the M12 galaxies also showing general agreement with equation (6) for each technique.

Evident from Fig. 13, the average MassiveBlack-II galaxy has a low \( \Sigma_{\text{gas}} \) compared to the M12 galaxies (and observed galaxies, for that matter). This is consistent with the galaxies’ low concentration. However, spreading gas and star formation over a larger area will not maintain agreement with the Kennicutt–Schmidt relation unless the overall star formation rate decreases too (as \( n > 1 \)). As discussed in Section 4.3.1, these galaxies do have low star formation rates. As such, their offset from the observed Kennicutt–Schmidt relation is small (and less than from the observed stellar mass–star formation rate relation).

5 DISCUSSION

5.1 Sizes of the simulated galaxies

To claim our results impact the post-processing of hydrodynamic simulations in general, one should address whether our sample of simulated galaxies is representative. If the ‘full stellar mass’ is calculated using all the star particles within a (sub)halo (no substructure), then, for stellar half-mass radii of the M12 galaxies, we find \( 0.021 < r_{1/2} < 0.041 \) at \( z = 0 \). These values fall within the observed range of Kravtsov (2013, our equation 2). While this means the sizes of the galaxies are physically reasonable (for more...
on the sizes of the galaxies, see Martig et al. 2012), it does suggest that our sample is biased by lower concentration galaxies compared to an observed sample. Consistent with the notion that the MassiveBlack-II galaxies are even less concentrated, $r_{1/2}/R_{200}$ values for MassiveBlack-II are larger than M12 on average, with most larger than observed galaxies.

It should be noted that the differences in measured properties from the techniques that invoke an aperture of a fixed fraction of the virial radius versus the other techniques would be less extreme in a sample of more-concentrated galaxies. However, if a given technique fails to capture a simulated galaxy in the less-concentrated instances, it fails to be generally applicable. After all, if a simulation produces all low-concentration galaxies, the properties of those galaxies will likely not be discarded, as they still have scientific merit. Their low concentration may not be noted in the published results either. The fact that the concentration of simulated galaxies changes for different redshifts, formation histories, and the design of the simulation itself, reinforces the notion that a fixed fraction of the virial radius cannot define the general extent of galaxies. Ultimately, the M12 and MassiveBlack-II galaxies provide as fair a tool as any to compare the aperture techniques.

5.2 Which method should one choose?

As outlined in Section 3, we suggest that if one wants to study the evolution of a galaxy in a simulated (sub)halo, particles that are attached to any form of substructure, or that are diffusely spread throughout the (sub)halo, should not contribute. Even for single-halo simulations, we therefore encourage using a subhalo finder as a first step, and subsequently the exclusion of hot, low-density gas. We further encourage an aperture technique, not only to discern galaxies from the rest of their parent (sub)haloes, but also because no subhalo finder is perfect at locating all substructure to be removed.

It is clear that some of the aperture techniques assessed in this paper failed to encompass a reasonable fraction of the galaxy. As already discussed, $0.1r_{200}$ and $0.15r_{200}$ poorly define the edge of a galaxy, due to the variation in the galaxy-to-virial radius fraction for (sub)haloes. Despite these techniques’ popularity, we advise against them.

While a technique such as $R_{25}$ is fair for comparison to some observations, the additional level of stellar-population modelling required and the technique’s common trait of cutting out a legitimate portion of the galaxy make it arguably less than ideal for an equally footed technique across all simulations. Because stellar mass and brightness track each other to first order, a technique that invokes an absolute cut-off in stellar surface density would prove to similar effect, with simpler implementation, and would not force observational constraints which impede measuring a galaxy’s true integrated properties.

We suggest the most sensible approach for a technique to measure any and all galaxy properties self-consistently is one that includes an aperture whose radius is directly determined by the baryonic content within each respective (sub)halo. While the suggestion of Figs 7, 8, and 11 is that the additional application of such an aperture, BaryMP, would alter values of gas and stellar mass by only a few per cent on average, there are a sufficient number of instances where a greater difference occurs for this to have a significant effect. Gas accretion and ejection rates also show a large difference with the application of the aperture versus none. BaryMP comes with an additional advantage of being unaffected by straggling satellites not identified by the subhalo finder (see Appendix A).

It is totally within reason that the scope of one’s study might not mean that a highly detailed analysis on which particles are part of the main galaxy of a (sub)halo is necessary. If, for example, one desired to measure just the integrated stellar mass of a Milky Way-like simulated galaxy, then any technique used in this paper would be appropriate to return an answer approximately with a 20 per cent uncertainty. In such a case, to minimize computation and effort, a direct aperture technique would be sensible.

6 CONCLUSION

When studying the gross properties of galaxies from hydrodynamic simulations, the first step is to determine which particles/cells should contribute to those properties. Throughout the published literature, a number of different techniques has been used for this step. Using a subsample of the high-resolution simulations of Martig et al. (2012) and a selection of galaxies from the MassiveBlack-II simulation, the integrated properties of galaxies were measured using a range of different techniques, including several from the literature. These techniques include the use of a subhalo finder, temperature constraint for gas, and/or spherical apertures, the latter defining where galaxies end.

Comparison of the two most popular techniques in the literature [an aperture of $0.1r_{200}$ versus the entire (sub)halo with substructure removed] shows differences in the average Milky Way-mass system of the order of 30 per cent for stellar mass, a factor of 3 for gas mass, and 40 per cent for star formation rate. Gas accretion and ejection rates are the most susceptible properties to technique choice, with variations of an order of magnitude not unlikely. The choice of technique is hence key to the interpretation of simulation results. Our Table 3 further details these differences and the standard deviation of the distributions that go alongside them.

For a more general population of galaxies (stellar and gas mass each between $10^8$ and $10^{12}$ $M_\odot$), gas mass and especially star formation rate measurements exhibit less susceptibility to technique, assuming only cold gas is considered, but can still show significant differences for systems where the gaseous and stellar centres of mass are offset. Stellar mass, on the other hand, shows a similar level of variation to the Milky Way-mass population, with the exception of the observationally motivated $R_{25}$ aperture.

Among the techniques we compared, in attempt to separate a galaxy from its diffuse baryonic surroundings in a physically motivated manner, we defined a new aperture technique, whose radius is determined from the cumulative (cold) baryonic mass profiles of (sub)haloes. While, on average, each integrated property measurement was only a few per cent less than that of the full (sub)halo, the distributive nature of these differences highlights the importance of applying such an aperture to obtain universally fair values. The average gas mass and star formation rate measurements were also significantly less than the full (sub)halo for the Milky Way-mass MassiveBlack-II systems (cf. Table 3).

While the choice of technique for the measurement for individual integrated properties is important, we have shown that scaling relations do not rely heavily on technique to match observations. One can, however, derive a difference in the slope of the Kennicutt–Schmidt relation of the order of 25 per cent using a single simulation set based on the various measurement techniques we have assessed.

For the sake of clarity, we encourage all authors to be explicit in how they have defined galaxies within their simulations, but more importantly to discuss and justify their choice of technique. Our analysis sheds light on the uncertainties associated with...
comparing results of simulations that use different techniques to measure galaxy properties. While there may not be a perfect technique, we have shown that apertures defined by a constant fraction of the virial radius do not succeed on a general basis, and better alternatives exist.

While the question ‘Where do galaxies end?’ is difficult to answer, it is an important question to ask if we are to have a common understanding of the properties of galaxies, both from simulation and observation perspectives, which ultimately impacts our understanding of the underlying astrophysics that generates these properties.
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APPENDIX A: THE BARYMP ALGORITHM

We know the gradient of the baryonic mass profiles must be steeper than \( m \) (equation 3) for \( r < r_{200} \), as baryons are more concentrated.
towards the centre of (sub)haloes (i.e. in galaxies). This places an upper limit on $m$ of 1. Also, because the profiles are cumulative, $m \geq 0$. As such, our algorithm begins by locating the point on each profile where the gradient is 1, following its initial climb. Because $m < 1$, this provides a lower limit for the aperture radius. The profile from this point onwards is then extracted and a straight line fitted. Parts of the profile where the cumulative baryonic mass fraction exceeds a separation of $\epsilon$ from the fitted line are then removed and the line refitted. This is done continuously until a converged result is found. The lowest of the remaining points of the profile is then taken to be the radius of the aperture.

For the results presented in this paper, we applied the algorithm with $\epsilon = 0.01$. A sufficiently small $\epsilon$ is needed to return an aperture radius above the lower limit, while a value too small would exclude the majority of the profile from the final fit. An appropriately chosen $\epsilon$ also comes with the advantage of dealing with late rises in profiles caused by satellites and other substructure (no subhalo finder is perfect at locating all satellites, as was the case on several occasions for these simulations, e.g. as presented in Fig. 4). The top profile in Fig. A1 displays the success here with $\epsilon = 0.01$. Should any substructure lie beyond the lower limit of the aperture, the final radius will be found internal to that substructure, hence eliminating its contribution to the (sub)halo. Should sharp rises in the profiles occur internal to the lower limit, we determine the responsible substructure to be sufficiently close to or merged with the central galaxy to be considered the same system (also seen in the top profile of Fig. A1). We examine the dependence of BaryMP on $\epsilon$ in Appendix B.

Below we provide Python code for our algorithm to calculate the radius of a galaxy from the BaryMP method. The inputs $x$ and $y$ represent one-dimensional arrays for corresponding values of $r/r_{200}$ and $M_{\text{bary}}(< r)/M_{\text{bary}}(< r_{200})$, respectively. $\epsilon$ is the value of $\epsilon$, while $r_{\text{bmp}}$ is $r_{\text{BaryMP}}/r_{200}$.

```python
import numpy as np

def BaryMP(x,y,eps=0.01):
    dydx = np.diff(y)/np.diff(x)
    maxarg = np.argmax(np.abs(dydx)) # Find where the gradient peaks
    xind = np.argmax(dydx[maxarg:]-1)[0] + maxarg # The index where the gradient reaches 1
    x2fit_new, y2fit_new = x[xind:], y[xind:]
    x2fit, y2fit = np.array([]), np.array([])
    while len(y2fit)!=len(y2fit_new):
        x2fit = np.append(x2fit,y2fit_new)
        y2fit = np.append(y2fit,y2fit_new)
        p = np.polyfit(x2fit,y2fit,1)
        yfit = p[0]*x2fit + p[1]
        sef = abs(yfit-y2fit)
        sefp = (sef<eps)
        x2fit_new = x2fit[sefp]
        y2fit_new = y2fit[sefp]
    r_bmp = x2fit[0]
    return r_bmp
```

**APPENDIX B: THE EFFECT OF $\epsilon$ ON THE BARYMP TECHNIQUE**

While we qualitatively described that choosing $\epsilon = 0.01$ works reasonably well in Appendix A, there was no specific motivation behind this exact value. As such, we briefly assess the variation in BaryMP results induced from different choices of $\epsilon$. To do this, we recalculated the BaryMP radii for each snapshot of the M12 simulations where $\epsilon < 2$ for 198 uniformly spaced values of $\epsilon$ between $10^{-1}$ and $10^{-1}$, recording the (cold) baryonic content within each radius and the fraction of the profile (beyond the lower limit, where the gradient is 1) used in the final linear fit. We present the average of each of these values as a function of $\epsilon$ in Fig. B1.

On average, for $\epsilon \gtrsim 0.1$, the linear fit is converged on its first attempt. That is, the entirety of the profile beyond the lower limit deviates by $<0.1$ in the $y$-direction from the initial fit. This places an obvious upper limit on an appropriate value of $\epsilon$. The BaryMP technique’s success lies in its ability to ignore both early parts of the profile with varying gradient and straggling satellites that cause

![Figure B1](http://mnras.oxfordjournals.org/) Average variation in results from the BaryMP technique for the M12 simulations as a function of the profile-fit separation threshold, $\epsilon$. The green, dashed curve represents the fraction of the profile beyond the lower limit used in final linear fit. The blue, dot-dashed curve represents the average aperture radius (as a fraction of the virial radius) inferred from that fit. Note that these values have been normalized to fit within the axes ($\xi = 2.745$). The black, solid curve indicates the (cold) baryonic content within those apertures. The red, vertical line shows our choice of $\epsilon = 0.01$. 

![Figure A1](http://mnras.oxfordjournals.org/) Illustration of the BaryMP algorithm for two example M12 haloes. Red, solid curves show the baryonic mass profiles of the haloes (with AHF-identified substructure and hot gas stripped). Black crosses mark where the profiles have a gradient of 1, while black, dashed lines show the initial linear fit from these points onwards. After several iterations of removing parts of the profile separated from the linear fit by $\epsilon = 0.01$ and refitting the line, the final parts of the profile fitted are given in green. The aperture radius is taken at the lowest-radius point on the green parts of each profile, emphasized by the blue plus-filled circles. The effect of bumps in profiles caused by unidentified satellites are shown to be minimized by the algorithm. The final linear fits for these examples almost overlay the initial fits exactly (but are not shown).
Figure B2. BaryMP aperture radius and enclosed (cold) baryonic mass as a function of $\epsilon$, normalized to the choice of $\epsilon = 0.01$. The blue, dot–dashed curve represents the median aperture radius over all the M12 simulation snapshots for $z < 2$, with the blue shaded region covering the central 68 per cent of the values. Similarly, the black curve and shaded region show the median and 68 per cent spread for the baryonic mass, respectively.

bumps later in the profile. In other words, it works well if a fraction, but not too large of a fraction, of the profile is removed for the final linear fit. Fig. B1 therefore suggests it would be appropriate if $0.01 \lesssim \epsilon \lesssim 0.04$ (those values corresponding to average profile fractions of 0.5 and 0.93, respectively). Within this range, the average $r_{\text{BaryMP}}/r_{200}$ value clearly varies. Despite this, however, the variation in the average enclosed baryonic content is small.

With Fig. B2, we specifically assess how the BaryMP aperture radius and enclosed baryonic content would change relative to our currently presented results if we picked a different $\epsilon$ between 0.01 and 0.04. A choice of $\epsilon = 0.04$ would decrease the average BaryMP radius by 24 per cent, with individual cases potentially having their radii halved. These rarer cases occur where an especially large radius was found for $\epsilon = 0.01$ (a prominent bump in the blue curve in Fig. 11a and subtler bumps in Figs 6b and c all show small populations of galaxies with $r_{\text{BaryMP}} \lesssim 0.6r_{200}$). These anomalies crop up at various values of $\epsilon$, but do not greatly affect the values of integrated properties. As shown by Fig. B2, the average enclosed baryonic mass decreases by only 4 per cent for $\epsilon = 0.04$, where decreases of more than 6 per cent happen for less than 16 per cent of the M12 simulation snapshots.

The noticeable dependence of $r_{\text{BaryMP}}$ on $\epsilon$ emphasizes the difficulty of defining or locating where a galaxy ends. The lack of dependence on $\epsilon$ for the baryonic mass suggests our choice of $\epsilon$ should not affect our conclusions surrounding the integrated properties of galaxies, and shows that the BaryMP method provides a relatively consistent means of measuring them.
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