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Abstract

In some disease systems, the process of waning immunity can be subtle, involving a complex relationship between the duration of immunity—acquired either through natural infection or vaccination—and subsequent boosting of immunity through asymptomatic re-exposure. We present and analyse a model of infectious disease transmission where primary and secondary infections are distinguished to examine the interplay between infection and immunity. Additionally we allow the duration of infection-acquired immunity to differ from that of vaccine-acquired immunity to explore the impact on long-term disease patterns and prevalence of infection in the presence of immune boosting.

Our model demonstrates that vaccination may induce cyclic behaviour, and the ability of vaccinations to reduce primary infections may not lead to decreased transmission. Where the boosting of vaccine-acquired immunity delays a primary infection, the driver of transmission largely remains primary infections. In contrast, if the immune boosting bypasses a primary infection, secondary infections become the main driver of transmission under a sufficiently long duration of immunity.

Our results show that the epidemiological patterns of an infectious disease may change considerably when the duration of vaccine-acquired immunity differs from that of infection-acquired immunity. Our study highlights that for any particular disease and associated vaccine, a detailed understanding of the waning and boosting of immunity and how the duration of protection is influenced by
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infection prevalence are important as we seek to optimise vaccination strategies.
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1. Introduction

The persistence of immunity following natural infection or vaccination plays a key role in shaping the epidemiological patterns of infectious disease. As immunity wanes over time, it may be boosted upon asymptomatic re-exposure, as observed for measles (Whittle et al., 1999) and pertussis (Cattaneo et al., 1996). Mathematical models of vaccine-preventable infectious diseases (Glass and Grenfell, 2003; Águas et al., 2006; Wearing and Rohani, 2009; Lavine et al., 2011; Barbarossa and Röst, 2015) are often based on the susceptible-infectious-recovered-susceptible (SIRS) framework (Keeling and Rohani, 2008), where every individual in a population is categorised into one of three compartments based on their immune status: susceptible (S) to infection, infected and infectious (I) if they can transmit the infection, and recovered (R) from infection and immune. As immunity wanes, recovered individuals become susceptible to infection again.

Mathematical models have been invaluable to vaccination programme design. Key contributions include the introduction of the concept of the basic reproductive ratio $R_0$ (Diekmann et al., 1990; Heesterbeek, 2002; Heffernan et al., 2005) and herd immunity thresholds (Fine, 1993). Models provide guidance on optimal vaccination strategies (Hethcote et al., 2004; Magpantay, 2017; Campbell et al., 2017) and reveal insights into the impact of vaccination programmes that may seem counter-intuitive due to nonlinearities in the transmission process (Heesterbeek et al., 2015; van Boven et al., 2005; Águas et al., 2006).

Vaccines can induce protection against infection, against severe disease, against infectiousness, or a combination of these (Siegrist, 2008; Préziosi and Halloran, 2003a,b). There are multiple ways through which a vaccine may fail to provide sterilising immunity, such as degree of protection and duration of protection (McLean and Blower, 1993, 1995). Vaccines can provide incomplete protection by, for example, reducing one’s susceptibility by some degree. Furthermore, the protection provided may wane over time. Importantly the duration of protection acquired through a vaccine may be considerably shorter than that provided through a natural infection, as appears to be the case for pertussis (Wendelboe et al., 2005; Broutin et al., 2004; Chen and He, 2017). Moreover, infections following either vaccination or natural infection may occur, and these secondary infections may be less severe or asymptomatic (Wendelboe et al., 2005; Klein et al., 2012; Warfel et al., 2014). The vaccine failure mechanism through which a vaccinated individual becomes infected may be difficult to determine.

Here we introduce and analyse a mathematical model that includes the waning and boosting of immunity to study the long-term infection patterns when
infection-acquired and vaccine-acquired immunity are distinguished. Our model differs from others (van Boven et al., 2000; Safan et al., 2013; Gomes et al., 2004; Rozhnova and Nunes, 2012; Althouse and Scarpino, 2015) in that we include immune boosting, and it is the inclusion of immune boosting that allows our model to exhibit periodic cycles. Previous studies that included immune boosting focused on the age profiles of infection under a stationary steady state (Fabricius et al., 2013; Águas et al., 2006). Although we exclude age-structure from our model, we focus on the long-term infection dynamics, where both stationary states and periodic cycles can be encountered as parameters are varied through biologically sensible ranges. In the oscillatory case, the inherent nonlinearity of the system has interesting consequences for the long-term average infection prevalence.

We investigate the influence on infection prevalence as the difference between the duration of vaccine- and infection-acquired immunity is varied. We explore these ideas using a generalisation of our previously developed model (Dafilis et al., 2012) in which waning immunity may be boosted upon exposure to extend the duration of protection. We illustrate how infection prevalence changes with vaccination coverage and duration of immunity under two different mechanisms through which immune boosting may act to provide protection.

1.1. The SIRWS model with differences in duration of immunity after natural infection or vaccination

Our model is an extension to the susceptible-infectious-recovered-waning-susceptible (SIRWS) model of Lavine et al. (2011). We allow the duration of infection- and vaccine-acquired immunity to differ and distinguish between primary and secondary infections.

Here secondary infections are infections experienced by individuals who have had the infection at least once or who were previously vaccinated. In contrast, primary infections are experienced by those who are immunologically naive. Secondary infections are considered less severe than primary infections but equally infectious. We investigate how the prevalence of severe disease changes with differences in the duration of infection- and vaccine-acquired immunity to potentially impact case notifications of any particular disease.

Individuals are divided into eight compartments depending on their immune status. As shown in Fig 1, the susceptible population is divided into those who can acquire a primary infection ($S_1$) and those who can acquire a secondary infection ($S_2$). Similarly, the infectious population is divided into those with a primary ($I_1$) or secondary ($I_2$) infection. The recovered ($R$) compartment represents those who have recovered from and are fully immune to infection. They transition to the waning ($W$) compartment when their immunity has waned sufficiently. From there, they can either become susceptible to secondary infections (transition to $S_2$), or have their immunity boosted upon re-exposure (return to $R$).

The vaccine-acquired immune compartments ($V$ and $W_v$) are the analogue of the infection-acquired immune compartments ($R$ and $W$). Those in $V$ are fully immune to infection and transition to $W_v$ when their vaccine-acquired
Figure 1: Diagram of the extended SIRWS model. The population is divided into eight compartments, represented by boxes. A boosting of vaccine-acquired immunity may either delay the primary infection (blue dashed line) or bypass it (red dash-dotted line). The death rate $\mu$ is denoted by a bullet.

immunity has waned sufficiently. Those with waning vaccine-induced immunity $(W_v)$ either become susceptible to primary infection $(S_1)$ or return to $V$ upon an immune boosting. That is, immune boosting provides protection to those who are vaccinated by delaying a primary infection, and secondary infections are experienced by those who have had a natural infection. For brevity, we will refer to this model as the SIRWS-delay model. We use the term "delay" to refer to the expected delay to a primary infection due to vaccination, rather than the use of delay-differential equations. The SIRWS-delay model is described by the following system of differential equations for the proportions of the population in each compartment:

$$
\begin{align*}
\frac{dS_1}{dt} &= (1-p)\mu - \lambda S_1 + 2\kappa_v W_v - \mu S_1, \\
\frac{dI_1}{dt} &= \lambda S_1 - \gamma I_1 - \mu I_1, \\
\frac{dR}{dt} &= \gamma I_1 + \gamma I_2 - 2\kappa_n R + \nu \lambda W - \mu R, \\
\frac{dW}{dt} &= 2\kappa_n R - 2\kappa_n W - \nu \lambda W - \mu W, \\
\frac{dS_2}{dt} &= 2\kappa_n W - \lambda S_2 - \mu S_2, \\
\frac{dI_2}{dt} &= \lambda S_2 - \gamma I_2 - \mu I_2, \\
\frac{dV}{dt} &= p\mu + \nu \lambda W_v - 2\kappa_v V - \mu V, \\
\frac{dW_v}{dt} &= 2\kappa_v V - 2\kappa_v W_v - \nu \lambda W_v - \mu W_v.
\end{align*}
$$
Parameter Description Default
\( p \) vaccinated proportion of the population (varies)
\( \beta \) transmission coefficient 260 y\(^{-1}\) p\(^{-1}\)
\( \gamma \) recovery rate 17 y\(^{-1}\)
\( \nu \) strength of immune boosting relative to the force of infection 3
\( \mu \) birth and death rate 1/80 y\(^{-1}\)
\( \kappa_n \) rate of loss of infection-acquired immunity (varies) y\(^{-1}\)
\( \kappa_v \) rate of loss of vaccine-acquired immunity (varies) y\(^{-1}\)
\( T_n \) average duration of infection-acquired immunity without boosting \((1/\kappa_n)\) (varies) y
\( T_v \) average duration of vaccine-acquired immunity without boosting \((1/\kappa_v)\) (varies) y

State Description
\( S_1 \) susceptible to primary infection
\( I_1 \) infectious with primary infection
\( R \) recovered from an infection and fully immune
\( W \) recovered from an infection with waning infection-acquired immunity
\( S_2 \) susceptible to a secondary infection
\( I_2 \) infectious with secondary infection
\( V \) vaccinated and fully immune
\( W_v \) vaccinated with waning vaccine-acquired immunity

Table 1: Descriptions of the parameters and compartments. (y = years; p = person)

The rate at which the proportion of susceptible individuals acquires an infection and becomes infectious is the force of infection, denoted by
\[
\lambda = \beta (I_1 + I_2),
\]
where \( \beta \) is the transmission coefficient. We have assumed that primary and secondary infections are equally infectious, both with an average infectious period of \( 1/\gamma \). Births and deaths occur at an equal rate \( \mu \), so that the population size is constant, and disease-induced mortality is ignored. A proportion, \( p \), of newborns is vaccinated at birth, and they enter the population in the vaccinated \( V \) compartment.

The waning of natural immunity is modelled as a two-step process from \( R \) to \( S_2 \) via the compartment \( W \). We use the method of stages (Lloyd, 2001) to model this transition with the parameter \( \kappa_n \). In the absence of boosting, the transition time from \( R \) to \( S_2 \) is \( 2/(2\kappa_n + \mu) \), so that for \( \mu \ll \kappa_n \), the average duration of immunity is approximately \( 1/\kappa_n \), the same mean duration as for the standard SIRS model with immunity waning rate \( \kappa_n \). The waning of vaccine-acquired immunity (from \( V \) to \( S_1 \) at rate \( \kappa_v \)) is similarly defined. Immune boosting occurs at a rate \( \nu \lambda \), where \( \nu \) is the strength of immune boosting relative to the force of infection (\( \nu > 0 \)). See Table 1 for a description of the compartments and parameters.

Distinguishing our work from some others whose models included immune boosting (Águas et al., 2006; Wearing and Rohani, 2009; Fabricius et al., 2013;
Campbell et al., 2017), we allow for \( \nu > 1 \). This is motivated by the hypothesis that an individual who is primed by either infection or vaccination can respond to a smaller dose of the infectious agent than an immunologically naive individual (Lavine et al., 2011). Allowing \( \nu > 1 \) implies that boosting requires lower exposure than for a transmissible infection, and our previous study (Leung et al., 2016) has established this as a critical factor in the model’s ability to produce sustained oscillations—dynamics that are qualitatively different to the standard SIRS model. We reduce the SIRWS model from two immune compartments to one and prove that the reduced model no longer exhibits sustained oscillations (for \( \nu \geq 0 \)) in Appendix A.

We also consider the case where the boosting of vaccine-acquired immunity bypasses (rather than delays) a primary infection. Under this second model of vaccine-acquired immune boosting (henceforth referred to as the SIRWS-bypass model), those in \( W_v \) transition to \( R \) upon an immune boost. This can be examined by reformulating Eqs (1c) and (1g) to

\[
\begin{align*}
\frac{dR}{dt} &= \gamma I_1 + \gamma I_2 - 2\kappa_n R + \nu \lambda W + \nu \lambda W_v - \mu R, \\
\frac{dV}{dt} &= p\mu - 2\kappa_v V - \mu V.
\end{align*}
\]

The flow diagrams for each of these vaccine-acquired immune boosting mechanisms are illustrated in Fig 1, where the SIRWS-delay model is shown in blue and SIRWS-bypass in red. Under the interpretation that primary infections are severe cases and secondary infections are milder (and not manifesting disease), vaccination may plausibly act by reducing the severity of symptoms in a subsequent infection (as reflected in the SIRWS-bypass model).

Both the SIRWS-delay and SIRWS-bypass models collapse to the SIRWS model (Lavine et al., 2011) under the following substitutions:

\[
\begin{align*}
S &= S_1 + S_2, \\
I &= I_1 + I_2, \\
R &= R + V, \\
W &= W + W_v, \\
\kappa &= \kappa_n = \kappa_v.
\end{align*}
\]

For limiting values of waning immunity (\( \kappa \to 0 \) and \( \kappa \to \infty \)), the models reduce further to the standard SIR and SIS model respectively.

2. Methods

The models described by Eq (1) and Eq (2) were numerically integrated in MATLAB 2014b’s ode45 ODE solver (The MathWorks Inc., Natick, Massachusetts) with absolute and relative tolerance both set to \( 1 \times 10^{-8} \). We analyse the equilibrium dynamics of the system (as in Kribs-Zaleta and Velasco-Hernández (2000); Gomes et al. (2004); Elbasha et al. (2011)).
As we examine the influence of duration of immunity on the epidemiological patterns of disease, we introduce \( T_n = 1/\kappa_n \) and \( T_v = 1/\kappa_v \) to denote the average duration of infection- and vaccine-acquired immunity in years respectively (in the absence of immune boosting). We consider the case where the duration of vaccine-acquired immunity is less than or equal to that of infection-acquired immunity. To generate diagrams of the mean infection prevalence as a function of the vaccinated proportion \( (p) \), duration of vaccine-acquired immunity \( (T_v) \) and duration of infection-acquired immunity \( (T_n) \), the values of \( T_v \) were chosen as follows. Where \( T_n \leq 30 \) years, five values of \( T_v \) were chosen by steps of \((T_n/5)\) up to \( T_n \), so that for \( T_n = 10 \) years, the values of \( T_v \) were 2, 4, 6, 8 and 10. For \( T_n > 30 \) years, \( T_v \) was set to intervals of 10 years up to the respective \( T_n \).

The transmission coefficient and recovery rate \( (\beta \text{ and } \gamma \text{ respectively}) \) were taken from Lavine et al. (2011) in their study of pertussis. Other parameter values were chosen so that the model produces periodic cycles in the absence of vaccination. The relative strength of immune boosting \( \nu \) was set to 3 as it allowed the model to produce sustained oscillations (Leung et al., 2016). The average life expectancy \( (1/\mu) \) was set to 80 years. The default model parameters are detailed in Table 1.

The average infection prevalence was calculated as the mean of the time series of the infectious proportion \( (I_1 + I_2) \) over 40 peaks in the presence of periodic cycles, or set to the numerically obtained endemic equilibrium of the system in the absence of periodic cycles. We ran the system to its final attractor (endemic equilibrium or periodic cycles) with initial conditions set to be close to the endemic equilibrium of the SIRWS model in the absence of vaccination:

\[
(S_1, I_1, R, W) = (0.065, 0.001, 0.760, 0.174)
\]

and all other compartments were set to 0. Bifurcation analyses were performed in XPPAUT 8.0 (Ermentrout, 2002) with an adaptive step size Runge–Kutta integrator.

3. Results

3.1. Influence of vaccination to lower infection prevalence is more sensitive to the duration of infection-acquired immunity than that of vaccine-acquired immunity

We first examine the impact of vaccination coverage and waning immunity on the mean infection prevalence \( (I_1 + I_2) \) for the SIRWS-delay model (Fig 1; blue dashed line). Fig 2 shows the mean infection prevalence for eight different durations of infection-acquired immunity, \( T_n \), and varying durations of vaccine-acquired immunity, \( T_v \). The endemic steady state is shown for small values of \( p \). A Hopf bifurcation, as indicated by an open circle on the different coloured lines, occurs as \( p \) increases, so that to its right, the mean infection prevalence is calculated from periodic cycles. Once the endemic steady state loses stability through the Hopf bifurcation, the stable periodic cycles extend to \( p = 1 \). When
vaccine-induced immunity is shorter \((T_v < T_n)\), a smaller vaccinated proportion \(p\) is required to generate sustained oscillations. That vaccination can induce oscillations has previously been noted (Lavine et al., 2011), but only in the case in which infection-acquired and vaccine-acquired immunity were of the same duration.

Under a short duration of infection-acquired immunity relative to the average lifespan (Fig 2a–c), vaccination which delays primary infection cannot materially reduce prevalence, even at high vaccination coverage, e.g. \((T_n, T_v) = (20, 20)\) and \(p \approx 1\). For long-lived infection-acquired immunity \((T_n \geq 40; \text{Fig } 2d–h)\), a vaccine with long vaccine-acquired immunity leads to a lower infection prevalence as the vaccinated proportion and duration of vaccine-acquired immunity increase (as expected).

As the vaccinated proportion increases, the mean infection prevalence can reach a level greater than that without vaccination (as marked by the gray dashed line). This effect is most noticeable when the duration of infection-acquired immunity is short, \(T_n = (10, 20, 30)\), where waning immunity is a fast process relative to the demographic time scale (note the different colour scale in Fig 2a–c). In a brief exploration, we compared the infection prevalence of the SIRWS-delay model while keeping \(T_v\) fixed at 10 years and allowing the rates of waning vaccine-induced immunity from \(V \rightarrow S\) (a two-step process via the compartment \(W_v\)) to differ. In this limited exercise, the conclusions drawn were similar (results not shown).

We now look at the peak heights of infection prevalence over periodic cycles and the interepidemic period. The maximum proportion of infectious cases is shown in Fig 3 for \(p = 0.2\) (a) and \(p = 0.6\) (b) for varying \(T_n\) and \(T_v\). The peak heights of the periodic cycles are best described by considering the natural immunity transition from long-lived to short-lived. At the right of Fig 3a, there are no periodic cycles (for large \(T_n\)). Cycles start upon crossing the first Hopf bifurcation (moving from right to left). The peak heights of these cycles grow as we move left, reaching a maximum at the line marked by filled circles. These peak heights then decrease before crossing the second Hopf, and the cycles become unstable and cease. For higher vaccination coverage \(p = 0.6\), the behaviour of the peak heights (Fig 3b) is similar. The Hopf bifurcation giving rise to periodic cycles occurs at a value of \(T_n\) higher than 30 (and is thus not shown).

More long-lasting natural immunity results in higher peaks, but also a longer interepidemic period (Fig 4). These two measures play a role in determining the mean infection prevalence. Peak heights and interepidemic period of the SIRWS-bypass model show a similar pattern; see Appendix B, Fig B.11.

To look further into the infection prevalence (which is the sum of two infectious compartments), we examine the distribution of the population across the eight model compartments. Fig 5b shows that while the mean infection prevalence can increase with vaccination coverage, the mean primary infection prevalence \((I_1)\) is strictly decreasing. The overall increase in transmission is due to increased secondary infections. Additionally, sufficient vaccination coverage may change the main driver of transmission from primary infections to
Figure 2: The mean infection prevalence for the SIRWS-delay model. The mean infection prevalence is shown for varying vaccinated proportion, duration of infection-acquired immunity $T_n$ years (plots) and duration of vaccine-acquired immunity $T_v$ years (colours). The gray dashed line indicates the mean infection prevalence in the absence of vaccination ($p = 0$). An open circle on a line denotes a Hopf bifurcation. To its left is the endemic steady state, and to its right, the average infection prevalence as calculated over periodic cycles.
Figure 3: The infection prevalence peaks for varying durations of infection-acquired immunity ($T_n$) and durations of vaccine-acquired immunity ($T_v$) for the SIRWS-delay model. Contour plots of the peak heights of the infectious proportion ($I_1 + I_2$) are displayed for $p = 0.2$ (a) and $p = 0.6$ (b). The shaded area indicates where $T_v > T_n$, and the gray dashed line marks where $T_v = T_n$. The Hopf bifurcation lines are shown by red dash-dotted lines. The line with filled circles indicates the points in parameter space with the maximum peak height of the periodic cycles; between this line and the line of Hopfs at $T_n \approx 2$, the peaks decline to 0.

Figure 4: The interepidemic period at $p = 0.6$ for the SIRWS-delay model. The gray dashed line indicates where $T_v = T_n$, and shaded region where $T_v > T_n$. The red dash-dotted line represents the branch of Hopf bifurcations, where the period is approximately 1.
secondary infections (compare $p = 0$ and $p = 0.8$ in Fig 5b). This pattern is maintained over different combinations of ($T_n, T_v$); see Appendix C, Fig C.12.

From a public health perspective, the contribution of secondary infections to transmission (i.e. the force of infection, if secondary and primary infections are equally infectious) may lead to under-reporting of infections. Consider the scenario in which a primary infection is associated with severe disease, and a secondary infection is considered mild or asymptomatic. Vaccination could plausibly act by protecting the individual from disease (if not by blocking the infection altogether), so that a subsequent infection without symptoms may be unnoticed. Where infection in infants may be associated with higher disease morbidity, a vaccine that delays a primary (severe) case would allow the individual to be older (on average) at first infection.

3.2. The ratio of secondary infections to primary infections

Having shown that the main driver of transmission can switch from primary to secondary infections, we now vary the vaccination coverage, duration of infection-acquired immunity and that of vaccine-acquired immunity ($p, T_n, T_v$ respectively) and examine the ratio of secondary to primary infections, which is calculated by dividing $I_2$ by $I_1$. This allows us to explore how these factors influence the role of primary and secondary infections in determining the force of infection. A better understanding of the composition of the force of infection (and thus transmission) provides for a clearer interpretation of case notification data.

In our model, where primary and secondary infections are equally infectious, a higher prevalence of secondary infections (i.e. a ratio above 1) makes secondary infections the main contributor to the force of infection. If secondary infections were less infectious, this need not be the case. For very short infection-acquired immunity relative to lifespan, secondary infections are always the main source of transmission, independent of vaccination coverage (Fig 6a). As infection-acquired immunity lasts longer, primary infections become the main transmission source when there is insufficient vaccination coverage (Fig 6b). For infection-acquired immunity lasting longer still, primary infections are the main source.
contributor to transmission, independent of vaccination coverage (the ratio is below 1; Fig 6d–h).

3.3. The mechanism of immune boosting changes the driver of transmission

Now we compare the infection prevalence of the SIRWS-delay and SIRWS-bypass models (where an immune boosting for those with vaccine-acquired immunity either delays or bypasses a primary infection respectively; see Fig 1). The mean infection prevalence of the SIRWS-bypass model (Appendix B, Fig B.10) is always lower than that of the SIRWS-delay model, so vaccination is more effective at reducing infection prevalence where immune boosting bypasses a primary infection. Where infection-acquired immunity is short-lasting, the mean infection prevalence of the SIRWS-bypass model can also exceed the level of that without vaccination. The decline in primary infection prevalence as vaccination coverage increases in the SIRWS-bypass model (Fig 7) is steeper than in the SIRWS-delay model, and this is consistent for other combinations of \((T_n, T_v)\), as shown in Appendix C, Fig C.13.

Similar to the SIRWS-delay model, when the duration of infection-acquired immunity is much shorter than lifespan for the SIRWS-bypass model, secondary infections are the main driver of transmission independent of vaccination coverage (Figure 8a). As infection-acquired immunity lasts longer, sufficient vaccination coverage swaps the main driver of transmission from primary infections (below dashed line) to secondary infections (above dashed line).

For both models, secondary infections contribute most to the force of infection when infection-acquired immunity is short, as reflected in the ratio of secondary to primary infections (Fig 6a and Fig 8a). However, the ratio is much higher in the SIRWS-bypass model. Differences of the two models become more apparent under longer infection-acquired immunity (e.g. \(T_n \geq 30\) years). Primary infections become and remain the main contributor to the force of infection (and hence transmission) independent of vaccination coverage when immune boosting delays a primary infection. In contrast, where immune boosting bypasses a primary infection, sufficient vaccination coverage can shift the main driver of transmission from primary to secondary infections.

A further comparison shows there is a region in the \((T_n, T_v)\) parameter space where the main driver of transmission is different between the two models. In Fig 9a–c, the main source of transmission is primary infections to the left of the line, and secondary infections to the right for the SIRWS-delay (blue line) and SIRWS-bypass (red line) models for three different levels of vaccination coverage. In the shaded area the immune boosting mechanism determines if the main driver of transmission is primary or secondary infections. This shaded region grows with increasing vaccination coverage. The infection prevalence of the two models are shown in Fig 9d–e, an example demonstrating how the dominant driver of transmission remains primary infections (d) or swaps to secondary infections (e) as vaccination coverage increases. This behaviour is maintained over different combinations of \((T_n, T_v)\); see Appendix C, Fig C.14.
Figure 6: Secondary to primary infection ratio for the SIRWS-delay model. Vaccinated proportion, duration of infection-acquired immunity (plots) and duration of vaccine-acquired immunity (colours) are varied. Dashed lines indicate equal numbers of primary and secondary infections (ratio = 1). The numbers on lines indicate $T_v$ where the colours may be harder to distinguish (a–b).
Figure 7: The mean of the eight compartments for the SIRWS-bypass model. ($T_n = 20$ years; $T_v = 12$ years)

Figure 8: Secondary to primary infection ratio for the SIRWS-bypass model. Vaccinated proportion, duration of infection-acquired immunity (plots) and duration of vaccine-acquired immunity (colours) are varied. Dashed lines indicate where the ratio is equal to 1. The numbers on lines indicate $T_v$, where the colours may be harder to distinguish (a–b). Note the different vertical scale in (a).
Figure 9: Ratio of secondary to primary infections. (a–c) Secondary to primary infections ratios of one are shown for the SIRWS-delay (blue) and SIRWS-bypass (red) models for different levels of vaccination coverage, $p$. For each model the main driver of transmission is primary infection to the right of the line, and secondary infection to the left. The shaded regions show parameter ranges where the main drivers of transmission in the two models are different. Dashed lines show where $T_n = T_v$. Crosses mark the space $(T_n, T_v) = (30, 18)$. The mean infection prevalence is shown for the SIRWS-delay (d) and SIRWS-bypass (e) models for $(T_n, T_v) = (30, 18)$. 
4. Discussion

We have used our extended SIRWS models to show how infection prevalence changes with differences in (i) the durations of infection- and vaccine-acquired immunity and (ii) the assumed mechanism through which immune boosting acts. We have shown that the main contributor to the force of infection (and thus transmission) depends on a complex interplay among the level of vaccination coverage, the duration of infection- and vaccine-acquired immunity, and the mechanism through which immune boosting provides protection (delaying or bypassing a primary infection). Where infection-acquired immunity is relatively short (below 30 years), or where vaccine-acquired immunity is not long-lasting (10 years or under), vaccination does not markedly reduce infection prevalence. While the mean infection prevalence may increase with vaccination coverage (most noticeable when immunity is not long-lasting), the primary infection prevalence is strictly decreasing. The reduction may be countered by a rise in secondary infections. Where immune boosting delays a primary infection and infection-acquired immunity is relatively long, primary infections remain the main driver of transmission (independent of vaccination coverage). In contrast, under a scenario where immune boosting bypasses a primary infection, the main driver of transmission switches from primary infections to secondary infections given sufficiently high vaccination coverage and long-lasting vaccine-acquired immunity.

In addition to exploring two different ways immune boosting may act to provide protection and separately accounting for the duration of infection- and vaccine-acquired immunity, the model presented here also distinguishes between primary and secondary infections. This was necessary to show that the dominant driver of transmission is dependent on the level of vaccination coverage, differences in the durations of infection- and vaccine-acquired immunity, and the mechanism through which immune boosting provides protection. Both models presented (SIRWS-delay and SIRWS-bypass) simplify to the SIRWS model (as investigated by Lavine et al. (2011)) when there is no difference between the duration of infection- and vaccine-acquired immunity ($T_n = T_v$). However, we note two elements that the ‘simplified’ SIRWS model overlooks. First, allowing these durations of immunity to differ brings significant changes in the infection prevalence. Second, the composition of the infection prevalence varies substantially when immune boosting bypasses rather than delays a primary infection. A higher prevalence of secondary infections (as reflected in a higher ratio of secondary to primary infections) would add difficulty in identifying cases and thus make it more challenging to prevent transmission.

Our study focuses on a vaccine that provides the same protection as a natural infection except for its duration of immunity. We have not considered a vaccine that may reduce susceptibility or infectiousness. Magpantay et al. (2014) showed there can be large differences in infection prevalence between a vaccine that reduces susceptibility and a waning vaccine. Rozhnova and Nunes (2012) compared different models of transmission with different assumptions of waning natural immunity (in the absence of vaccination) to reveal very different steady
state infection prevalence. Our study complements theirs by showing that the
infection prevalence and its composition can largely vary under the presence of
vaccination and immune boosting. The boosting of immunity is modelled here
as an instantaneous transition to ‘full’ immunity. How to best capture the com-
plexity of this biological phenomenon and link it to observed population-level
epidemiological patterns is pathogen-specific and remains an open question.

A second component that deserves further attention is the effects of age-
structure on the force of infection, which we have not considered in our study.
Where infection in infants may be associated with higher disease morbidity,
a vaccine that delays a primary (severe) case would result in the individual
being older (on average) at first infection. The implication of a higher average
age of first infection is that the transmission would likely be affected due to
mixing patterns between different ages (Mossong et al., 2008). Indeed, studies
have found that different mixing patterns can have a significant impact on the
transmission dynamics of an infectious disease (Kinyanjui et al., 2015; Lavine
et al., 2012).

Our finding that decreased primary infection may not have a substantial
impact on the overall infection prevalence due to secondary infections is con-
sistent with that of Águas et al. (2006). However, while they modelled the
boosting of immunity as an infectious process, our interpretation of boosting
as a non-infectious process allows immune boosting to be more easily triggered
than a transmissible infection ($\nu > 1$). The resulting dynamics of the SIRWS
model depend critically on this assumption; without it the model is unable to
generate sustained oscillations ($\nu < 1$) (Leung et al., 2016). Note that other
approaches can lead to sustained oscillations when the boosting occurs at a rate
less than the force of infection ($\nu < 1$), such as the SIRS model with time delays
(Barbarossa et al., 2017). Both our model and the one used by Heffernan and
Keeling (2008) showed that the interplay between immunity and vaccination
can induce large-amplitude oscillations. Our model differs from theirs in that
we had two ‘stages’ of immunity (fully protected, or waning) while they dis-
cretised a population-level transmission model into many immune stages linked
by a model of within-host dynamics. Gomes et al. (2004) showed vaccination
may fail to lower the infection prevalence due to reinfection. We complement
their result by showing that even when transmission is not driven by reinfec-
tions (but instead by primary infections), vaccination may not be effective at
lowering infection prevalence.

From an epidemiological and public health perspective, the peaks associated
with the oscillations (Fig 3) could stretch public health services over short in-
tervals. Knowing whether primary or secondary infections are the main drivers
(translated to severe or asymptomatic cases) may affect the vaccination strate-
gy if the main goal of the vaccination programme is to prevent disease (if
not to prevent infection altogether). Our results show that since the advent
of vaccination, asymptomatic cases may be on the rise and be an important
source of continued transmission. These potential asymptomatic cases may not
necessarily be recorded (or observable) in data.

Vaccines may also reduce an individual’s ability to acquire or transmit a
subsequent infection. We have not explored the potential impact of reduced susceptibility or reduced infectiousness on the epidemiological patterns of disease under the presence of immune boosting. How these reductions may influence the composition of the infectious population and epidemiological patterns in the presence of immune boosting is left for future work. Our study highlights the importance of obtaining a better understanding of the persistence of immunity for any particular pathogen. Untangling the mechanisms responsible for protection against infection, against disease and against transmission remains a challenge.
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Appendix A. Absence of limit cycles in the SIRS model with immune boosting

In this appendix we reduce the SIRWS model studied by Dafilis et al. (2012) from a four-dimensional system to a three-dimensional system and show that the three-dimensional system (unlike the four-) does not exhibit limit cycles.

Under specific substitutions detailed in the main text, the SIRWS-delay and SIRWS-bypass model both simplify to the SIRWS model described by the following differential equations:

\[
\begin{align*}
\frac{ds}{dt} &= \mu (1 - s) - \beta is + 2\kappa w, \\
\frac{di}{dt} &= \beta is - \gamma i - \mu i, \\
\frac{dr}{dt} &= \gamma i - 2\kappa r + \nu \beta iw - \mu r, \\
\frac{dw}{dt} &= 2\kappa r - 2\kappa w - \nu \beta iw - \mu w.
\end{align*}
\]

In this model, the average transition time from \( r \to w \to s \) in the absence of immune boosting is \( 2/(2\kappa + \mu) \), which becomes approximately \( 1/\kappa \) for \( \mu \ll 1 \).

Now we combine the compartments \( r \) and \( w \) to reduce the system by one dimension by introducing a compartment \( R \). We let

\[ R = r + w \]

and introduce \( 1/\kappa \) to be the average transition time from \( r \to w \to s \), denoted by

\[
\frac{1}{\kappa} = \frac{1}{2\kappa} \quad + \quad \frac{1}{2\kappa} \left( \frac{\nu \beta i + 2\kappa}{2\kappa} \right) ,
\]

where the first term is the average time from \( r \to w \) and the second term is the average time from \( w \to s \).
which can be further simplified to

\[ \frac{1}{\hat{\kappa}} = \frac{\nu \beta I + 4\kappa}{4\kappa^2} . \]

Under the reduction from two immune compartments to one (and using capital letters to denote the different compartments of the reduced system), the SIRWS model described in Eq (A.1) becomes

\[ \frac{dS}{dt} = \mu(1 - S) - \beta IS + \hat{\kappa}R , \quad (A.2a) \]
\[ \frac{dI}{dt} = \beta IS - \gamma I - \mu I , \quad (A.2b) \]
\[ \frac{dR}{dt} = \gamma I - \mu R - \hat{\kappa}R , \quad (A.2c) \]

where \( \hat{\kappa} \) is the transition rate from \( R \rightarrow S \).

Recalling that \( S + I + R = 1 \) and substituting for \( \hat{\kappa} \), Eq (A.2) can be rewritten as

\[ \frac{dS}{dt} = \mu(1 - S) - \beta IS + \frac{4\kappa^2}{\nu \beta I + 4\kappa}(1 - S - I) , \quad (A.3a) \]
\[ \frac{dI}{dt} = \beta IS - \gamma I - \mu I , \quad (A.3b) \]
\[ R = 1 - S - I . \quad (A.3c) \]

The system described by Eq (A.3) has two equilibrium states. The ‘trivial’ equilibrium corresponds to the disease-free state

\[ S_0^* = 1 , \]
\[ I_0^* = 0 . \]

The nontrivial equilibrium corresponds to the endemic state

\[ S_1^* = 1/R_0 , \]

where \( R_0 = \beta/ (\gamma + \mu) \), and \( I_1^* \) is the positive root of the quadratic equation

\[ -\nu \beta(\gamma + \mu)(I^*)^2 + \left( \mu \nu \beta (1 - 1/R_0) - 4\kappa(\gamma + \mu) - 4\kappa^2 \right) I^* \]
\[ + (4\kappa \mu + 4\kappa^2)(1 - 1/R_0) = 0 . \quad (A.4) \]

The characteristic polynomial of the Jacobian at the endemic equilibrium \( (S_1^*, I_1^*) \) is given by

\[ F(\lambda) = \lambda^2 + a_1 \lambda + a_0 , \]

where

\[ a_1 = \mu + \beta I_1^* + \frac{4\kappa^2}{\nu \beta I_1^* + 4\kappa} . \]
\[ a_0 = \beta I_1^* \left[ \gamma + \mu + \frac{4\kappa^2 \beta \nu (1 - S_1^* - I_1^*)}{(4\kappa + \nu \beta I_1^*)^2} + \frac{4\kappa^2}{4\kappa^2 + \nu \beta I_1^*} \right]. \]

Using the Routh–Hurwitz criteria, for \( R_0 > 1 \) the roots of \( F(\lambda) \) have negative real-parts. Thus, the endemic equilibrium is asymptotically stable, and the system described by Eq (A.3) does not exhibit limit cycles arising from Hopf bifurcation.
Appendix B. Additional figures for the SIRWS-bypass model

In this appendix we present figures of the SIRWS-bypass model. Comparing Fig B.10 to its analogue Fig 2 for the SIRWS-delay model, both models undergo a Hopf bifurcation with sufficient vaccination coverage. The average infection prevalence over periodic cycles may still rise above the scenario that is without vaccination. The infection prevalence peak heights and interepidemic period of the SIRWS-bypass model in Fig B.11 complement the analogous Fig 3b and Fig 4 of the SIRWS-delay model.

Figure B.10: Mean infection prevalence of the SIRWS-bypass model. The mean infection prevalence is shown for varying vaccinated proportion, duration of infection-acquired immunity (plots) and duration of vaccine-acquired immunity (colours). The gray dashed line indicates the mean infection prevalence in the absence of vaccination ($p = 0$). An open circle on a line denotes a Hopf bifurcation that generates sustained oscillations. To its left is the endemic steady state, and to its right, the average infection prevalence as calculated over periodic cycles. Note the different colour scale in a–c.
Appendix C. Additional comparisons of the SIRWS-delay and SIRWS-bypass models

In this appendix we provide additional comparisons of the SIRWS-delay and SIRWS-bypass models. Fig C.12 and Fig C.13 show the decreasing trend in primary infection prevalence over increasing vaccination coverage for both models. Fig C.14 shows a potential swap in the main driver of transmission (assuming primary and secondary infections are equally infectious) from primary to secondary infections as vaccination coverage increases.
Figure C.12: Mean of the eight compartments of the SIRWS-delay model. (a–d): \((T_n, T_v) = (40, 30)\), (e–h): \((T_n, T_v) = (60, 10)\), (i–l): \((T_n, T_v) = (80, 80)\).
Figure C.13: Mean of the eight compartments of the SIRWS-bypass model. (a–d): $(T_n, T_v) = (40, 30)$, (e–h): $(T_n, T_v) = (60, 10)$, (i–l): $(T_n, T_v) = (80, 80)$. 
Figure C.14: Mean prevalence of primary and secondary infections for the SIRWS-delay and SIRWS-bypass models.
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