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Abstract

In view of arising demand for indoor Location-Based Services (LBS), many indoor posi-
tioning systems (IPS) have been developed by utilizing various technologies and yet none
of them are gaining mainstream adoption. Perhaps the most promising IPS are those which
are based on smart-devices, because the smart-devices are increasingly widespread and
originally equipped with several useful sensors. This thesis aims at proposing accurate indoor
positioning methods that leverage on ready infrastructure like smart-devices and Wi-Fi access
points. Pedestrian Dead-Reckoning (PDR) is employed for its simplicity. In order to retain
the relatively high positioning accuracy of PDR for long-term positioning, the Received
Signal Strength Indicator values obtained from the site’s Wi-Fi access points are used in
two unique ways to mitigate the accumulative error of PDR. Besides, the estimated position
of individual pedestrian can also be refined via an iterative process based on information
derived from a Directed Graph. The Directed Graph is used to represent the relations among
the pedestrians and the site’s Wi-Fi access points. The proposed indoor positioning methods
had been tested at real sites within Swinburne University of Technology Sarawak Campus,
and were benchmarked against some existing indoor positioning methods. The test results
imply that the proposed methods outperform some existing methods in terms of positioning

accuracy.
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Chapter 1

Introduction

1.1 Motivation

The integration of Global Positioning System (GPS) technology into mobile devices like
laptops and smart-devices has resulted in a tremendous growth of Location-Based Services
(LBS) recently. LBS [66] can be defined as services that offer information, entertainment
and security to the end user through a mobile device according to the device’s geographical
location — to name a few, providing navigation guidance for the user to reach desired
destinations, streaming advertisements and coupons of nearby stores to potential customers,
and tracking people and assets for security purposes.

The core of reliable LBS is to track the target’s real-time location accurately. GPS has
been commonly acknowledged as the most reliable location-sensing system for civilian
use, which is able to achieve an accuracy up to 5 meters [27]. Unfortunately, GPS is only
usable when there’s Line-Of-Sight (LOS) connection to at least four satellites [26, 38], thus
rendering it unreliable in indoor environments [24, 47] where obstruction of satellites signals
due to obstacles like floors and walls can be very severe. Hence, the LBS to date are mostly
developed for outdoors. However, as people nowadays spend most of their time in indoors
[84] like multilevel offices, mega-malls, universities and transportation facilities, indoor LBS
are getting rather essential.

In view of the great potentials of indoor LBS, indoor positioning has become an in-
creasingly popular research topic. In fact, many solutions to indoor positioning, aka Indoor
Positioning Systems (IPS), have already been developed by utilizing various technologies
[16, 22, 47, 82, 84] encompassing cellular networks, Micro-Electro-Mechanical Systems
(MEMS) sensors [24], Wi-Fi [80], Ultrasound [78], Ultra-Wideband (UWB) [4], Radio
Frequency Identification (RFID) [9] and Bluetooth [85]. Though so, none of the existing IPS

are considered de facto standard for indoor positioning due to their uniqueness in various
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aspects such as accuracy and cost. While higher accuracy is naturally desirable for an IPS,
its corresponding cost remains a major concern that affects its popularity. The cost of an
IPS may depend on a variety of factors like resources and inconveniences, that are necessary
for its deployment. Oftentimes, higher accuracy comes with higher cost as the hardware
involved gets increased either in quantity or quality. For example, Active Bat [6] may be
more accurate than Active Badge [ 78] as their accuracies are centimetre-level and room-level,
respectively; but the former incurs higher cost because it requires comparatively greater
amount of sensors to be installed at the site [22].

Smart-devices (e.g. smart-phones and tablets) and Wi-Fi Access Points (AP) have been
widespread recently, thereby triggering a growing interest among researchers in utilizing
these ready infrastructure in designing their IPS as an effort to minimize deployment cost
while achieving sufficient positioning accuracy. Besides having wireless capabilities (e.g.
Wi-Fi and Bluetooth), smart-devices are also equipped with a variety of sensors such as
3-axial accelerometers, gyroscopes and magnetometers, which can be harnessed to provide
information about the user’s body movements. Therefore, Pedestrian Dead-Reckoning (PDR)
and Received Signal Strength Indicator (RSSI) based approaches namely Fingerprinting
and Lateration are among the most popular positioning techniques employed in these smart-
device based IPS. Certainly these techniques are not without limitations, yet they could
individually be refined or combined with one another via appropriate use of filters, settings,

etc to achieve even better performance in terms of accuracy and robustness.
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1.2 Research Objective

The key objective of this research is to propose a new solution to estimating the location of
smart-device-carrying pedestrian in a Wi-Fi enabled indoor environment, whilst meeting the

following criteria:

* Minimum cost: In order to ease the adoption of an IPS by the mass of pedestrians, its
associated cost ought to be kept minimum. Besides the resources (i.e. time, money
and labor) that are necessary for IPS installation and maintenance, the cost includes
the inconveniences that may be imposed on the user — for instance, requiring the
users to carry additional and/or dedicated hardware that might restrict their usual body
movements.

* Decent Accuracy: The metric used for evaluating the accuracy of an IPS is the dis-
crepancy (error) between its estimation result and pedestrian’s actual position. The
lower the discrepancy, the higher the accuracy. Higher accuracy is of course more
desirable, however compromises the cost. As the emphasis is placed on estimating
the indoor position of pedestrian for general LBS purposes, IPS that is able to tell the
pedestrian’s indoor location with meter-level accuracy should be sufficient since its
outdoor counterpart (i.e. GPS) has a similar level of accuracy as well. Centimeter-level
accuracy seems superfluous in indicating the pedestrian’s position on a map that depicts
the building’s indoor layout and segmentation (e.g. floors, rooms and walkways) at

reasonable resolution.

* Decent Robustness: Robustness of an IPS can be defined as its resilience and ability to
compute the pedestrian’s location despite the information obtained for computation is
incomplete. Information may be incomplete at times because of signal loss for some
reasons. For example, sole Wi-Fi -based Tri-Lateration shall fail entirely when less
than three Wi-Fi sources are available for provision of necessary signals. Therefore,
seamless cooperation between different positioning techniques or technologies is more

favored for the sake of higher robustness.
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1.3 Problem Statement

On the basis of research objective, the proposed solution is confined to leverage only the ready
infrastructure (i.e. smart-device and Wi-Fi access points) without introducing additional
hardware.

Indeed, there is a considerable amount of existing works that have utilized the same
infrastructure. Most of them were inspired thanks to a variety of sensors (e.g. accelerometers,
gyroscopes and magnetometers) originally embedded on the smart-device that enable the
implementation of PDR. PDR is attractive for being a stand-alone solution that estimates
the pedestrian’s position by detecting their step and heading based on data solely extracted
from the specified sensors. Unfortunately, these sensors especially the low-cost ones like
smart-device’s are bound to suffer from inherent biases and drifts, thereby jeopardizing
PDR'’s long-term performance.

Alternatively, since the smart-device has the wireless capabilities to communicate with
surrounding Wi-Fi or Bluetooth counterparts, conventional positioning techniques such as
Lateration and Fingerprinting could be viable by making use of the wireless signals. Typically,
RSSI values of detected signals are measured and assumed to correspond the transceivers’
positions or separation distances based on theoretical or empirical models. However, the
assumption itself is barely practical because these radio signals are notorious for being erratic
at times owing to radio multipath, reflection, etc, especially in indoor environments where
obstacles are plenty. Nevertheless, the aforementioned positioning techniques have their
merits, and therefore the challenge lies in resolving their associated drawbacks in order to
achieve reliable indoor positioning.
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1.4 Contributions

The contributions of this work are:

proposes a scheme that refines PDR-estimated position by making use of relatively
stronger RSSI as well as compass bearing.

proposes a scheme that utilizes RSSI to correct PDR-estimated heading based on linear

regression.

findings showing that the proposed schemes outperform some existing PDR-based

indoor positioning methods in terms of accuracy and robustness.

uses Directed Graph to represent the relations among pedestrians.

proposes a collaborative positioning method that derives information from the Directed
Graph to improve the positions estimated by PDR or Tri-Lateration via a Particle Filter
-based iterative process.

1.5 Thesis Structure

The rest of this thesis is organised into six chapters. Chapter 2 summarizes the fundamentals
of indoor positioning as well as some related works. Chapter 3 describes the setup and
preliminaries that were necessary for the evaluations of proposed methods. Chapter 4
discusses the two proposed schemes that improve PDR-estimates. Chapter 5 discusses the
proposed collaborative method that refines position estimates based on Directed Graph and
Particle Filter. Finally, Chapter 6 summarizes this thesis and provides some directions for

the future work.






Chapter 2
Background

This chapter gives an overview over the fundamentals of indoor positioning by discussing the
major types of signal measurements which are used to convey the geometric relation between
wireless sensors, and conventional positioning techniques including PDR and Lateration. In
addition, Bayesian filters namely Kalman filter and Particle filter are also briefly described, as
they have been widely employed to fuse multiple information for optimal estimates. Lastly, a
summary of some related works is also presented. Portions of the material presented in this
chapter had been published [45].

2.1 Geometric Measurements with Wireless Technologies

Various wireless technologies including RFID and Ultrasound have been favored among the
existing IPS, because their corresponding wireless transmissions could be useful in deriving
measurements that tell the geometric relation between the sensors. Nevertheless, the derived
measurements are fallible because the wireless signals (i.e. electromagnetic waves and
sound waves) are susceptible to wave phenomena (e.g. multipath, interference, reflection and
refraction) especially in indoor environments where obstacles made of various materials are
present. Some major geometric measurements based on wireless transmission are described
here. These geometric measurements provide core estimates (e.g. distance or angle) that are
required by certain conventional positioning techniques in computing the position. Note that
beacon node denotes the sensor which location is known, and mobile node represents the

sensor held by the moving object of interest (i.e. pedestrian).
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Time of Arrival (TOA)

TOA, also known as Time of Flight (TOF), is the time taken for a radio signal transmitted
from node A to arrive at node B. While measuring the TOA, the involved nodes must be
tightly synchronized, and the time-stamp of transmission signal is crucial. The distance
between the two nodes can be calculated by simply multiplying the measured TOA with

speed of the wave.

Time Difference of Arrival (TDOA)

TDOA is the time difference between the two TOAs, which can be measured in two different
ways: firstly, a reference signal broadcast by a mobile node to reach a pair of beacon nodes;
secondly, signals emitted by a pair of beacon nodes to reach a mobile node [16]. In either
ways, the beacon nodes have to be in sync. An TDOA results in a hyperbola that represents
the likely positions of the mobile node (say m) in relative to the two beacon nodes (say i and
J), based on the equation [47]:

di.j = \/(xi —Xm)?+ (i = ym)> + (2 —2m)* — \/(Xj —xm)> 4 (Vj = ym)> + (2j = 2m)?
(2.1)
where d; ; denotes the constant range difference which can be calculated by multiplying
the measured TDOA with speed of the wave; x, y and z denote the coordinates in three

dimensional space.

Round Trip Time (RTT)

RTT is the time required for a signal sent by node A to arrive at node B followed by an
acknowledgement signal replied by node B after a response delay to reach node A. So, it’s
basically a summation of two TOAs and a response delay. As RTT is measured by node A by
keeping track of the times it sends the signal as well as receives the acknowledgement, this
eliminates the necessity of having synchronization like that of TOA measurement. However,
the difficulty lies in measuring the exact response delay which ideally has to be excluded
from RTT in order to derive the distance between the nodes. Nonetheless, the delay could be
ignored when it’s substantially smaller than the total transmission time [47]. The distance
between the two nodes is simply the multiplication between halved RTT and speed of the

wave.



2.1 Geometric Measurements with Wireless Technologies 9

Phase Difference of Arrival (PDOA)

There are three main variants of PDOA, and they can be distinguished as Time Domain (TD),
Frequency Domain (FD) and Spatial Domain (SD) [55]. Note that the phase of the signal
received by the reader is expressed as:

¢ =0p+ o+ (2.2)

where ¢, denotes the phase accumulated due to electromagnetic propagation, ¢, denotes the
phase offset caused by hardware like cables and antenna components, and ¢, denotes the
backscatter phase from the mobile node.

TD-PDOA is the difference between the phases received by the beacon node at two
different time instances (say #; and f;), which can be used to derive the mobile node’s radial

velocity (say V;), as expressed by the equation:

( (ptz (Ptl )

Radial velocity, V, = —
adial velocity PPy —,

(2.3)
where c is the light’s speed and f is the signal’s frequency. Nonetheless, the assumption
is that the mobile node’s moving speed, ¢, and ¢, are constant during the corresponding
interval.

FD-PDOA is the difference between the phases received by the beacon node at two
different frequencies (say fi and f>), which can be used to estimate the distance between
mobile node and beacon node, as expressed by the equation:

(¢f2 ¢f1)
an fr—fi

Yet, the assumption is that the mobile node, ¢, and ¢, remain stationary during the FD-PDOA

Distance, d = — 2.4)

measurement.
SD-TDOA is the difference between the phases received by two different antennas at the
same frequency channel, which can be used in deriving Angle of Arrival (AOA) as expressed

by the equation:

—~ . Y (‘Pb - (Pa)
AOA, 0 = arcsin {— %”T} (2.5)

where D is the distance between two antennas on the antenna array. A simple illustration for
this is given in Figure 2.1. However, the assumption is that the transmitter is considerably far
from the antenna array, and signals received at the antennas are parallel. Further discussions
on AOA estimation algorithms using antenna array can be found in [17, 39].
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Fig. 2.1 Derivation of AOA from SD-TDOA.

Received Signal Strength Indicator (RSSI)

RSSI is a measure of power still present in the propagated radio wave when it is detected
by a receiver. The RSSI value is typically represented in dBm, on a scale particular to
the hardware chip-set. Greater RSSI value means shorter distance between transmitter and
receiver. Several theoretical and empirical models [50, 58, 65, 67] could be used to express

the correlation between RSSI and distance, and one of popular ones is shown below:
R = —10nlog,;,d+¢ (2.6)

where R denotes the RSSI obtained at distance d, B denotes the RSSI measured at a reference
distance which is usually 1 meter from the transmitter, n denotes the path loss exponent
which typically ranges from 2 to 6 for indoor environments, and € denotes a Gaussian random
variable with zero mean and standard deviation o,;. However, as the models assume that
RSSI varies logarithmically with increasing distance in any directions from the source, their
reliability are limited especially in indoor environments due to Non-Line-Of-Sight (NLOS)
conditions as well as other factors like hardware specifications (e.g. chipset and antenna) and
antenna’s orientation.
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2.2 Conventional Positioning Techniques

Proximity

This technique localizes the mobile node simply by binary connectivity between the mobile
node and the beacon node. The beacon nodes are usually uniformly distributed over the
area of interest. When the mobile node senses a beacon node via wireless communication,
it is considered to be within the transmission range of corresponding beacon node. In case
when two or more beacon nodes are detected simultaneously, only the one which contributes
the strongest signal strengths shall be referred. However, the technique’s limitation is that
it tells not the absolute position (i.e. coordinates) but relative whereabouts of mobile node.
For example, Cell Identification or Cell of Origin (COOQ) is a real-life application of this
technique that tells which zone the cellular telephone lies within by identifying its associated
cell tower. For indoor scenarios, the estimation resolution can be improved by covering the
site of interest with higher density of beacon nodes which are preferably low-cost such as
RFID tags [9].

Lateration

The concept of this technique is to deduce the mobile node’s position by knowing how far it
is apart from the reference node. The separatio, dlsta ce can be derived from measurements
like RSSI, TOA, TDOA, RTT and PDOA. g@l[gae gﬂauon distance known, the node’s
position may be any point on the circle of the corresponding reference node as illustrated in
Figure 2.2.

’ Beacon node

‘ Mobile node’s
actual position

Mobile node’s
likely position

Fig. 2.2 lllustration: Lateration

For 2-dimensional positioning, as illustrated in Figure 2.3, three separation distances are

typically used to find the intersection which signifies the mobile node’s likely position, and
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such procedure is particularly known as Tri-Lateration. Note that circles shall be replaced
by hyperbolas when separation distances are derived from TDOAs, and the reference nodes
must be non-collinear and non-collocated. When more than three separation distances
are considered, 3-dimensional positioning is made possible and the procedure is called
Multi-Lateration instead. In reality, the intersection is likely to happen at multiple points or
may not happen at all, due to wave phenomena like multipath and absorption that result in
poorly estimated separation distances. Therefore, the absolute position is usually finalized by
finding one exact point which fulfills all the measured separation distances simultaneously in
a Least-Squares sense [37, 62]. The estimation accuracy improves when more separation
distances get taken into consideration. GPS technology is one prominent example that
employs Multi-Lateration with TOA of FPd/8teradib@me measurements [70].
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Triangulation

An AOA only implies that the mobile node may lies on anywhere along the line heading in that
specific direction from the reference, as depicted in Figure 2.4. However, the use of two AOAs
at a time enables one to pinpoint the mobile node’s 2-dimensional location. As illustrated
in Figure 2.5, a triangle can be visualized by an intersection of two AOAs from different
reference nodes whose positions are known; hence, the mobile node’s can be deduced by
finding the missing sides and angles of the triangle (based on trigonometry). Such procedure
is known as Triangulation, otherwise called Multiangulation when more than two AOAs are
considered during the computation. [68]. The latter enables 3-dimensional positioning. More
AOAs considered means better estimation accuracy. However, the drawback of this technique
is its complexity and deployment cost due to the use of directional antennas or antenna arrays
for AOA measurements (4, 46]. Nevertheless, both Triangulation and Multiangulation have a
long history in robot localization, and a sA@Ay of their diverse algorithms can be found in
[59].

’ Beacon node

A Mobile node’s
actual position

Mobile node’s
likely position

Triangulation
Fig. 2.4 Illustration: Single AOA
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-, & 2] Mobile node’s
: 61 2 ® iti

: likely position

¢< known distance >0

Fig. 2.5 Illustration: Triangulation
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Fingerprinting

The underlying concept of Fingerprinting (FP) is that each particular location within the
site of interest has a unique fingerprint. The fingerprint is actually a compilation of mea-
surements which may be derived from radio signals (e.g.RSSI) from surrounding beacon
nodes, magnetic field[10, 16, 60] and any other information that are location-dependent.
Specifically, the procedure of Fingerprinting consists of two phases: offline phase and online
phase. The offline phase serves to prepare the database prior to the online phase. In doing
so, the site of interest is first divided into sub-areas and each sub-area is represented by a
Reference Point (RP). At each RP, signals from deployed beacon nodes or related sensors
are sampled multiple times in compiling a fingerprint. All fingerprints are then stored in a
database along with position coordinates of their corresponding RPs. In the online phase, the
real-time measurements by mobile node are used to perform matching with the fingerprints
existing in the database, and hence coordinates of RP whose fingerprint yields the closest
match shall be the estimated position of mobile node. Some typical matching algorithms
are k-Nearest Neighbour (KNN), probabilistic methods, neural network, Support Vector
Machine (SVM) and smallest M-vertex polygon (SMP) [47]. More details on a variety of FP
methods can be found in [54].

Besides employing the right matching algorithm, the estimation accuracy improves by
distributing more RPs over the site of interest. More RPs means each RP’s denoted area
shrinks. However, the problem is that sometimes the measurements obtained at some RPs
might be very similar thereby causing their fingerprints hardly distinguishable. Therefore,
the allocation of RPs must be carefully done for optimal precision. Given a fixed amount
of RPs, FP’s reliability can be improved by taking more beacon nodes into consideration
[7, 30]. Though FP is well known for having high resilience towards NLOS conditions, the
major downside is its laborious and time-consuming site-survey for database start-up as well
as maintenance which is necessary to account for any changes made to the environment (e.g.
addition/removal of beacon nodes or walls). Even so, FP has been popular among the Wi-Fi
based IPS [25].
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Dead-Reckoning

Unlike all the aforementioned positioning techniques, Dead Reckoning (DR) is a self-
contained solution that requires no beacon nodes but only a single device like Inertial
Measurement Unit (IMU) which contains all the related sensors to be carried by mobile node.
The current position of mobile node is estimated by projecting forward its previous position
with known distance and heading. For 2-D scenario, the mobile node’s position P at time ¢

can be simply computed by:

P=[X 1T (2.7a)
X; =X,—1+D.cos(6) (2.7b)
Y, =Y,_1+D.sin(6,) (2.7¢)

where X and Y denote coordinates in two dimensional space, 0 is the heading and D is the
distance traveled within the time interval. The very beginning position and heading of mobile
node are often assumed known. Ideally, the consecutive positions can always be derived
by knowing the distance traveled and heading at following time intervals. There are two
ways to find the distance traveled: firstly, by double integration of successive acceleration
measurements; secondly, by detecting the number of steps by observing certain patterns
within the sensor data; the length of each step is either assumed to be constant [15, 49, 71] or
dependent on various parameters such as step frequency and acceleration variance [13, 43, 63].
Specifically, DR that employs step detection in estimating the distance traveled is regarded
as Pedestrian Dead-Reckoning (PDR). The heading is determined based on relative angular
displacement [77] or absolute direction derived from either individual or fusion of readings
from sensors like accelerometers, gyroscopes and magnetometers. However, as the sensors
inherently suffer from non-zero and non-Gaussian noises, the resultant estimations are prone

to accumulative errors thereby deteriorating DR’s reliability over time.
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2.3 Bayesian Filtering

The measurements taken by the sensors are never perfect, and so the estimates based on
them are bound to have random noises. Fortunately, if prior knowledge about the system’s
dynamics and the involved sensors is available, then Bayesian Filtering [12] can be applied to
merge them with the additional measurements/observations from other sensors to probabilis-
tically estimate the system’s states so that the error is minimized. In the context of indoor
positioning, oftentimes the state of interest is the position of tracked object and the system’s
dynamics is how the object advances from its original positions to new ones based on every
new sequence of available measurements/observations. Kalman Filter and Particle Filter are
two most commonly used Bayesian filters. Generally, the state-space model of the system is

expressed as follows:

X =g(Xe—1,U—1,Wr—1) (2.8)

i = h(x,,vt) (29)

where x is a vector representing the system’s state at time #; the function g(.) models the
system’s dynamics; z is the measurement otherwise known as measured state; the function
h(.) maps the state to a measurement; u is the control vector; and w and v denote the state’s

noise vector and measurement noise vector respectively.

Kalman Filtering

The Kalman Filter (KF) is a recursive means to optimally estimate the state of a linear
dynamics system whereby the noises are Gaussian, so that the variance of estimation errors
is minimum. There are some variations of Kalman Filter that are specifically designed
for non-linear dynamics system, but consequently the variance of estimation errors has
become approximately minimum instead [69]. Among the variations, Unscented Kalman
Filter (UKF) and Extended Kalman Filter (EKF) are two popular ones. Regardless, the
procedure of Kalman Filtering can be easily understood by firstly re-writing the model shown
by Equation (2.8) and Equation (2.9) into a linear model as follows:

Xt = A.xt_l +Bl/lt_1 +Wl—1 (210)

= Hx; +v, (2.11)
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A, B and H are matrices; the process noise w and the measurement noise v are assumed inde-
pendent of each other, and zero-mean Gaussian with covariance matrix Q and R respectively.

Once the KF model is defined, the KF algorithm that comprises two stages namely Time
Update and Measurement Update shall be iterated at every new time step or whenever new
measurement z; is available. At every iteration, the stage Time Update comes first to obtain a

priori estimates of the state x and the error covariance P at time ¢ according to the equations

X, =AX_1 + By, (2.12)

P~ =AP_AT+Q (2.13)

where X;_; and P,_; denote the a posteriori estimates of the state and error covariance
respectively at time # — 1. The resultant a priori estimates namely X, and P, are then inputted
to the stage Measurement Update to generate the corresponding a posteriori estimates by
using the equations

K, =P HT(HP HT+R)! (2.14)
& =% +K/(z—HE) (2.15)
P =P —KHP~ (2.16)

where K denotes the Kalman gain.

If one thinks that the measurement z is more credible than the prediction (a priori estimate
X7), then the covariance matrix R should be decreased for greater Kalman gain K, and hence
greater credibility is given to z in computing the aposteriori estimate X. An example of the

implementation of KF in indoor positioning is presented in Chapter 3.4.4.
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Particle Filtering

In contrast to Kalman Filter, Particle Filter (PF) is the optimal state estimator for non-linear
dynamics systems whereby the noises are non-Gaussian [24]. However, it requires relatively
higher computational time, which may be undesirable in certain cases where real-time
estimates are needed. There are several variants of Particle Filter [5, 12], such as Sampling
Importance Resampling (SIR) and Regularized Particle Filter (RPF). An example of SIR
PF application is presented in Section 4.2.1. Despite the variants, the procedure of Particle

Filtering can be generally described in 5 sequential steps:
1. Initially, a finite set of particles is generated to represent possible estimates of state x.
2. All particles are propagated according to a predefined state model.

3. Each particle is assigned a weight based on its similarity to the inputted measurements.
Higher similarity results in greater weight. All weights are normalized.

4. A new set of particles is generated by drawing particles from existing set of particles
in proportion to their assigned weights.

5. Iteration commences from step no.2 at every new time step or whenever new measure-

ment is available.

Basically, the concept behind PF is to use a finite set of independent random variables
called particles to approximately represent the posterior probability for any complex model
(which is probably non-Gaussian and multi-modal), and the posterior probability is evolved
with new measurements according to Bayes’ theorem. An example of the implementation of

PF in indoor positioning is presented in Chapter 3.4.2
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2.4 Related Work

This work focuses on investigating ways that complement Pedestrian Dead-Reckoning (PDR)
to achieve more reliable and robust indoor positioning. Therefore, this section documents
the state of the art with respect to the PDR, besides summarizing some existing indoor

positioning methods which are related to the methods proposed in this work.

Pedestrian Dead-Reckoning

Generally, there are three core components in the PDR algorithm: step detection, step/stride
length estimation and heading determination. The most common way in detecting a step
is by observing peaks in acceleration signals. Some works have considered readings from
gyroscopes and magnetometers in detecting steps [33]. The gait cycle of a human is composed
of two phases: Stance and Swing. Stance phase is when the foot flattens firmly on the ground
while Swing phase is when the foot swings forward to enter its Stance phase. The heel-
touching-ground event and heel-off-ground event that occur during transitions between the
two phases can cause spikes in the vertical acceleration, and so a step can be identified
by recognizing local minimum and/or local maximum within specifically sized sliding
windows [14, 81]. Regardless of the placement of the sensor/device, random jitters or
movements other than walking can contribute to unwanted acceleration peaks and hence the
false steps. To validate the detected step, thresholds have been introduced to be compared
against various parameters such as the variance/standard deviation of accelerations within
the sliding window [23, 57, 71], the magnitude difference between local maximum and local
minimum [31, 35, 77], and the period between two consecutively detected steps [23, 41].
As the gait cycles during normal walking are fairly consistent, similar waveforms can be
observed from sensor data. By measuring the similarities among the waveforms using
techniques like Dynamic Time Warping (DTW) and Auto-correlation, the occurrence of
step can thus be inferred [24, 44, 61]. For more robust detection of steps, classifiers are
developed to distinguish the pedestrian’s motion modes like walking, standing still and
irregular movements based on a set of features extracted from sensor data [23, 73].

Once a step is identified, its length is important to indicate the distance traveled. The
actual length of a step varies from person to person depending on factors like leg’s length and
walking speed. Persons that have longer legs tend to have bigger step length. Besides, bigger
step length is also usually observed from higher walking speed. To walk faster, naturally
the person increases the frequency of their gait cycle, and while doing so some body parts
like hip and foot may experience sharper changes in acceleration. Therefore, models that
relate the step length with frequency [23, 44, 57] or acceleration [31-33, 36, 79] have been
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attempted for online estimation of step length for different walking patterns. Nonetheless,
if the pedestrian walks normally at constant pace, implementing fixed step length for all
the detected steps throughout the walk is deemed a viable, not to mention computationally
much simpler, alternative because the variance of each step under such condition seems to be
negligible [8, 71]. Fixed step length can be predetermined either through trials [15, 49, 71]
or based on individual height and weight [14, 77, 81].

Aside from the inaccurately estimated distance traveled, erroneous heading has been
reported as the dominant source of positioning errors in PDR based systems [1, 23, 31, 33,
41, 49, 71]. Basically, the heading is derived based on readings from sensors i.e. gyroscopes,
accelerometers and magnetometers. Single integration of gyroscopes’ readings gives an-
gular displacement of the device while the digital compass composed of either individual
magnetometers or fusion of accelerometers and magnetometers tells the device’s absolute
orientation i.e. azimuth. The device’s orientation is not necessarily the pedestrian’s heading
as it is dependent on its placement on pedestrian e.g. in pocket or in swinging hand. If the
device’s orientation is aligned with pedestrian’s heading, azimuth values are typically used
to denote the pedestrian’s headings [14, 23, 29, 33, 35, 81]. Otherwise, the very beginning
heading of the pedestrian and/or device’s orientation must be known beforehand so that the
angular displacements computed using gyroscope or compass can be useful to deduce later
headings [31, 41]. Either way, the estimated headings are bound to have errors because the
compass is susceptible to unpredictable magnetic disturbances at times and the gyroscope’
accuracy drifts over time [1]. The coupling of both compass and gyroscope however, as
compared to each individual sensor, is able to achieve more reliable heading estimation
[15, 23, 32, 40, 44,49, 77, 83]. The common idea is to compare both compass and gyroscope
data as an effort to mitigate the magnetic fluctuations or gyroscope’s inherent biases, and
hence fuse the data accordingly using techniques like Kalman filtering [32, 83], Particle
filtering [44] and complementary filtering [15, 40, 49].

One popular means used in mitigating the sensor’s inherent bias as well as the drift
that results from integration of biased sensor data over time is called Zero-Velocity-Update
(ZUPT) method. ZUPT method asserts that the foot is stationary at its Stance phase whereby
its acceleration and velocity are supposedly zero. So, any non-zero accelerations and
velocities that exist during Stance phase are considered errors and thus be reset to zero.
Reliable detection of Stance phase from pedestrian’s gait cycle is crucial to the effectiveness
of ZUPT method. Therefore, the relevant sensors are usually mounted on the foot [2, 19, 33,
48, 83] because the movement of foot, as compared to that of other body parts, gives more

apparent hints of gait cycles while walking.
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Various schemes have also been attempted to complement PDR by making use of external
or additional information. Some works like [41, 44, 57, 61] assume that the indoor map or
floor plan is available and so information like constraints and paths can be retrieved from the
map to rectify the estimated trajectory and heading. The corrections of estimated trajectory
and heading in [77] are triggered upon detecting a virtual landmark. Virtual landmarks are
identified by observing distinct signatures/patterns in the data extracted from magnetic and
inertial sensors as well as Wi-Fi signals — for instance, overhearing a unique set of Wi-Fi
access points at a particular corridor-turn. The actual location of each virtual landmark,
however, is derived by repetitive estimation via PDR expecting the outcome would eventually
converge to its actual location. In [23], besides having aids from Global Positioning System
(GPS), map matching is triggered upon detection of certain patterns in user’s movement
based on accelerometers’ reading. E.g. if the detected pattern is recognized as “using an
elevator”, the nearest elevator in vicinity is assumed as the user’s position. In [36], the
pedestrian is assumed carrying at least two mobile devices and the relative displacements
of the devices with respect to the center of motion are reasonably stable as he/she walks.
The devices individually estimate their own positions which is eventually corrected by a
customized Maximum A Posteriori estimation. RSSI-based distance measurements derived
from perceived wireless signals such as Ultrasound and Wi-Fi are used to complement PDR
in [15, 35, 49]. Certainly, the use of Bayesian filter like Kalman filter (KF) [69] and Particle
filter (PF) [5] is not uncommon among the existing works in fusing the available data and/or
estimates for more optimal estimation. In general, better positioning performance is assured

when more information is taken into consideration.

Collaborative Positioning

Another emerging means to gather more information for better position estimation is by
utilizing the collaboration among the pedestrians to share the information among them-
selves. Collaborative positioning method is made possible due to the existence of clusters of
pedestrians (who carry smart-devices) which is common in crowded places like mega-malls,
universities and airports. The information shared among the pedestrians for collaborative
positioning/navigation purposes can be of any types e.g. their relative/absolute position
estimates and sensors’ readings.

In [11], the FP-estimated position of a pedestrian is first corrected to a point where the
resultant of forces exerted by nearby pedestrians is met. The force exerted by each nearby
pedestrian corresponds to the confidence score which is computed based on the difference
between its position estimated by FP and that of a PF. The corrected estimate is then fed into

another PF to finalize the pedestrian’s estimated position.
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In [51], the pedestrians are expected to provide helpful feedback regarding their FP-
estimated positions, which shall be used to update the database’s credibility, thereby improv-
ing the subsequent FP estimates.

In [56], a group of pedestrians is assumed moving towards the same destination. Each
pedestrian is provided an RSSI map which serves to deduce a set of likely positions based on
real-time RSSI data. As the group moves, the set of likely positions shall be filtered according
to their PDR-estimated trajectories, which eventually contains only a single estimate that
concludes the group’s estimated position.

In [1], the magnetometer readings from multiple pedestrians that are deemed reliable by
a machine learning algorithm are fused by using consensus algorithms for more refined PDR-
estimated headings. However, the pedestrians are assumed moving in the same direction, and
at least one of them must have uncorrupted magnetometer readings.

In [29], the crowd of pedestrian is first categorized into groups based on two factors: firstly,
RSSI-based proximity among the pedestrians and secondly, similarity between pedestrians’
PDR-estimated trajectories. The PDR-estimated trajectory of each pedestrian shall be
adjusted to reasonably fit the average PDR-estimated trajectory of their group. The estimated
position of each pedestrian in the group is then re-adjusted according to the resultant of
forces caused by nearby pedestrians as well as the groups.

In [72], the differences between pedestrians’ PDR-estimated positions are constrained by
a KF where the ranges derived from UWB signals are inputted as observations.

In [81], all the pedestrians share the same indoor map which has virtual grids on it. The
pedestrians exchange information among themselves, which happens only when the distance
between them is short enough for their microphone to sense frequency peaks broadcast
from nearby pedestrians. The information received is the location of the center of grid
where nearby pedestrian’s PDR-estimated position lies in. The received locations are then
averaged and fused with PDR-estimated position via a KF to finalize the estimated position
of pedestrian.

In [28], the pedestrian’s position is estimated using Ultrasound based Multi-Lateration
where the references are beacon nodes and static nearby pedestrians.

In [31], PDR-estimated trajectory of the pedestrian is represented by a link structure
where the links symbolize straight paths made by the pedestrian and the joints’ angles denote
the pedestrian’s headings. When a pedestrian detects any nearby pedestrians, the joints’
angles of the involved pedestrians are re-estimated in a least-squares sense.

In [74], the FP-estimated positions of pedestrians are adjusted using a spring model where
estimated positions are represented as nodes and links/springs between the nodes have spring

constants determined based on distance between nearby pedestrians as well as confidence
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score of the FP estimates. The nodes get attracted or repulsed by the spring forces until

equilibrium state is achieved.

2.5 Summary

This chapter gives an overview of the fundamentals of indoor positioning by discussing the
major types of geometric measurements as well as the conventional positioning techniques.
Besides, Kalman Filter and Particle Filter which are commonly used to fuse multiple types
of measurements/information for better estimates are briefly described. In addition, state of
the art regarding PDR is documented. Lastly, some existing works that relate to the proposed

methods of this work are also summarized.






Chapter 3

Experimental Setup and Preliminaries

This chapter discusses about the preparation that is necessary prior to the evaluation of

proposed positioning methods which shall be presented in the following chapters.

3.1 Setup

Two different sites in Swinburne University of Technology Sarawak Campus as depicted
in Figure 3.1, were used to evaluate the positioning performance of the proposed methods.
Figure 3.2 and Figure 3.3 show partial area of site no.1 and site no.2 respectively. During
the experiments, the subject carried a Nexus 7 and walked along specific routes. All the
necessary data were retrieved from the Nexus 7 and then post-processed using a Matlab
program to compute the subject’s positions.

Hardware

The hardware involved are listed as follows:
1. Asus Google Nexus 7 (version 2013)

2. "TP-Link Wireless N" Access Point (Model No.:TL-WA701ND) or Router (Model
No.:TL-WR740N)

Their relevant specifications are shown in Table 3.1 and Table 3.2 respectively.
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Fig. 3.3 Open-plan office of site no.2.
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Table 3.1 Asus Google Nexus 7’s specifications

Operating System Android™ 4.3

CPU Quad-core 1.5 GHz

Memory 2GB RAM

WLAN Wi-Fi 802.11 a/b/g/n, dual-band
Sensor Accelerometer, gyro, proximity, compass

Table 3.2 Specifications of TP-Link Router/Access Point

Standards IEEE 802.11 b/g/n
Signal rates Up to 150Mbps
Frequency range 2.4 -2.4835 GHz
Antenna type 5dBi Omni-directional antenna
Transmit power <20dBm (EIRP)
Beacon interval 100ms

Data Collection

An Android app was developed and run on the Nexus 7 in order to retrieve the necessary
data (i.e. 3-axial linear accelerations, 3-axial angular rates, azimuth readings and RSSI
values). The android app was written in Java using a software called Android Developer
Tools following the Application Program Interface (API) guides which are available from the
official website of Android Developers. All types of data were captured at a sampling rate of

50 Hz. Note that the actual refresh rate for RSSI measurements was approximately 1000ms.

Post-processing

The collected data were then inputted to a program written in Matlab. All types of collected
data, except the azimuths, were filtered prior to the computation of subject’s positions.
Specifically, a second-order low-pass Butterworth filter with 0.1 Hz cut-off frequency was
applied onto RSSI data. The accelerometers’ readings were first processed via a moving
average with a window size of 25, and subsequently a second-order low-pass Butterworth
filter with a cutoff frequency of 5 Hz. The gyroscopes’ readings were first processed via
a moving average with a window size of 25, and subsequently a second-order low-pass

Butterworth filter with a cutoff frequency of 1 Hz.
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3.2 RSSI-Distance Correlation

There are two types of wireless signals considered in this work: Wi-Fi and Bluetooth. For
either types of signals, the correlation between RSSI and distance can be expressed by
Equation (2.6) whose parameters’ values are shown in Table 3.3. The employed path-loss
model’s parameters’ values for Wi-Fi signal were approximated by finding the best-fit curve,
as depicted in Figure 3.4 where each shaped spot denotes the average value of RSSI readings
acquired over a period of ten seconds from specific AP at random location within the site.
The employed path-loss model’s parameters’ values for Bluetooth signal were adopted from

[74]. Nonetheless, it is worth pointing out that derived values may be empirically adjusted.

Table 3.3 Employed path-loss model’s parameters’ values

Signal type n B

Wi-Fi 2.56 37.52
Bluetooth 2.85 40.35
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Fig. 3.4 RSSI-Distance correlation at site no.2

From Figure 3.4, one can observe that the average RSSI values are considerably incon-

sistent even at similar distances. This is inline with the common fact that RSSI readings
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are erratic, and hence the reliability of the path-loss models are limited as they assume that
the RSSI varies logarithmically and isotropically from the transmitter. Other than signal
interference and NLOS conditions, the hardware itself is also one of the major factors that
contribute to erratic RSSI values. The hardware may vary in terms of its chip-set as well
as antenna type. Besides, the RSSI readings are also influenced by antenna’s orientation
[3, 20, 21, 75]. Nonetheless, the erratic RSSI data can be mitigated and made useful to a
certain extent by empirically tuning the parameters of path-loss models or using appropriate
fusion techniques along with some assumptions, as attempted in many existing works such as
[15, 31, 42,49, 52, 61, 74]. More sophisticated modelling of RSSI-distance correlation can
be found in [52]. Note that in this work, the distances estimated based on RSSI values via a
path-loss model are simply rough estimates which shall then be utilized along with custom

filters and techniques to contribute better positioning accuracy.
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3.3 PDR Implementation

Conventional PDR is employed to estimate the pedestrian’s position on a per step basic by
using Equation (2.7). The pedestrian is assumed to be walking normally with the device
held either upright in hand or at waist level [15, 18, 64]. The assumption made is justifiable
because it is intended in this work to demonstrate that, even under such optimistically
controlled condition, PDR suffers primarily from erroneous headings. Needless to say, worse
can be expected if PDR were to work under challenging conditions (e.g. irregular walking

patterns and device placed in swinging hand/bag).

Step Detection

The length of each step is assumed fixed as the variance between each step’s length is very
small when a person walks normally [71]. To detect the walking steps of the pedestrian, firstly,
the norm of accelerations is computed from the raw 3-axis linear accelerations obtained from

the smart-device:

Sinsl] = /@ 1)+ @[]+ 22 [ (3.1)

8¢ is then processed by using a moving average filter with a window size of 25 to remove the

waveform’s mean value because only the variation in acceleration is needed. Subsequently a
second-order low-pass Butterworth filter with a cutoff-frequency of 5 Hz is applied to remove
the high-frequency noise, thereby producing smoother and clearer waveform to ease the
identification of the peaks in the waveform. A step event is identified when there is a local
maximum followed by a local minimum in the waveform. Note that threshold is necessary in
identifying the local extrema among the computed norms of accelerations, and it is defined
as 0.1 in this work. It is possible that the change in pedestrian’s heading may cause change
in the magnitude of accelerations and hence result in undesired signal peaks, in other words,
false step events. To avoid false step events, 3-axis angular velocities are used to compute

the norm of angular velocities first,

s 1] = /W3 (1] + 72 ] + 92 1] (3.2)

then it is processed via a moving average filter with a window size of 25, and subsequently a
second-order low-pass Butterworth filter with a cutoff-frequency of 1 Hz. Then, any instance
of S

s that falls within a certain range of magnitude is removed to further eliminate the

unwanted noise so that the turn event can be easily identified. The turn event is recognized
by detecting a full cycle of sinusoidal-like waveform. So, any step event that occurs during

the turn event will be ignored. An example of this phenomenon is illustrated in Figure 3.5.



32 Experimental Setup and Preliminaries

Filtered Norm of Accelerations

o
e} : : :
2 : :
€ 0 : 7 H =
= —=Fl Step event
5k i i ¥V Local maximum
L 5 i A Local minimum

2800 3000 3200§ 3400
: i Time mstance :

F|Itered Norm of Angular Velocities

200 5 PN
Turn event urn event§
100 %
®
© :
2
T 0 :
jo) :
© :
= :
-100}
-200 5 L : ' !
2800 3000 3200 3400

Time instance
Filtered Compass readings

400
F——~Ei—gééld&m_‘tifying the Step Event and the Turn Event.

Heading Estimation

The heading of the pedestrian 9 can be obtained in two ways. The first way requires the
pedestrian to hold the smart-device upright in hand so that the device’s orientation is inline

with pedestrian’s actual heading, and hence their heading is simply computed by:
% =0 (3.3)

where 0 denotes the azimuth value which is extracted directly from smart-device via An-
droid’s Application Program Interface (API). In contrast, the second way of acquiring ¥s,t
is applied when the device’s orientation is unknown, and hence pedestrian’s heading is

estimated by:
ﬁt - 19[71 +A8 (34)

where A0 is the change in azimuth during the turn event. However, it assumes that the device
is attached at the waist level of pedestrian and the initial heading (%) is known. Figure 3.6
shows an example on acquisition of A8 from the obtained azimuth values. Note that the
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waveforms shown in Figure 3.6 are resulted from firstly a 220 degree anticlockwise rotation
and subsequently a 120 degree clockwise rotation. According to the API guides provided
by official website of Android Developers, the azimuth values are derived from fusions of
readings of accelerometers and magnetometers. As accelerometers output bias will drift
according to ambient temperature and magnetometers may experience magnetic disturbances

due to ferromagnetic materials inside building, the derived azimuth values are bound to have
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Fig. 3.6 Computing the change in Azimuth.



34 Experimental Setup and Preliminaries

3.4 Benchmarks

A number of some other positioning methods were prepared as benchmarks for the methods

proposed in this work, and they are listed as follows:

1. aTRI: RSSI -based Tri-Lateration
2. pSIR: Fusion of PDR and RSSI via Sampling Importance Resampling Particle Filter
3. pMCMC: Fusion of PDR and RSSI via Markov Chain Monte Carlo sampling

4. pKF: Fusion of PDR and Tri-Lateration via Kalman Filter

The selection of positioning methods for a fair comparison in terms of positioning perfor-
mance is rather difficult as the existing methods are uniquely designed to work optimally
with specific requirements. For instance, the Fingerprinting or landmarks based methods
can be highly reliable only when the number of references is high which would require
laborious and time-consuming site-surveys while some exploit external information like
nearby pedestrians, indoor map and GPS. In short, better positioning performance comes with
greater requirement in several aspects like available information, hardware and preparation
work. The four existing methods listed above are chosen as benchmarks mainly because they

can be executed by using the same hardware involved in the proposed methods.
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3.4.1 Algorithm of aTRI

Adapted from [53], aTRI estimates the position of pedestrian by using RSSI-derived distances
from three Wi-Fi APs whose locations are assumed known. In cases where more than three
APs are available, only APs whose RSSI values are top three highest among all are considered.

An iteration of aTRI algorithm is summarized by Algorithm 1 where ¢ denotes the time
instance; P is estimated position of pedestrian; and d,, dj, d. are the distances estimated via
a path-loss model based on the RSSI values obtained from three individual APs whose 2-

dimensional Cartesian coordinates are represented by (x4, y4), (Xp, yp) and (x., y.) respectively.

Algorithm 1 An iteration of a7RI algorithm

12 A ((dpe)* = (des)?) = () = (%)*) = ()% = (ve)?)
B+ ((db,t)z - (da,t)z) - ((xb)2 - (xa>2) - ((yb)z - (ya)z)
Ynum < B (x; —xp) —A- (x5 —xp)

Yden < (Yo —yp) (%c —%p) — (Ve — ¥p) (Xa — Xp)

Define Y-coordinate: Y <— Ynum = Yden

Xnum < A=Y - (yo —yp)

Xden + x. —xp

Define X-coordinate: X < Xnum - Xden
P+ [x Y]

D A U T
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3.4.2 Algorithm of pSIR

PSIR uses a Sampling Importance Resampling (SIR) Particle Filter to combine PDR with
RSSI-derived distance measurement. The use of SIR Particle Fitler in pSIR is very similar to
that of [35]. However, pSIR derives the distance via a path-loss model by using the RSSI
data, while [35] measures the distance based on propagation time of Ultrasound signals.
The latter way of distance measurement is comparatively more reliable, but it can only be
performed when the Ultrasound emitter is less than few meters apart from the pedestrian;
on the other hand, Wi-Fi signal can reach far longer distances, but pSIR utilizes only RSSI
values that pass the RSSI threshold which is to be set empirically. Besides, unlike [35] that
considers only single distance at a time, pSIR may consider multiple distances at a time if
multiple RSSI sources are seen. Having said that, this work simply assumes the positioning
performance of pSIR is equivalent to that of [35].

The pedestrian’s position is estimated on a per step basis. An iteration of pSIR algorithm
is summarized by Algorithm 2 where # denotes the time instance; P equates [X Y] T where
X and Y are the x- and y-coordinates of pedestrian; N is the sample size; S denotes a set of
samples; L is the step length; 9 is the PDR-estimated heading; €, and €, are random noises
which are zero-mean Gaussian; o, is the standard deviation of measurement noise; D denotes
a set of distances between pedestrian and Wi-Fi APs whose RSSI values pass the desired
threshold; and A is the distance between the k-th sample and the n-th AP. Initial position (Py)
is assumed known, and initial set of samples (Sp) is generated from a Gaussian distribution
(A (Py,0)).

The procedure of Algorithm 2 can be summarized as follows:

1. (Lines no.1 to 10): A set of samples is generated to represent the likely positions of

pedestrian. The weight of each generated sample is then assigned based on D.
2. (Lines no.11 to 14): All samples’ weights are normalized.

3. (Lines no.15 to 28): A new set of samples is drawn from the previously generated set

of samples, with probabilities proportional to their normalized weights.

4. (Line no.29): The mean of the new set of samples finalizes the estimated position of

pedestrian.
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Algorithm 2 An iteration of pSIR algorithm

: for k< 1,N do

Generate a sample: S,[k} +— St[lil + L x [cos Y sin 19[] Ty [Sx ey] T
(]

1
2
3 Compute sample’s weight, w; :
4: E < number of elements in D
5: if £ > 0 then
o R (e (g a)
7 else
8 w}"] —1
9 end if
10: end for
11: Compute total weight: W « YN, W,M
12: for k< 1,N do
13: Normalize sample’s weight: wlk} — wt[k}
14: end for
15: Initialize cumulative distribution function (CDF): 0
16: for k < 2,N do
17: Construct CDF: ¢/l = ck=11 4y, K]
18: end for
19: Start at the bottom of CDF: m < 1
20: Draw a starting point: u¥l <~ (0, %)
21: for k < 1,Ns do
22: Move along CDF: ul!l = % 4 y(k—1)

W

23: while u;, > ¢, do

24: m<s—m+1

25: end while

26: Assign sample: S,[k} — S,[m}
27: Assign weight: wt[k] = ]%,
28: end for

!
2: P« Ly st
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3.4.3 Algorithm of pMCMC

pMCMC employs Markov Chain Monte Carlo (MCMC) sampling in fusing PDR with RSSI-
derived distances, as adapted from [49]. In [49], it is reported that their MCMC-based fusion
scheme outperforms that of [34] which is based on Maximum Likelihood estimation.

The pedestrian’s position is estimated on a per step basis. An iteration of pMCMC
algorithm is summarized by Algorithm 3 where ¢ denotes the time instance; P equates
[X Y} T where X and Y are the x- and y-coordinates of pedestrian; L is the step length; ¥ is
the PDR-estimated heading; &, and &, are random noises which are zero-mean Gaussian; N
is the sample size; E is the number of elements in D; D denotes a set of distances between
pedestrian and Wi-Fi APs whose RSSI values pass the desired threshold; o, is the standard
deviation of measurement noise; A4 is the distance between proposed sample (s) and n-th
AP; Ap is the distance between current sample (S [k*”) and n-th AP.

Algorithm 3 An iteration of pMCMC algorithm

1: Initialize first sample: Sl P_{+Lx [cos Y sin 19;} T+ [ex ey} T
2: for k< 2,N do

3: Propose a sample: s sk=11 4 [ex Sy] T

4 Compute likelihood ratio, K:

5: if (E < number of elements in D) > 0 then

6

A TIE (ks exp [ 5y (D = 4 )?])

2ro,
7: B+ TE, ( 2]7rc7r exp [ — 2(;r)2 (Dl — QLB)ZD
8: K+ A-=+B
9: else
10: K+ 0
11: end if
12: Define acceptance ratio: & <— minimum value between K and 1.0
13: if oo > desired threshold then
14: Accept proposed sample: S K s
15: else
16: Reject proposed sample: S K ¢ slk=1]
17: end if
18: end for

19: Compute mean of samples: P, < ]%[Z?’: 1 st

The procedure of Algorithm 3 can be summarized as follows:
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1. The first element of the sample set (which comprises N number of elements) is

initialized based on a desired model, as detailed by line no.1.

2. A new sample is proposed by introducing random noise into the previous sample, as
detailed by line no.3.

3. The new sample is accepted as the next element of the sample set, only if the acceptance
ratio is not smaller than certain threshold. Otherwise, the next element shall be the
same as the previous element. The acceptance ratio is computed as detailed by lines
no.4 to 12.

4. Once all the elements of the sample set are computed, the mean of the sample set
finalizes the estimated position of pedestrian, as detailed by line no.19.
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3.4.4 Algorithm of pKF

Kalman Filter [69] has been employed to combine PDR with additional information like
nearby pedestrians’ locations (in [81]) and GPS readings (in [23]). In this work, none of those
additional information but the RSSI data is available. Therefore, the RSSI data are used to
compute the pedestrian’s position via aTRI whose estimate is then inputted as measurement
in the Kalman Filter to finalize the estimated position of pedestrian.

The pedestrian’s position is estimated on a per step basis. An iteration of pKF algorithm
is summarized by Algorithm 4 where ¢ denotes the time instance; P equates [X Y } T where
X and Y are the x- and y-coordinates of pedestrian; L is the step length; ¥ denotes the
PDR-estimated heading; A, B and H are 2 x 2 identity matrices; both Q and R are 2 x 2
identity matrices multiplied by some appropriate scalars; z is pedestrian’s position estimated
simultaneously by aTRI. The initial position of pedestrian (F) is assumed known, and initial
error covariance (Pg) equates Q. Note that lines no.5 to 9 in Algorithm 4 are standard
equations for Kalman Filtering, as described in Chapter 2.3.

Algorithm 4 An iteration of pKF algorithm

1: Define control input: u +— L x [cos®;, sind;]"
if Pedestrian makes a turn then

Reset error covariance: P; < Q
end if
Predict next state: x<+— A X P_j+BXxXu
Predict next covariance: P, + A xP;,_| xAT+ QO
Compute Kalman gain: K <~ P; x HT (H xP; x HT +R)
Update predicted state: x < x+ K X (z; — H X x)
Update predicted covariance: P, < P, — K x H X P;

R A A U T

_.
e

P+ x

The procedure of Algorithm 4 can be summarized as follows:

1. The pedestrian’s next position (i.e. x) is first predicted by by projecting forward the
previously estimated position (i.e. F;_) with known displacements, as detailed by line
no.5. The next covariance (i.e. P;) is predicted by adding the current covariance (P;_1)

with some random noise (i.e. Q), as detailed by line no.6.

2. The Kalman gain (i.e. K) is computed based on some random noise (i.e. R), as detailed
by line no.7. The Kalman gain shall be used to update both the predicted position and

predicted covariance, as detailed by lines no.8 to 9.
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3. The updated x finalizes the estimated position of pedestrian.

3.5 Summary

Two different sites within the Swinburne University of Technology Sarawak Campus were
used for the evaluations of the positioning methods proposed in this work. The hardware
required were Nexus 7 tablets and Wi-Fi routers/access points. All the necessary data were
retrieved from the Nexus 7 via an Android app and then post processed by a Matlab program
to estimate the subject’s locations. The path-loss model’s parameters’ values were defined by
best fitting the pre-collected RSSI data at known distances. Besides, the algorithms of PDR
as well as some other PDR-based positioning methods adapted from existing works are also

explained in this chapter.






Chapter 4

Indoor Positioning by Pedestrian
Dead-Reckoning with RSSI-based
schemes

As mentioned in Chapter 2.4, many efforts have already been made to enhance the posi-
tioning performance of PDR by employing different techniques in processing the data from
PDR-related sensors data (i.e. accelerometers, gyroscopes and magnetometers), as well as by
making use of additional but external information such as indoor map, GPS readings and
nearby pedestrians’ data. In view of widespread Wi-Fi routers or access points in indoor
environments, the RSSI of Wi-Fi signals has been favored by many researchers in developing
indoor positioning methods especially those which are based on Fingerprinting. The Fin-
gerprinting based methods are undoubtedly very promising, yet their relatively high setup
requirements are unfavorable.

This chapter presents two unique schemes that aim to aid smart-device -based PDR by
utilizing the RSSI of Wi-Fi signals. The first scheme (detailed in Chapter 4.1) adjusts the
PDR-estimated positions of pedestrian by detecting strong RSSI and subsequently requiring
pedestrian’s manual input. Admittedly, the first scheme is not viable in situations where
user intervention is not allowed. The second scheme (detailed in Chapter 4.2) rectifies the
PDR’s dominant error source, i.e. erroneous heading, upon detecting long straight trajectory

in pedestrian’s motion.
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4.1 Position Correction Scheme

The procedure of position correction scheme is briefly shown in Figure 4.1. Conventional
PDR algorithm (detailed in Chapter 3.3) is employed to provide initial estimates for pedes-
trian’s positions, assuming the pedestrian holds the smart-device upright in hand. The
correction on pedestrian’s estimated position is first executed upon observing strong RSSI
from Wi-Fi APs. Alternatively, further correction may be triggered with manual input from
the pedestrian. Such trigger is deemed reasonable in situations where pedestrian needs to

react accordingly to the system for further navigation guidance.

Detect strong RSSI

\

Ensure that the estimated position
lies within acceptable region

Vv

Revise the estimated position
based on compass bearing

Fig. 4.1 Flowchart of Position Correction Scheme.

4.1.1 Methodology

As the pedestrian walks, the RSSI readings obtained by the smart-device (held by pedestrian)
from each visible APs are filtered and recorded as R; ;, where i € {1,2,--- Na}, t denotes the
time instance and Ny is the total number of visible APs. In the course of time, R, ; is checked
against certain RSSI threshold R;,;. The R;;,; corresponds to certain level of proximity
(represented by d;, ;) that exists between the estimated position P and i'" AP. If (Rni > R,;”-)
is met, then (dt,i < d,hJ-) is expected. The d; ; is the distance between the estimated position
P, and i"" AP, and it is computed by

dri =\ (X = X))+ (% — ¥, 4.1)

where X; and Y; are the Cartesian coordinates of i AP.
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So, if (R,J- > R,h7,~) and (d,’,- < dth,i) , then this P is within the “acceptable region” and
no further action is required. However, if (R,J > R,h7,-) but (dt,i > d,hv,-), then this F; is not
accepted and shall be shifted radially towards the AP and subsequently relocated to a point
where (dt.,i < dth’i) is fulfilled. Such phenomenon can be illustrated by an example depicted
in Figure 4.2. Multiple acceptable regions can be assigned if the RSSI-distance relationship
is reliable over a longer distance, and would lead to more effective correction. Note that
the RSSI value in reality does not vary isotropically from the RSSI source; regardless, this
scheme simply assumes the opposite.

i Wiriap
@ Acceptable region 1

Acceptable region 2

B >© + @ Actual position
Estimated position
before correction

@ Estimated position
after correction

Fig. 4.2 Position ‘B’ is not accepted and is therefore being shifted radially to Position ‘C’.

The estimated position can be further improved by utilizing the compass bearing (denoted
as o) measured from i AP to pedestrian. Whenever the condition (R;; > Ry;;) is detected,
the pedestrian is prompted to turn towards the corresponding AP and then trigger the system
to capture ¢ at that moment. Note that the APs should be placed in a way whereby they can
be spotted easily by the pedestrian. Admittedly, such scheme is only applicable in a controlled
environment, e.g. museum; APs could be placed on top of certain displayed objects in the
museum, and so the visitors may approach an AP while viewing the displayed objects. The
sole purpose of having ¢ is to acquire vector displacement between pedestrian and AP.
Subsequently, the pedestrian’s estimated position is finalized according to the acquired vector
displacement, as illustrated by an example depicted in Figure 4.3 assuming that the captured
a/ is 315° clockwise from North.
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~
Cd

<

West, 270°

East, 90°

> North,
360°or0°

> X

© @0 *

©)

Wi-Fi AP

Acceptable region
Actual position
PDR-estimated position

Relocated position
using RSSI

Relocated position
using compass

Fig. 4.3 Position ‘C’ is shifted to Position ‘D’ based on the acquired compass bearing.
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4.1.2 Evaluation

The proposed method had been tested in an open-plan office. A total of ten trials were
conducted. In each trial, the subject held a Nexus 7 upright in hand and walked along the
route beginning from ‘Start’ until ‘End’ as illustrated in Figure 4.4. Note that though the
condition (Rt,i > Rth’l-) may be fulfilled at any time along the route, the system was only
allowed to check whether condition (Rt,i > Rthy,v) was achieved at checkpoints (i.e. ‘C4’,
‘C8’, ‘C10’ and ‘C13’.) only and to trigger correction accordingly. The RSSI-distance
correlation of the site was considerably poor, as described in Chapter 3.2. In the experiment,
two RSSI thresholds were employed and defined as —45 dBm and —50 dBm that correspond
to 2m and 5 m respectively, thereby resulting in two acceptable regions as indicated by
dotted circles (with different radii) shown in Figure 4.4. The RSSI thresholds were selected
not to be smaller than —50 dBm because RSSI values lower than -50dBm were deemed
relatively unreliable, besides avoiding the acceptable regions of an AP from overlapping
those of another AP.

22
20
18
16
> 14} .
)
©
{=
5
g 12
O
10
8 —
6
4l /
I I I I I Lo I A I I
8 10 12 14 16 18 20 22 24 26 28 30 32
Coordinate X

Fig. 4.4 Plane view of testbed.
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The proposed scheme is similar to those of [49], [35] and [15], in a sense that the pedes-
trian’s PDR-estimated position is refined upon being in vicinity of beacon nodes. Specifically,
Markov Chain Monte Carlo (MCMC) sampling is used in [49] to fuse PDR estimates with
distances derived from RSSI values which pass the threshold; Sampling Importance Resam-
pling (SIR) Particle Filter (PF) is employed in [35] to combine PDR estimates with distances
derived from nearby (not more than few meters away from) ultrasound device; in [15], the
pedestrian’s estimated position is directly assumed to be the position of beacon node whose
RSSI value is the highest and passes certain threshold. For comparison purposes, a total of
five positioning methods were considered in estimating the subject’s positions, and they are
listed as follows:

1. pPDR: Sole PDR, as explained in Chapter 3.6.
2. pSIR: PDR with Sampling Importance Resampling, as detailed in Chapter 3.7.2

3. pMCMC: PDR with Markov Chain Monte Carlo sampling, as detailed in Chapter
3.7.3.

4. pBN: Same as pPDR, but that the estimated position eventually gets replaced by the
position of Beacon Node whose RSSI value passes the threshold.

5. PM: Same as pPDR, but that the estimated position eventually gets adjusted by the
proposed correction scheme.
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Impact of varying number of deployed APs

The error metric is the absolute difference between estimated position and actual position.
The lower the error, the higher the positioning accuracy. Figure 4.5 shows the errors of all the
five different methods when the number of deploys APs varied according to the arrangements
shown in Table 4.1. From Figure 4.5, it can be observed that mean error of PM gradually
decreases as the number of APs deployed increases, with lowest mean error of 1.4 m and
standard deviation of 1.8 m while pPDR’s are constantly 3.2 m and 1.8 m because PDR is not
dependent on RSSI at all. Nonetheless, the improvement made on all methods except pPDR
by increasing the number of deployed APs from 2 to 4 units seems insignificant because
even the biggest difference between corresponding mean error is just 0.6 m. This is probably
owing to the PDR component of PM that can estimate relatively accurate though for a short
duration. The accumulative error of PDR will eventually become significant, and that is
exactly the time where the pedestrian needs to be close to the beacon nodes (i.e. APs) so that
strong RSSI values may be available for all these RSSI-dependent methods (i.e. pMCMC,
PSIR , pBN, PM) to execute appropriate correction. For example, as shown in Figure 4.6, the
estimated route beginning from the ‘Start’ deviates progressively from actual route due to
mere PDR with miscounted steps and primarily erroneous headings; once greatly improved
at checkpoint ‘C8’, the estimated route remains relatively close to the actual route all the way
from ‘C8’ until the ‘END’ with little improvement made at checkpoints ‘C12’ and ‘C13’;
therefore, in this case, ‘AP2’ is deemed not as necessary as ‘AP4’. Nevertheless, as more
APs are deployed along the route, there are more chances that the correction can be triggered
when necessary. Note that the estimated positions depicted in Fig. 4.6 are not mean values,
but computed on a per step basis; when a step event occurs, the filtered RSSI value (which
is not lower than the selected RSSI threshold) at that instant only shall be considered in
updating the PDR-estimated position.
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Table 4.1 Arrangements of Wi-Fi APs considered during experiment

Arrangement No. | Sources of RSSI considered
1 AP1, AP2, AP3, AP4
2 AP1, AP2, AP3
3 API1, AP3, AP4
4 AP1, AP2, AP4
5 AP2, AP3, AP4
6 AP1, AP2
7 API1, AP3
8 API1, AP4
9 AP2, AP3
10 AP2, AP4
11 AP3, AP4

Error (m)
N

—&—PM

—S— pSIR
pBN

2 3 4
Number of APs deployed

Fig. 4.5 Errors of different methods Versus Number of APs deployed
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Impact of varying RSSI Threshold

The method PM had two RSSI thresholds set as—45 dBm and —50 dBm respectively while
the remaining methods except pPDR had only one RSSI threshold set as —50 dBm. The
RSSI thresholds have to be empirically defined for optimal estimation. If RSSI threshold is
too high, correction is unlikely to happen unless the pedestrian is indeed near an AP to obtain
sufficiently strong RSSI readings. If RSSI threshold is too low, correction gets triggered
unnecessarily and tends to fail because weak RSSI values are rather poor in implying the
distances between pedestrian and AP. Figure 4.7 and Figure 4.8 illustrate two examples of
outcomes of faulty correction caused by erratic RSSI value or inappropriate RSSI threshold.
In Figure 4.7, the condition (Rr,i > Rth,,-) was met and hence pedestrian turned towards ‘AP3’
and captured the ¢/ (the bearing of pedestrian from ‘AP3’) to execute the proposed correction
scheme; however, as R; > (RSSI from ‘AP2’) is greater than R, 3 (RSSI from ‘AP3’) at that
moment, PM mistakenly assumed the pedestrian was within the acceptable region of ‘AP2’
instead of ‘AP3’ and therefore finalized the estimated position to a point where the bearing
of estimated position from ‘AP2’ fulfilled the captured . In Figure 4.8, the R; > (RSSI from
‘AP2’) obtained by the pedestrian at checkpoint ‘C6’, which was supposedly lower than the
RSSI threshold, unexpectedly passed the RSSI threshold and therefore led to faulty pBN.
Basically, both PM and pBN expect that the pedestrian’s closest AP gives highest RSSI
value whenever the condition (Rm- > th,i) is met. In other words, the "acceptable region" of
an AP is not allowed to overlap with that of another AP. In contrast to them, the methods
pMCMC and pSIR theoretically can make use of RSSI readings from any APs at a time.
However, from Figure 4.9 that depicts the errors of pMCMC and pSIR for different RSSI
thresholds, it is apparent that the —50 dBm was the optimal RSSI threshold for both pMCMC
and pSIR in such test-site. Nonetheless, their errors are still worse than those of pBN and
pPM, as shown in Figure 4.5. This thus infers that both the methods pMCMC and pSIR
in the experiment ended up needing rather strong RSSI values (not lesser than —50 dBm),
just like PM and pBN, but yielding comparatively lower positioning accuracy. Such poor
performance of both pMCMC and pSIR was probably caused by rather poor RSSI data,
as their algorithms involve deriving the distances from RSSI values via certain path-loss
model. From Figure 4.10 which shows the average absolute difference between RSSI-derived
distances and actual distances at every checkpoint of the route, it is apparent that the RSSI
data obtained during the experiment are far from being reliable in deriving the distances
between pedestrian and APs. Note that RSSI-derived distances for all four APs were indeed

computed via the same path-loss model.
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4.5 5
% —&— pMCMC
4t —S—pSIR
3.5 1

Error (m)

NN S

2.5 T

-60 -55 -50 -45 -40
RSSI threshold (dBm)

Fig. 4.9 Errors Versus RSSI threshold. (Case: Four APs deployed)
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Fig. 4.10 Average absolute difference between RSSI-derived distances and actual distances
at all checkpoints along the route.
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Discussion

Admittedly, the fact that the pedestrian is required to manually trigger the system to capture
the compass bearing () in order to acquire vector displacement for correction purpose may
render the proposed scheme not viable in applications where user intervention is prohibited.
This scheme is not practical as it inconveniences the user to disrupt normal movement
along a desired walking path to aid error correction. Nevertheless, the scheme is for further
improvement and not the core technique itself. PM without vector displacement just simply
ensures that the estimated position lies within the acceptable region, and when its acceptable
region is too small because of unreasonably high RSSI threshold, it becomes somewhat
similar to pBN which outperformed both pMCMC and PM in the experiment anyway.
Regardless, this work intends to emphasize the importance of having vector displacement
between pedestrian and AP, which is apparent especially in scenarios like the one shown in
Figure 4.11. In Figure 4.11, the PDR-estimated route is way too much swayed from the actual
route that it falls into the northern region of ‘AP4’” when approaching ‘C8’; knowing only
scalar displacements between pedestrian and ‘AP4’ can only shift the estimated positions
towards/outwards ‘AP4’ radially, just like how both pMCMC and pSIR do, and therefore
the resultant estimated positions still fall within the northern region of ‘AP4’; PM, which
knows the vector displacement between pedestrian and ‘AP4’°, manages to shift the estimated
position happening at ‘C8’ all the way from the North-East of ‘AP4’ to the South of ‘AP4’

and the resultant estimated positions remain relatively closer to their actual positions.
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4.2 Heading Correction Scheme

This scheme aims to correct the PDR-estimated headings 19 by making use of the RSSI
data. Under this scheme, the pedestrian neither needs to approach any RSSI sources nor
provides manual inputs. The correction of PDR-estimated headings, however, gets triggered
only when the pedestrian’s movement constitutes a long straight trajectory. Such trigger is
deemed acceptable because long straight trajectory is commonly observed in pedestrian’s
daily movements, e.g. moving along long straight pathways in university, mega-mall, etc.

The procedure of the heading correction scheme is briefly shown in Figure 4.12.

Detect a long straight trajectory

v

Estimate positions of the corresponding
trajectory by making use of the RSSI data

v

Derive the heading based on
Linear Regression

v

e a
Update the pedestrian’s

headings and positions
\ J

Fig. 4.12 Flowchart of Heading Correction Scheme.



4.2 Heading Correction Scheme 59

4.2.1 Methodology

Detection of long straight trajectory

A straight trajectory can be identified by observing a series of sequential positions estimated
by Equation (2.7), for instance (P;,P,+1,P42,--+) which occurs between the turn events.
The size of the series implies the length of the straight trajectory. A straight trajectory is
considered long only when its series’ size passes the threshold 7. It is undeniable that
the pedestrian’s trajectory across a long straight corridor/pathway may not be a completely
straight line at times. For example, slight deviation of course is performed to avoid bumping
into another person who is moving along the same route. Even so, the straight trajectories of
the pedestrian make before and after the course’s deviation can still be considered long if
their corresponding series’ size passes the threshold 1. The threshold 1 has to be empirically
defined so that the detected straight trajectory is sufficiently long enough to enable a more
reliable derivation of heading. Note that the detected long straight trajectory is termed as

series from now on.

Use of RSSI data for estimation of series’ positions

The RSSI data R; during the time-frame of series are used to estimate their corresponding d;
(which denotes the distance between pedestrian and i-th AP) based on a radio propagation
model as follows:

Ri = —B —10nlog,d; 4.2)

where 8 and n are predefined constants to fit the site’s RSSI-distance correlation [15, 74].

A Sampling Importance Resampling (SIR) Particle Filter (PF) is employed to fuse PDR
estimates (i.e. steps and headings) with RSSI-derived distances d; in estimating the positions
of the entire series. Optimal estimation can be achieved by fine tuning the filter’s parameters.
Map information is commonly used in a PF to restrict the estimated positions to fall on
pathways instead of walls or obstacles [44, 57, 61]. However, in this work, indoor map is
considered not available and thus only the derived distances d; are inputted as measurements
to the particle filter.

Let I; = [x;,y,]T denote the position where X, and y, denote the coordinate x and y
respectively at time . Given the initial position /;_1, Ny samples of I, are generated using the

proposed motion model:

Itk = Itk_l +§ % [cos Oy, sin O] T + [, &7 (4.3)
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where k = 1,...,N; and S is the step’s length. Both & and &, are ~ .4(0, qu) where o,

is the standard deviation of the process noise. The weight of each generated sample, w* is

computed by:

Na 1 =
Wk — Hi:Al 270, exXp {_ 2(0,)? ] if Ny > 1

1 ifNy=0

4.4)

where o, is the standard deviation of the measurement noise. gé‘ is the distance between
sample I¥ and i-th AP, computed by:

g =11 —wy| 4.5)

where W; denotes the location of i-th Wi-Fi AP which is assumed known. Then, the weights

are normalized:

W= (4.6)

Finally, N; samples are drawn from the generated set of samples {I¥ }]k\’;l with probabilities
proportional to their w. With re-sampled set {I,"}g;l , position /; is simply the centroid of the
samples [35, 44]:

- Ly 4.7)
NS '

Derivation of Heading based on Linear Regression

Once all the positions of the entire series (which is the detected long straight trajectory) are
computed, a simple linear regression line is to be determined through these positions. Simple
linear regression is a statistical method that models the relationships between a dependent
variable and an explanatory variable. As each position of the series has two variables namely
x; and y,, a right choice has to be made between regression of y, on X; and regression of x;
ony,.

Consider a case where an object travels in a direction inclining to the horizontal axis rather
than to the vertical axis. In such case, one can infer that the object’s horizontal displacement
is greater than its vertical displacement and hence regression of y, on X, is more appropriate
to resemble the object’s direction. Likewise deduction can be applied for the opposite case.
As for the series, the displacement made can be represented by the difference between the

series’ first and last positions as all the positions of series are sequentially estimated by a
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SIR PF. Let I ;. and I, denote the first and the last position of the series respectively. If

1% first = Xtast || = 1Y first = Yias |l then regression of y, on x; is chosen. Otherwise, regression
of x; on y, is chosen. The orientation of the linear regression line is regarded as the new
heading denoted as ®. Admittedly, some estimated positions of the series could be outliers
due to erroneous RSSI readings. In this work, the outliers are indiscriminately considered
in deriving the new headings. The impact of the number of outliers on estimation accuracy
shall be looked into in future work.

Finally, the pedestrian’s headings ¥ during the time-frame of the series are replaced
by ©. All the corresponding previously estimated positions Ps; are re-estimated using
(Equation (2.7)) with this newly updated . An example of such phenomenon is illustrated
in Figure 4.13. Note that it is desirable to have longer series so that more estimated positions

can be considered to reliably derive the linear regression line.

) N
o series’ estimated positions
——> Actual straight trajectory
® e | » Initial estimated trajectory
o o o o ===3 Regression line
D S L - . .
—_D Re-estimated trajectory
o [ ) b . .
<€ ased on the orientation of
® ® the regression line

Fig. 4.13 The original headings of the PDR-estimated trajectory are updated to the orientation
of the linear regression line. Hence, the estimated trajectory is re-estimated with updated
headings.
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4.2.2 Evaluation

Figure 4.14 and Figure 4.15 depict the plan views of the sites which were used to evaluate
the efficacy of proposed heading correction scheme in improving the positioning accuracy
of PDR. In terms of site’s area and no. of nodes deployed, the sites chosen are comparable
to those of [15, 35, 42, 76]. Though not shown, the sites are fully equipped with machines,
furniture as well as walls or barriers made of both glass and concrete. Furthermore, the
experiments were conducted during normal operating hours of the sites, which means a con-
siderable number of students and relevant staff were present at the sites. All these obstacles
and disturbances present at the sites undoubtedly contribute to erratic RSSI measurements.
The purpose of conducting the experiments in such scenario is to test the robustness of the
proposed method towards erratic RSSI values.
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Fig. 4.14 Plane view of test-site no.1.

A total of ten trials were conducted. In each trial, the subject held a Nexus 7 at their

waist and walked normally along the route, as illustrated in Figure 4.14 and Figure 4.15
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Fig. 4.15 Plane view of test-site no.2.

respectively, beginning from ‘Start’ until ‘End’. The “T1, T2, ...T10’ indicate the positions
where the pedestrian changed its heading. Note that some pauses and minor path deviations
did occur because the pedestrians had to open doors as well as avoid bumping into other
persons while walking along the same pathways. Nevertheless, subject was asked to follow
the designated routes as closely as possible so that the occurrence of imprecise distance
traveled can be minimized and impact of erroneous heading onto PDR’s performance can
be apparently observed. The primary purpose of having the routes designated so was to test
the viability of the RSSI based heading correction and hence examine the improvement it
could bring to the conventional PDR. Table 4.2 and Table 4.3 tabulate the corresponding
route’s straight paths and the actual number of steps performed in each path. Nonetheless,
slightly miscounted number of steps is inevitable due to inaccurate step detection based on
noisy inertial data. The ground-truth was determined by marking the time-stamp of every
new position along the route.

The selection of positioning methods for a fair comparison in terms of positioning perfor-
mance is rather difficult as the existing methods are uniquely designed to work optimally
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Table 4.2 Route A in test-site no.1

Path No.

Segment of Route

No. of steps taken

O 0 9 O U B~ W N =

[N
— O

Start — T1
T1 -T2
T2 — T3
T3 — T4
T4 — TS5
T5 — T6
T6 — T7
T7 — T8
T8 — T9
T9 — T10
T10 — End

Table 4.3 Route B in test-site no.2

Path No.

Segment of Route

No. of steps taken

1
2

Start — T1
T1 -T2
T2 — End

23
6
23
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with specific requirements. For instance, the Fingerprinting or landmarks based methods
can be highly reliable only when the number of references is high which would require
laborious and time-consuming site-surveys while some exploit external information like
nearby pedestrians, indoor map and GPS. In short, better positioning performance comes with
greater requirement in several aspects like available information, hardware and preparation
work. The proposed method requires minimal information (i.e. RSSI, inertial and magnetic
measurements only) from the pedestrian’s device alone and no site survey. In this regard, the
proposed method is similar to the ones proposed in [49] and [35]. For comparison purposes,
a total of six positioning methods were considered in estimating the subject’s positions
throughout the routes, and they are listed as follows:

1. pPDR: Sole PDR, as detailed in Chapter 3.6.
2. aTRI: Tri-Lateration based on RSSI, as detailed in Chapter 3.7.1.

3. pSIR: Fusion of PDR and RSSI via Sampling Importance Resampling Particle Filter,
as detailed in Chapter 3.7.2.

4. pMCMC: Fusion of PDR and RSSI via Markov Chain Monte Carlo sampling, as
detailed in Chapter 3.7.3.

5. pKF: Fusion of PDR and Tri-Lateration via Kalman Filter, as detailed in Chapter
3.74.

6. PM: pPDR with proposed heading correction scheme.
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Impact of varying number of deployed APs

As all the selected positioning methods excluding pPDR make use of the RSSI data, their
respective robustness can thus be assessed based on their positioning performance under the
impact of varying availability and density of RSSI data. The availability and density of RSSI
data are proportional to the number of Wi-Fi APs deployed at the test-site. The number of
deployed APs was varied from (originally) 4 units to 2 units according to the arrangements
shown in Table 4.4. All the independent variables of respective methods (e.g. sample size,
process noise covariance, and measurement noise covariance) were empirically configured
to yield seemingly the best estimation results. In this work, they were configured only for
the original cases whereby 4 units of APs were available, as depicted by Figure 4.14 and
Figure 4.15. As for other cases whereby the number of APs was less than 4, the independent
variables were not configured accordingly. This was intended to simulate the situations where
the indoor positioning system, which is tuned beforehand under ideal condition, continues to
work even under unanticipated circumstances like sudden breakdown of certain AP at the

site.

Table 4.4 Arrangements of Wi-Fi APs considered during experiment

Arrangement No. | Sources of RSSI considered
1 AP1, AP2, AP3, AP4
2 AP1, AP2, AP3
3 AP1, AP3, AP4
4 AP1, AP2, AP4
5 AP2, AP3, AP4
6 AP1, AP2
7 AP1, AP3
8 AP1, AP4
9 AP2, AP3
10 AP2, AP4
11 AP3, AP4
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Fig. 4.16 Route A: Methods’ errors versus No. of APs deployed.

From both Figure 4.16 and Figure 4.17, one can be observe that: (1) While pPDR remains
unaffected as the number of APs decreases because it’s independent of RSSI data, the
accuracy of all the other methods deteriorates. From the steepness of change in average
error when the number of APs decreases, it is apparent that the affected methods, arranged
in the order from highest to lowest degree of severity, are aTRI, pKF, pMCMC and lastly
PSIR and PM. It is unsurprising that aTRI suffered the most from reduced number of APs
because it relies on solely RSSI data, while other methods use both PDR and RSSI data to
complement the estimation of pedestrian’s position. Recall that the outcomes of aTRI serve
as measurements in pKF, therefore pKF’s deterioration rate is nearly as much as aTRI’s. Note
that aTRI requires RSSI readings from at least three APs, therefore its performance can’t be
tested in cases where only two APs are deployed. As for pMCMC and pSIR, apart from their
PDR component which is considerably reliable for short displacements, intakes of RSSI data
are also controlled whereby only the RSSI that passes the threshold R;, is used in calculating
the distance. This therefore somewhat tells why they are not as significantly influenced by
RSSI as aTRI and pKF are. Even so, pMCMC falls behind pSIR probably due to its MCMC
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Fig. 4.17 Route B: Methods’ errors versus No. of APs deployed.

sampling technique which, in comparison to SIR PF of pSIR, has higher demand for accurate
RSSI data; otherwise poor or lack of RSSI data tends to cause indiscriminate acceptance
of many subsequently generated samples that will eventually result in the average of the
generated samples to deviate unreasonably far from previous position estimate.

(i1) The performance of pPDR is rather good in case of route B that it surpasses all
methods except PM, as compared to its performance in the case of route A. One probable
explanation is that route B is less complicated than route A by having lesser turns and shorter
sum of distance traveled. Lesser turns made by pedestrian implies lower probability that
estimated heading ¥ gets jeopardized by imprecisely detected change in pedestrian’s heading
AB. Shorter distance traveled along a straight path implies lesser amount of accumulated error
caused by inaccurate ¥ as the pedestrian advances further. In addition, though inaccurate
AB is undesired, sometimes it does accidentally result in correct ©. Figure 4.18 illustrates
an example of such phenomenon. Therefore, it is safe to conclude that PDR’s reliability
is unpredictable because the sensors’ inherent biases might neutralize the previous flawed

estimations (i.e. distance traveled and heading) by chance. Being the primary key to steadily
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Path no.3
P-e-5..
- ¢ | ©Ce-g.ap4
) ~O-ole.
@ ©-0-g
= P
B AP1
i —#— Actual Ii
------- o pPDR e
i Fig. 4.18 The inaccurately detected A8, supposedly to be 90 degrees as equal to the actual
change in pedestrian’s heading at|the last jupction of the route, accidentally ¢auses the ¥ to
~ be in line with the actual heading. Nonetheless, error in pedestrian’s estimgted position Lg
has been accumulated due to preyious inaccurate headings.
] ] ] ] ] ] ] ] ] ] ] ] ]
6 8 10 12 14 16 18 20 22 24 26 28 30

Coordinate X )
(ii1) PM outperforms all the other methods regardless of the number of APs deployed in

both cases, while being comparable with pPDR in case of route B. As previously mentioned,
PM 1is actually pPDR with conditionally improved headings, thus it should portray an
enhanced version of pPDR. The reason why PM is comparable with pPDR in the case of
route B as shown in Figure 4.16 is that the PDR’s accuracy had not deteriorated until the
stage where the heading correction can yield significant improvement. On the contrary, PM
excels in the case of route A (as shown in Figure 4.17) where pPDR has a 6.56 m mean error
with 4.15 m standard deviation which is considerably worse than its 2.15 m mean error with
1.28 m standard deviation achieved in the case of route B. By triggering heading correction
at single straight path namely path no.7 of route A, PM manages to improve PDR’s mean
error up to 49 %. PM’s performance can be more comprehensively demonstrated by its
propagation of average error over the route A, as shown in Figure 4.19 where the error is the

absolute difference between actual position and estimated position.
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From Figure 4.19, it can be observed that, beginning from the ‘Start’, aTRI being the
only method which relies on solely RSSI data suffers immensely probably due to poor
RSSI data while the deterioration of other methods is comparatively gradual because of
their PDR component hence making them more resilient towards erratic RSSI data. As the
very beginning heading is given, PM being the pure PDR and unaffected by RSSI at early
stages like the pPDR has the slowest rate of deterioration as the pedestrian advances further
along the route. During the period between ‘T6’ and “T7 however, considering aTRI’s
error has been significantly improved, it seems that the RSSI data have become somewhat
useful to result in improvement on the accuracy of other RSSI-dependent methods while
pPDR’s error escalates primarily due to erroneous headings. Nonetheless, after “T7’, the
RSSI-dependent methods’ accuracy fluctuates as the reliability of RSSI data does. Unlike
pPDR, PM maintains its steady accuracy even after “T6’ because the interval between‘T6’
and *T7’ (i.e. path no.7) is where the new headings derived from orientation of regression line
come into effect. As a result of that, the pedestrian’s headings since then were also improved,
as shown in Figure 4.20 which depicts the average discrepancies between actual headings
and estimated headings at each path of route A. For example, as shown in Figure 4.21a which
depicts one of the experiment results, PM as well as pPDR gradually deviates from the actual
route due to mere PDR with miscounted steps and primarily erroneous heading; yet, after
the heading ¥ at path no.7 gets aligned with the orientation of the regression line (which is

depicted in Figure 4.21b), PM remains comparatively close to the actual route.

A %} e ! |

40

w
()]
T

N w
&) o
T T

®

s

=

W)

pul
—a—

Average heading error (in degree)
N
o
1

> o
o
P
=
—e—
S
e
<A
PN

[6)]
acy
1

¥

2 3 4 5 6 7 8 9 10 11
Path no.

Fig. 4.20 Average heading error at each path of route A.
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Fig. 4.21 An example of experiment results.
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Heading Derivation based on Linear Regression

Table 4.5 and Table 4.6 tabulate the average heading errors for Route A and Route B
respectively. The heading error is the scalar discrepancy between actual heading and heading
derived based on linear regression (of series’ positions estimated by respective methods).
Note that the actual headings were the true azimuths for the designated routes. From Table 4.5
and Table 4.6, it is apparent that linear regression of series’ positions estimated by all methods
except pPDR result in average heading errors (highlighted in green) lower than those of
pPDR (highlighted in grey) especially when the path’s length is long. Recall that path no.7 is
the longest straight path of route A, and path no.1 and no.3 are among the longest straight
path of route B. As illustrated by a trial’s result shown in Figure 4.22, the route estimated by
aTRI itself seemingly deviates far from the actual route, yet the regression lines somewhat
resemble the true headings of route B. Some additional results are depicted in Figure 4.23.
Nonetheless, the accuracy of such heading derivation approach deteriorates as the number
of the APs decreases. Even so, the statistics shown have demonstrated that, in occasion
of long straight path, this technique may be feasible as an alternative to the conventional
heading estimator of PDR. Note that this scheme is basically PDR with conditional heading
correction; PDR is primarily used to estimate the positions of the pedestrian as he/she walks;
correction of estimated heading occurs only when a long straight trajectory is identified;
Figures 4.18, 4.21, 4.22 and 4.23 apparently show that heading correction significantly

enhances the PDR-estimated positions.
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Table 4.5 Average scalar discrepancies between actual headings and headings derived based
on linear regression of series’ positions estimated by respective methods in the case of route
A. Note that the values highlighted in grey are the heading errors of PM when the heading
correction is not applied; the values highlighted in green are smaller than those highlighted
in grey.

Path No | Average Heading Error, (degree)

| pPPDR  aTRI pKF pMCMC pSIR
2 79 400 181 386  29.
3 6.3 8.1 69 21.4 7.4
4 98 521 121 327 [[837
5 87 949 320 847  46.7
6 129 750 23.6 50.8 245
7 27.4
8 356 463 554 549 586
9 334 925 526 915 774
10 303 141.0 399 1269 655
11 286 1285 329 [127 1 444

(a) When No. of APs is 4
Path No. \ Average Heading Error, (degree)

| pPDR  aTRI pKF pMCMC pSIR
2 79 582 164 444 258
3 6.3 315 162  20.5 7.2
4 9.8 731 164 492 10.1
5 87 983 447 823 27.0
6 129 724 241 595 18.2
7 27.4
8 356 666 585  53.1 63.1
9 334 924 540 840 747
10 303 1174 394 1249 592
11 286 313 31.8 [178 1 453

(b) When No. of APs is 3
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Table 4.6 Average scalar discrepancies between actual headings and headings derived based
on linear regression of series’ positions estimated by respective methods in the case of route
B. Note that the values highlighted in grey are the heading errors of PM when the heading
correction is not applied; the values highlighted in green are smaller than those highlighted
in grey.

Path No | Average Heading Error, (degree)

| pPDR  aTRI pKF pMCMC pSIR
1 7.2
2 102 585 447 263  23.8

3| 123 U600 74560

(a) When No. of APs is 4

Path No | Average Heading Error, (degree)

| pPDR  aTRI pKF pMCMC pSIR
1 72 220 16.0 10.0 7.5

2 10.2 623 53.6 40.2 36.8
Path no.3
2
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Fig. 4.22 Positions estimated by aTRI for each path of Route B and its corresponding
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4.3 Summary

This chapter presents two schemes that enhance the positioning accuracy of smart-device
-based PDR by utilizing the RSSI of Wi-Fi signals. Based on merely the sensory data from
the device’s embedded sensors, conventional PDR is employed for its simplicity as well as
its high but short-term reliability. To ensure PDR’s high reliability for long-term positioning,
its errors must be rectified whenever appropriate.

The first scheme aims to refine the PDR-estimated position of pedestrian, by ensuring
that the estimated position falls within certain region of corresponding Wi-Fi AP according to
the obtained RSSI value as well as inputted compass bearing. Admittedly, this scheme may
not be viable in situations where human intervention is not allowed. The second scheme aims
to correct the PDR-estimated headings based on linear regression, and subsequently update
the corresponding PDR-estimated positions. The heading correction, however, gets triggered
only upon detecting a long straight PDR-estimated trajectory which can be commonly
observed in pedestrian’s daily movements, e.g. moving along long straight pathways in
university, mega-mall, etc.

Both schemes had been experimentally tested. The test results have demonstrated: firstly,
the feasibility of the proposed schemes; secondly, PDR with proposed schemes outperform
some existing PDR-based positioning methods in terms of positioning accuracy as well as
robustness towards lack of Wi-Fi APs.






Chapter 5

Collaborative Indoor Positioning based
on Directed Graph

As mentioned in Chapter 2.4, many indoor positioning methods have already been proposed
leveraging the collaboration among pedestrians to achieve more refined positioning. In
contrast to those existing collaborative methods, the one proposed in this work first estimates
the pedestrians’ positions by using Pedestrian Dead-Reckoning or Tri-Lateration, and then
refines them via an iterative correction process with measurements derived from the Directed
Graph. The Directed Graph is constructed to express the spatial relations among the pedestri-
ans and site’s Wi-Fi APs. The procedure of the proposed collaborative positioning method is

briefly depicted in Figure 5.1.

Collect from all pedestrians their individual
RSSI data and estimated positions

A4

Construct the Directed Graph
based on collected information

\ 4
[ Correct the estimated positions of all pedestrians ]

via a Particle Filter -based algorithm

Fig. 5.1 Procedure of proposed collaborative positioning method.
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5.1 Construction of Directed Graph

An indoor crowded scenario where there are N, pedestrians is considered. There are also N,
units of Wi-Fi APs sparsely deployed at the site. The pedestrians can detect the surrounding
pedestrians and APs by observing the RSSI data via Bluetooth and Wi-Fi capabilities of
smart-devices. The true positions of APs are assumed known while pedestrians’ may vary
over time. Note that the pedestrian and the AP are now termed Mobile Node (MN) and
Beacon Node (BN), respectively.

Let a denote the index of MN and b denote the index of the RSSI source which can be
either MN or BN. b-th node is considered a neighbour to a-th node when the observed RSSI,
Ry > Ry, where Ry, is an RSSI threshold which is to be defined empirically so that a-th
node is considered near to b-th node. The distance between the nodes, D can be derived from
the observed RSSI via Equation (4.2). Though the estimate is mostly inaccurate in practice,
it is somewhat representative for short distances when RSSI values are strong [31, 74].

The relations among MNs and BNs at time ¢ is expressed by a weighted directed graph
G = (V,E) where V is the set of vertexes and E is the set of edges. The vertexes are comprised
of N, MNs and N, BNs, and the edges are the ordered pairs of vertexes. The weight of
each edge is their corresponding D. Then, the said graph can be represented by a weighted
adjacency matrix,

Sip ... Sin,
M, = . .
SNWl R SNv:Nv

where N, is the summation of N, and N,; S; ; denotes the shortest distance from i-th vertex to
J-th vertex. When i equates j, S; ; is zero. §; ; is infinite when there is no path between i-th
vertex and j-th vertex. Figure 5.2 depicts an example of directed graph for four nodes and its
corresponding weighted adjacency matrix. In Figure 5.2, the number of red arrows going
outward from each node is equivalent to the number of neighbours each node has; though
node ‘1’ is distant and undetectable to node ‘4’, the distance between them can be deemed as
S4,1=D4s3+D32+D; 1. The derived S; ; is not necessarily the actual displacement between
the nodes especially when there is no direct path between them. Nevertheless, it can be
used to somewhat bound the absolute difference between the nodes’ estimated positions.
Therefore, in such way, even those distant pedestrians besides the neighbouring ones could

also be useful references in refining the estimated positions.



81

5.1 Construction of Directed Graph

W X1new Aouddelpe pajysrom Surpuodsarrod sjr pue sapou Inoj 10 ydead pajoaaip jo ojdwexs uy 7'¢ "3

0 €7q | 5q +£7q | ¥%q + “€q +¢¥q v | € | Ttg | Tg

r'eq 0 Teq 1'2q + ¥Eq veg | €€ | UEg | T'Eg

Yeq +£7q | £%q 0 I'eq = veg | € | Ueg | TG

0 0 0 0 Pig | €T | Ulg | TTg
Xulew y-Aq-y




82 Collaborative Indoor Positioning based on Directed Graph

5.2 Correction Algorithm

Once the weighted adjacency matrix (M;) at certain time ¢ is ready, the correction of estimated
positions of all N, MN shall be executed. The correction of estimated positions is usually
an iterative process, as depicted in Figure 5.3 where P, denotes the estimated position
of i-th MN at x-th iteration; and ¥ is an empirically defined parameter. Note that P,y for
i=1,2,3,...,N, are estimated by employing Tri-Lateration or PDR; the algorithms of both
Tri-Lateration and PDR are explained in Chapter 3.

START

v

First iteration:
z=1
Adjust the estimated position of
)\ -~ each pedestrian by using
-/ “1  Algorithm 5, Algorithm 6 or
Algorithm 7

N
7

Next iteration:
z=z+1
N\

\ 4
For each pedestrian, compute the
difference between estimated
position of current iteration and
that of previous iteration, y; :

NO pi =||Piz — Pi,(z—1)|

Yes

END

Fig. 5.3 Flowchart of Correction Process.

At every new iteration during the correction process, the estimated positions of all N, MN
can be adjusted by using any of the three algorithms depicted by Algorithm 5, Algorithm 6
and Algorithm 7 respectively. All these three algorithms have two things in common. Firstly,
all finite and non-zero S; ; obtained from M, are utilized to somewhat bound the absolute
difference between P; and corresponding j-th node. This means that besides neighbouring
nodes, even the distant ones could also be references. Secondly, BN is more influential than
MN in finalizing P;. The reason behind is that the BN’s position, unlike the MN’s, remains
unaffected throughout the iterations and therefore serves to ground the correction process
which may otherwise converge with a significant bias. In fact, Algorithm 7 is the most pre-
ferred choice in refining the estimated positions, because Algorithm S and Algorithm 6 are

basically its predecessor versions which yield comparatively poorer positioning performance.
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Algorithm 5 Adjust the estimated position of i-th MN

1: I is an empty set
2: for j < 1, number of columns of M; do
3: if S; ; # 0 and Sij # oo then

4 if HPi,(z—l) —Pj 1 | > S; ; then

5 6 < the positive angle between vector P; ._1)P; ;1) and positive x-axis
6: PP +SijX [cos@ sinG}T

7: addptol

8 end if

9 end if
10: end for

11: if I is empty then
12: P ;< Pz}(z—l)

13: else

14: P, ; <~ mean of /

15: end if

16: if any BN is a neighbour of i-th MN then

17: F + position of corresponding BN

18: d < RSSI-derived distance between i-th MN and corresponding BN
19: 0 < the positive angle between vector I@ and positive x-axis
20: if |P,; — F|| > d then

21: P <+ F+dx [cos@ sinG}T

22: end if

23: end if

The procedure of Algorithm S can be summarized into three steps. Firstly, the distance
between estimated position of i-th MN and estimated position of j-th node should not be
greater than their corresponding shortest distance (i.e. S; ;); else, the estimated position of
i-th MN should be shifted radially towards the corresponding j-th node’s estimated position.
Secondly, if the estimated position of i-th MN needs to be shifted towards multiple j-th
nodes, then the estimated position of i-th MN shall be the average of those shifted estimated
positions. Lastly, if i-th MN has a neighbour which is an AP, then the distance between
estimated position of i-th MN and corresponding AP’s actual position should not be greater
than the corresponding RSSI-derived distance; else, the estimated position of i-th MN shall
be shifted radially towards the corresponding AP’s actual position.
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Algorithm 6 Adjust the estimated position of i-th MN

1: I is an empty set

2: for j < 1, number of columns of M; do

3 ifS,~7j7EOandS,~7j7éoothen

4 6 < the positive angle between vector P; ._1)P; (,_1) and positive x-axis
5 p< (Pjc—1)+Sijx [cos® sin6]")

6 add pto/

7 end if

8: end for

9: P, < mean of /

10: if any BN is a neighbour of i-th MN then

11: F < position of corresponding BN

12: d < RSSI-derived distance between i-th MN and corresponding BN
13: 0 < the positive angle between vector ﬁ; and positive x-axis

14: if ||P,; — F|| > d then

15: P < F+dx [cos@ sin@}T

16: end if

17: end if

The procedure of Algorithm 6 can be summarized into three steps. Firstly, every non-
zero and finite S; ; along the i-th row of M; shall contribute a preliminary estimate which
signifies the likely position of i-th MN. Secondly, the estimated position of i-th MN shall
be the average of all the preliminary estimates. Lastly, if i-th MN has a neighbour which
is an AP, then the distance between estimated position of i-th MN and corresponding AP’s
actual position should not be greater than their corresponding RSSI-derived distance; else,
the estimated position of i-th MN shall be shifted radially towards the corresponding AP’s

actual position.
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Algorithm 7 Adjust the estimated position of i-th MN

1: both A and B are empty sets
2: for j < 1, number of columns of M; do

3:

10:
11:
12:

13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:

X A9 R

if S; ; # 0 and Sij # oo then
e
6 < the positive angle between vector P; ._1)P; (,_1) and positive x-axis
I P, 1)+Sijx [cos® sinB]T
for k <— 1, desired number of samples do
0 « sample from a Normal distribution, .4 (1,0)

Wi Lo exp (=5l (51— 10 = Py o) [)?)
end for
w < divide w by the sum of w
for k <+ 1,N do
R + randomly draw a sample from the weighted set of samples, i.e. {0,w},
with probability proportional to its weight
end for
I < mean of R
if (j-th node is an BN) and (j-th node is a neighbour of i-th MN) then
add/to A
else
add I/ to B
end if
end if
end for
if B is empty then
P, ; < mean of A
else
P, + o x (mean of A) + (1 — &) x (mean of B)
end if

The procedure of Algorithm 7 can be summarized into three steps. Firstly, every non-

zero and finite S; ; along the i-th row of M; shall contribute a preliminary estimate which

signifies the likely position of i-th MN. Secondly, every preliminary estimate is processed

via a custom Particle Filter (as detailed by lines no.6 to 14). Lastly, the estimated position

of i-th MN is finalized by computing the weighted mean of all the preliminary estimates.

Among all the preliminary estimates, only those which are acquired based on neighbouring

AP contribute comparatively more "weights". The & shown in line no.25 is an empirically

define parameter whose value ranges from O to 1. As BN is more influential than MN in

finalizing P,, therefore o is supposed to be greater than 0.5.
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5.3 Evaluation I

The proposed collaborative method had been tested with four different layouts of testbed, as
illustrated in Figure 5.4 where ‘AP’ denotes the actual locations of Wi-Fi APs and ‘Actual’
denotes the actual positions of pedestrians. Note that the Wi-Fi APs were considered BNs
while pedestrians were considered MNs.
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Fig. 5.4 Plane view of four different layouts of testbed

Each MN obtained the RSSI values from Wi-Fi signals emitted by BNs, and Bluetooth
signals emitted by other MNs. From the obtained RSSI value (R), the corresponding distance

(D) can thus be derived via a path loss model expressed by Equation (2.6) whose parameters’
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values are shown in Table 3.3. The RSSI source whose RSSI value passed the R, was
considered as the neighbour of corresponding MN. Under this testbed, a node is considered
neighbour of a MN only if the distance between them is not greater than 5 meters. Therefore,
-60 dBM and -70 dBM were selected as R;;, for Wi-Fi signal and Bluetooth signal respectively
so that the distance estimated via the path-loss model was unlikely to be greater than 5 meters.
For each layout of testbed, ten trials were conducted. For each trial, only the RSSI data
at single time instance were used to compute the positions of all MNs. Note that all MNs’
positions were estimated at the same time, by using the RSSI values which were collected at

that instant. For comparison purposes, five different positioning methods were considered:

1. TriA : Each MN’s position is estimated via Tri-Lateration by using the algorithm
described in Chapter 3.4.1.

2. TriB : The estimated position of each MN is the average of their respective TriA-

estimate and their neighbours’ TriA-estimates.

3. PmA : TriA-estimates are processed by the proposed collaborative method which

employs Algorithm 5.

4. PmB : TriA-estimates are processed by the proposed collaborative method which

employs Algorithm 6.

5. PmC : TriA-estimates are processed by the proposed collaborative method which

employs Algorithm 7.
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The errors of all ten trials for all five different methods in respective layouts of tesbed are
shown in Figure 5.5. The error metric is the absolute difference between the MN’s estimated
position and actual position. In Figure 5.5, each box-plot shows the distribution of N7 X N,
errors where Ny is the number of trials conducted and N,, is the number of MNs involved.
It is worth mentioning that the mean of errors does not represent well the performance of a
positioning method. Upper quartile, median and inter-quartile range should be the figures of
merit instead. The lower the upper quartile or median, the higher the accuracy. The shorter
the inter-quartile range, the higher the consistency. Therefore, from Figure 5.5, it is apparent
that regardless of which layout, the five methods arranged in the order from lowest to highest
positioning performance are TriA, TriB, PmA, PmB and PmC. Though insignificant, PmA
does outperform both PmB and PmC in layout no.4. More comparisons among PmA, PmB
and PmC shall be discussed later.

Number of references vs. Number of neighbours vs. Errors

While correcting the estimated position of an MN, the proposed method basically considers
any other nodes — which can be directly or indirectly linked to in the graph, as references.
Note that the nodes which are directly linked to MN are neighbours, while the indirectly
linked ones are non-neighbours. The number of neighbours each MN has might vary at any
time ¢ because it depends on whether the RSSI values given by surrounding nodes pass the
RSSI thresholds. The number of references each i-th MN has is equivalent to the number
of j-th nodes which contribute non-zero and finite S; ;. Figure 5.6, Figure 5.7, Figure 5.8
and Figure 5.9 summarize some information regarding the ten trials conducted in respective
layouts. Each of these four Figures consists of three charts: firstly, the top chart shows the
number of references made available from the graph for every trial, where the red horizontal
line denotes the supposed number of available references; secondly, the middle chart illustrate
the distribution of number of neighbours for every trial; thirdly, the bottom chart presents the
distribution of errors yielded from three different proposed methods in every trial. As for the
top charts, the fact that the number of references made available by the constructed graph
fail to meet the supposed value in some trials implies that the Bluetooth RSSI data were not
reliable enough to ensure that all MNs can detect their respective neighbours successfully.
Nevertheless, by comparing the top charts with the middle charts, we can observe that the
number of available references in most of the trials approach/reach the supposed value even
though the number of neighbours a MN has may be as low as 1. Note that the number of
available references in trial no.8 for layout no.3 exceeds the maximum value by 1 because
‘AP4’°, owing to erratic Wi-Fi RSSI, was accidentally considered as neighbour of 8-th MN.

By comparing the middle charts with the bottom charts, it seems that there is no correlation
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found between the number of neighbours and the error of proposed methods. The consistency
of numbers of neighbours does not necessarily imply the consistency of errors. For instance,
as referring to Figure 5.9, the errors of proposed methods in trial no.3 are comparable to
those in trial no.8 although the former trial has comparatively rather inconsistent number
of neighbours. The larger the interquartile range, the greater the inconsistency of values.
Besides, the error is not proportional to the number of neighbours. For example, as referring
to Figure 5.9, the difference between the errors in trial no.8 and those in trial no.9 is apparent
despite that they have almost identical number of neighbours. Such phenomenon is expected
because the majority of the neighbours each MN has are fellow MNs whose estimated

positions are subject to changes during the correction process.

Errors of respective MNs

In Figure 5.10, Figure 5.11, Figure 5.12 and Figure 5.13, the top chart shows the numbers of
neighbours every MN had throughout all the trials in respective layouts, while the bottom
chart depicts the corresponding errors for every MN throughout all the trials in respective
layouts. By carefully comparing the top charts with the bottom charts, one can observe that
the MNs which are near to any AP (i.e. MNs no.1,4,13&16 in layout no.1, MNs no.1,4,7&10
in layout no.2, MNs no.1,4&10 in layout no.3, and MNs no.1,2,7&8 in layout no.4.) tend
to have lesser neighbours as well as smaller errors than the remaining MNs. This further
implies that greater number of neighbours does not necessarily result in lower errors. Other
than being affected by erratic RSSI, the reason why these MNs tend to have relatively lesser
neighbours 1s that they, as can be seen from Figure 5.4, are situated at the border and not
really surrounded by other MNs. These MNs have relatively lower errors probably because
they have an AP as their neighbour; recall that the proposed methods put more weights
on neighbouring AP than on neighbouring MN in correcting the estimated position of MN,
because AP’s position is fixed unlike the MN’s. Nonetheless, it is also worth pointing out
that sometimes the neighbouring AP might not be captured as neighbour due to erratic Wi-Fi
RSSI.
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Impact of lesser references on Errors of proposed method

One novel feature of the proposed collaborative method is the usage of directed graph to
acquire more references before applying the correction algorithm. The references primarily
comprise the neighbouring nodes, and possibly include the neighbouring nodes of neighbour-
ing nodes as well as the distant ones. The proposed correction algorithm then makes use
of every available references to refine the estimated position via iterating Multi-Lateration
with custom weighted averaging. PmA, PmB and PmC could also be modified in order that
only the neighbours of respective MNs are used as references, by replacing the line no.3 of
Algorithm 5, Algorithm 6 and Algorithm 7 with "if j-th node is a neighbour of i-th node
then". From Figure 5.14 that compares the errors of original versions to those of modified
versions, it is apparent that, except for PmA, the original versions outperform the modified
versions in all four layouts. Therefore, one can deduce that greater number of references

considered during correction is likely to mitigate the errors more effectively.

Impact of varying number of BNs on Errors of proposed method

As previously mentioned, BNs are more influential than MNs while refining the MN'’s esti-
mated position (P;, z). To examine the impact of having BNs on the correction’s effectiveness,
the number of Wi-Fi APs allowed to be included in the graph was varied according to cases
shown in Table 5.1. Note that the APs were regarded as BNs, and the number of APs allowed

Table 5.1 Number of APs allowed to be included in the Directed Graph for different cases

Case APs allowed
1 API1, AP2, AP3, AP4
2 AP1, AP2, AP3
3 AP1, AP2
4 AP1
5 None

does not always equate to the number of BNs existing in the graph because sometimes the
AP may not be captured as neighbour to any MNs even though they are indeed very nearby.
Figure 5.15 compares the errors of all three proposed methods in all five cases for all four
layouts. Here, the accuracy metric is the upper quartile of the boxplot. The lower the upper
quartile, the higher the accuracy. From Figure 5.15, one can observe that: firstly, the accuracy
of all three proposed methods deteriorates as the number of APs allowed decreases; secondly,
highest accuracy’s deterioration rate goes to PmA, followed by PmB and then PmC; thirdly,
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among the three, PmC has the highest accuracy in all cases except case 5 for layout no.4.
Figure 5.16 shows one of the trials’ results in case 5 where BN is absent from the graph. From
Figure 5.16, it is apparent that the positions estimated by PmC visually form a distribution
that considerably matches the MNs’ actual positions, yet the distribution is slightly turned
clockwise and swayed to the right. The distribution could be shifted westward if ‘AP4’
were a neighbour of 4-th MN. This is because the estimated position of 4-th MN might be
shifted towards ‘AP4’, thereby also somewhat "pulling" the estimated positions of other MNs
towards the same directions. Generally, in whichever direction the distribution sways to, a

BN needs to be available at opposite direction to mitigate the sway.

Discussion

By comparing the errors (upper quartiles) of PmA, PmB and PmC shown in Figure 5.15
with the errors (upper quartiles) of 7riB shown in Figure 5.5, one can observe that: firstly,
PmA seemingly outperforms 7riB only in cases 1 & 2 for all four layouts; secondly, 7riB
outperforms PmB only in cases 4 & 5 for layout no.3 as well as in case 5 for layout no.4;
thirdly, PmC outperforms TriB in all cases for any layouts except case 5 for layout no.4.
Such statistics implies two things: firstly, PmA, PmB and PmC are deemed pointless in the
aforementioned cases because TriB outperforms them despite being comparatively much
simpler in terms of computation/algorithm; secondly, among the three proposed methods,
PmC is the most robust towards the lack of BNs.

Admittedly, Beacon Node is not always available at the right place to anchor the MNs’
estimated positions, and therefore alternative way of anchoring is necessary. One potential
way to mitigate the sway of distribution is shifting the whole distribution until its centroid
matches with the centroid of actual positions. An illustration for such shifting is depicted in
Figure 5.17. Note that the estimated positions and actual positions in reality are unlikely to
be so neatly arranged. Figure 5.18, Figure 5.19, Figure 5.20 and Figure 5.21 depict the errors
of proposed methods before and after shifting. From these four Figures, it is apparent that, in
any cases and layouts, the errors after the shifting reduce and also become more consistent.
However, the main problem with such shifting is locating the actual centroid while the actual
positions of all MNs are originally unknown. Nevertheless, the actual centroid could be
possibly found if we know how the MNs are distributed within a known area, e.g. if the
people (MN5s) are somewhat evenly scattered within a hall, then the actual centroid is simply
assumed the centroid of the hall.
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Errors of Proposed Methods for Layout no.1. Errors of Proposed Methods for Layout no.2.
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Fig. 5.15 Errors in all five cases for all four layouts.
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Errors of PmA under different cases for Layout no.1.
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Fig. 5.18 Errors of proposed methods Before and After shifting (Layout no.1).
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Errors of PmA under different cases for Layout no.2.
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Errors of PmA under different cases for Layout no.3.
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Fig. 5.20 Errors of proposed methods Before and After shifting (Layout no.3).
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5.4 Evaluation II

Figure 5.22 shows the plane view of the testbed used to evaluate the efficacy of proposed
collaborative method in improving the positions estimated by some PDR -based positioning
methods. Note that the four Wi-Fi APs at the site were just deployed to provide RSSI data,
and they were not utilized as BNs by the proposed collaborative method under this testbed.

Plan view of Testbed
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Fig. 5.22 Plane view of testbed.

A total of ten trials were conducted. In each trial, ten MNs walked a long straight path from
their respective start positions until the end positions, and their positions were estimated by
five different PDR based methods which are listed as follows:

1. PdrA: Sole PDR, as explained in Chapter 3.3.
2. PdrB: PDR with Markov Chain Monte Carlo sampling, explained in Chapter 3.4.3.
3. PdrC: PDR with Sampling Importance Resampling, explained in Chapter 3.4.2.

4. PdrD: PDR with heading correction, as explained in Chapter 4.2.
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The initial headings of all MNs were provided. However, all MNs were required to make
few random turnings at their start positions before commencing the walk, and the resultant
headings were estimated by using Equation (3.4). The random turnings before the walk were
intended to introduce some heading errors in order to simulate unreliable PDR. Note that
PDR is well known for being vulnerable to erroneous heading. Then, when all MNs reached
their respective end positions, the proposed collaborative method was executed to correct the
end positions estimated by the aforementioned PDR based methods.

Besides, another collaborative method was also applied to correct the position estimates
given by aforementioned PDR based methods, and the corresponding results were compared
with those of proposed collaborative method. This method, which is adapted from [81],
corrects the estimated position of each MN via a Kalman Filter based algorithm summarized
by Algorithm 8. In Algorithm 8, 7 denotes the time instance, F;_; is MN’s estimated
position provided by PdrA, PdrB, PdrC or PdrD; both A and H are 2 x 2 identity matrices;
Q and R are the measurement noise covariance and process noise covariance respectively,
which are 2 x 2 identity matrices multiplied with some appropriate scalars; and the error

covariance P is initially zero.

Algorithm 8 Collaborative method adapted from [81]
1: Predict next state: x < A X P

Predict next covariance: P, + A xP;,_| xXAT+ Q0

Compute Kalman gain: K <~ P; x HT (H xP; x HT +R)

if This MN has any neighbours then
Obtain measurement: z; <— average of estimated positions of all neighbours
Update predicted state: x < x+ K X (z, — H X x)
Update predicted covariance: P; < P, — K x H x P;

end if

Finalize estimated position: F; < x

R A A

The error metric is the absolute difference between MN’s actual end position and es-
timated end position. Figure 5.23 compares the errors of all aforementioned PDR based
methods before and after being refined by the collaborative method, and each boxplot show
the distribution of Ny x N, errors where N; is the number of trials and N,, is the number
of MNs. Note that PM denotes the proposed collaborative method while EM denotes the
collaborative method described by Algorithm 8.

From Figure 5.23, it is apparent that PM outperforms EM in correcting the estimated
end positions of PdrA, PdrB and PdrD respectively. Besides, the errors of both PdrA and
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Fig. 5.23 Errors of four different PDR based methods: Before and After correction by
collaborative method.

PdrC before correction are similar, yet differ considerably after correction; the reason behind
this can be comprehended by referring to a trial’s results shown in Figure 5.24. From
Figure 5.24, one can observe that: firstly, the PM-corrected estimates are not as spread out as
the non-corrected estimates, in other words, the separation distances among the estimates
are somewhat improved after correction; secondly, the centroid of non-corrected estimates
somewhat determines the centroid of corrected estimates; thirdly, PM-corrected estimates
of both PdrA and PdrD, as compared to those of PdrB and PdrC, are distributed relatively
closer to the actual positions. This therefore deduces that the correction by PM is likely to
be more effective when the centroid of non-corrected estimates is nearer to the centroid of
actual positions, though the separation distances among non-corrected estimates might be
overly large.

Basically, PM corrects the estimated positions by adjusting the separation distances
among them, and the resultant estimates do not necessarily become closer to their respective
actual positions. For example, referring to the PdrB-estimates shown in Figure 5.23, the
correction causes the estimated position of MN no.10 to shift further apart from its actual
position, while significantly improves its separation distances from estimated positions of
multiple MNs (i.e. MN no.1, MN no.4, MN no.5, MN no.6, MN no.7, and MN no.8).
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5.5 Summary

This chapter proposes a collaborative positioning method that is based on Directed Graph.
The positions of all MNs can be initially estimated via either PDR or RSSI-based Tri-
Lateration. The directed graph is used to express the relations among the nodes (both MN's
and BNs). From the graph, the shortest distances from each MN to all other nodes may be
derived. The derived shortest distances, are then utilized to correct the estimated position of
each MN via an iterative process. In every iteration of correction process, estimated position
of each MN is finalized by averaging the sample points. The sample points are generated
based on the derived shortest distances via a Particle Filter. Among the sample points, only
those which are resulted from neighbouring BNs hold comparatively greater weights. The
proposed collaborative positioning method had been tested via simulation. The test results are
presented to demonstrate the feasibility and efficacy of the proposed method. The accuracy
of proposed method is likely to improve when BNs are available at the right spots to mitigate
the skewness of finalized estimates.






Chapter 6

Conclusion

6.1 Summary

In view of arising demand for indoor location based services (LBS), many indoor positioning
systems (IPS) have been developed by leveraging various technologies such as Micro-Electro-
Mechanical Systems (MEMS), Radio Frequency Identification (RFID). However, none of
these existing IPS are gaining mainstream adoption as much as their outdoor counterpart
i.e. GPS, probably owing to their corresponding implementation cost. The implementation
cost of an IPS includes the resources required for system’s start-up and maintenance, as
well as constraints that might be imposed to the users. Perhaps the most promising IPS are
those which leverage the smart-devices (i.e. smartphones and tablets), because smart-devices
are increasingly widespread and they are richly equipped with capabilities like GPS, Wi-
Fi, Bluetooth and motion detection. With such capabilities of smart-device, various sorts
of positioning algorithms are made possible and their underlying techniques are typically
Pedestrian Dead-Reckoning (PDR), Lateration and Fingerprinting.

PDR estimates the pedestrian’s present position by advancing their last known position
with heading and distance which are derived from data of motion sensors, i.e. accelerome-
ters, gyroscopes and magnetometers. PDR is well known for its relatively high positioning
accuracy which deteriorates over time due to inherent sensors’ biases and drifts. Unlike PDR
which can be implemented on smart-device alone, Lateration and Fingerprinting require
necessary devices to be deployed at the site to enable wireless transmission between de-
vices. Lateration deduces the pedestrian’s position based on RSSI-derived distance between
pedestrian and reference device, while Fingeprinting infers pedestrian’s position by matching
online RSSI measurements with pre-collected RSSI measurements. Albeit the latter, as com-
pared to the former, is more reliable and robust towards erratic RSSI data, its implementation
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is comparatively more complex. Further discussion regarding the fundamentals of indoor
positioning and related work are presented in Chapter 2.

In Chapter 4, two schemes that improve PDR’s long-term positioning accuracy by
utilizing the RSSI of Wi-Fi signals are proposed. The implementation of either scheme
is deemed low-cost since Wi-Fi APs are prevalent especially among the indoors. Upon
detecting strong RSSI value, the first scheme ensures that the estimated position lies within
acceptable region around the corresponding Wi-Fi AP. Subsequently, the estimated position
can be further refined if the bearing of the pedestrian from that AP is known. The second
scheme, on the other hand, corrects the PDR-estimated headings based on linear regression,
and subsequently updates the PDR-estimated positions. However, it is triggered only upon
detecting a long straight PDR-estimated trajectory. Nevertheless, such trajectory is commonly
observed in pedestrian’s daily movements such as walking down the long corridors within
the university or mega-mall. Both schemes had been proven feasible at real sites within the
Swinburne University of Technology Sarawak Campus, and experimental results show that
PDR with proposed schemes outperform some existing PDR -based positioning methods in
terms of accuracy and robustness.

More information taken into consideration is likely to result in more reliable estimation,
and thus positioning methods that estimate individual pedestrian’s position by utilizing
surrounding pedestrians’ information are gaining interest among IPS researchers. Such
collaborative methods are promising due to the fact that the pedestrians usually cluster either
knowingly or unknowingly among themselves, and most of them carry pervasive-computing
devices such as smart-devices and laptops. Therefore, in Chapter 5, a novel collaborative
positioning method that makes use of directed graph is proposed. The directed graph is
constructed to express the relations among the pedestrians and site’s anchors/APs. The
pedestrians’ positions are initially estimated via either PDR or RSSI-based Tri-Lateration,
and then refined by a Particle Filter based algorithm according to the information derived
from the graph. Both experimental and simulation results suggest the feasibility and efficacy
of the proposed method.
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6.2 Future Research Work

There are several issues that can be explored to further refine the methods proposed in this

thesis, and a number of them are listed as follows:

1. As mentioned in Chapter 4.2.1, all elements of series, regardless of whether they are
outliers, are indiscriminately considered in deriving the linear regression line. The
impact of outliers on the orientation of linear regression line should be investigated as
in which and how many outliers among the series’ elements can be useful or negligible.

Subsequently, weighted linear regression may also be attempted.

2. During the heading correction, the original headings (estimated by PDR) are simply
replaced by the headings which are derived based on linear regression. Admittedly, the
derived headings are not always more accurate than the original headings. Perhaps a
potential way to achieve more reliable heading correction is by combining the original
headings with the derived headings via some kinds of filters. Alternatively, indoor
floor plan (if provided) may be useful in determining whether heading correction is
necessary — for example, if the original long straight trajectory does not cross any
boundaries, then heading correction is not needed. Furthermore, the re-estimated
trajectory (which is resulted from corrected headings) should also reasonably align
with the floor plan [44, 57, 61].

3. As mentioned in Chapter 5.2, the neighbouring BNs are considered more reliable
references than other nodes while adjusting the estimated position of individual pedes-
trian. However, BNs (i.e. Wi-Fi APs) might not be in near vicinity of pedestrian
clusters at all times, and therefore alternative source of reliable references is needed. In
such cases, pedestrians may be considered as reliable references if they fulfill certain
criteria - for example, being stationary for a period of time and moving in the same
groups. In addition, the weight of each reference may be assigned according to the

criteria it fulfills.

4. As described in Chapter 5.4, the proposed collaborative method was executed only
when all MNs reached their respective actual end positions. In other words, only the
PDR-estimated end positions experience the correction. It was intended under the
presumption that, by the time the MN arrives at the end of route, the position error
would reach a stage where correction is necessary. At short intervals, the PDR accuracy
is relatively high, and so the correction may seem unnecessary. Therefore, the right

timing for the correction should be investigated.
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5. For the proposed collaborative method to work effectively, all MNs are required to
monitor RSSI from surrounding nodes continuously. Such requirement may cause
the proposed collaborative method prohibitively complex and energy heavy besides
compromising on privacy issues. This, however, is not discussed in this work because
the proposed collaborative method was designed so merely as an effort to examine the
possibility of achieving reliable indoor positioning by making use of the collaboration

among pervasive computing devices.

6. The proposed schemes are heavily reliant on empirically defined parameters and
thresholds which are likely to differ across different device models. Different devices
may observe dissimilar RSSI values even at same position. Moreover, they may vary

in terms of scan response time, sensor readings, etc.
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