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Abstract 

 

In the rapid development of wireless technology, adaptive modulation has become an 

important technique to increase the spectral efficiency of communication systems. 

Extensive study has been done to obtain an optimal solution for the adaptation 

problem. However, most solutions are based on complex optimization techniques 

which require numerical evaluation of the optimized parameters for a particular 

channel statistical characteristic.  

In this thesis, adaptive modulation problem is investigated using a control 

theory approach, namely analysis of dynamical systems. The focus of this study is 

adaptive modulation technique for QAM transmission over frequency-flat Rayleigh 

fading channels. System dynamic equations of a discrete-time adaptive QAM scheme 

are established. Through the analysis of system stability, a feedback controller can be 

designed to achieve a stable closed-loop system that operates at the optimum 

operating point. The optimal rate adaptation is performed using an appropriate choice 

of feedback controller based on the channel condition and BER requirement. In 

addition to rate adaptation, transmit power can be further adjusted to increase the 

spectral efficiency without violating the BER requirement. The accuracy of the 

analytical model of the dynamical system is verified through simulations in 

MATLAB. 

 The assumption of perfect channel state information at the transmitter is 

relaxed by introducing channel prediction error. For Rayleigh channels, the actual 

channel gain is modeled as a Gaussian random variable with known statistical 

property. Kalman filtering algorithm is performed to obtain an optimal state 
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estimation of the stochastic dynamical system based on available measurement of the 

state and statistical knowledge of the noise. However, due to nonlinearity of the 

dynamical system that cannot be fully canceled in the presence of noise, Kalman filter 

gives less optimal performance of state estimation. 

An alternative state-space representation of the adaptive QAM is proposed to 

characterize the nonlinearity in the system. Through stability analysis of the 

dynamical system, a feedback controller is developed to perform rate adaptation 

based on channel mean feedback. The effect of channel uncertainty on the system 

state is taken into account by estimating the system states using the expected value of 

BER based on the conditional mean of the channel gain. 

Using the dynamic analysis approach does not only solve the adaptation 

problem without expensive computation of the optimal parameters but also results in 

more robust adaptation against various qualities of channel prediction and against 

different Doppler shift, compared to the conventional adaptation method that relies on 

finding the optimal SNR regions boundaries. 
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Chapter 1 

Introduction 

 

1.1     Background 

One of the foremost goals of advancement in information technology is to be able to 

provide people with easy access to information worldwide. Wireless communication 

has captured the attention of media industry to serve this purpose. Its prominent 

ability of transmitting information over the air makes wireless technology a 

prominent solution for providing information to areas where it is geographically and 

economically challenging to build wired telecommunication infrastructure.  

Advancement in communication technology in the last decade has enabled 

high bandwidth data transfer over the wireless channel, which in turn has increased 

the demand for high data speed and efficient allocation of the limited resources to the 

users. In answering this matter, adaptive transmission technique is developed to 

exploit the time variation of the wireless channel. The basic idea is to adjust the 

transmission parameters, such as transmit power and modulation rates, relative to the 

channel condition instead of fixing these parameters for the worst-case condition of 

the channel. Therefore, adaptive transmission can increase the average throughput of 

the channel and reduce the required transmit power while still maintaining the 
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prescribed quality of service. For communication systems, the quality of service is 

mainly evaluated in terms of the bit error rate (BER) for packet transmission, and 

time delay for data streaming. This study is concerned with reliable packet 

transmission between a transmitter and a receiver in particular. Therefore, the 

objective of adaptive modulation in this thesis is to achieve a high data rate while 

meeting the bit error rate requirement.  

 

1.2     Motivation 

The concept of adaptive transmission which requires accurate channel information 

feedback from the receiver was first investigated in the late 1960’s when Hayes [1] 

adapted the signal amplitude according to channel condition through feedback 

channel between the transmitter and receiver that was assumed noiseless and free 

from latency. This idea did not receive attention at that point of time, perhaps because 

of the lack of good channel identification technique and hardware constraints. After a 

couple of decades, the demand for more bandwidth along with the advancement in 

communications technology motivated researchers to revisit adaptive modulation 

techniques. However, accurate channel estimation technique remains a stumbling 

block for optimal adaptation method in wireless system due to the random nature of 

the medium. 

Even though various adaptive modulation techniques based on imperfect 

channel state information have been developed over the years, there is not one unique 

solution to this problem due to the complexity of the system. To the best of the 

author’s knowledge, adaptive modulation proposed in literature requires complex 

numerical computation to obtain the optimal solution, and this solution is different for 

different channel statistical characteristics and prediction. The lack of a general 

solution to the adaptation problem for different channel statistical characteristics has 

motivated this research to investigate the problem from a different approach by the 

modeling and analysis of the behavior of adaptive modulation system.  
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1.3     Objectives and Major Contributions 

This thesis aims to develop a simple and flexible adaptive modulation technique that 

is applicable for different channel statistical characteristics by means of analytical 

modeling and analysis of the system dynamic.  

The following list outlines the major contributions of this thesis. 

1. Introduce a new approach from the perspective of control theory to solve the 

constraint optimization problem in the framework of adaptive modulation 

scheme. 

2. Address the general problem of adaptation in quadrature amplitude 

modulation (QAM) systems in the presence of transmission and feedback 

delay as described by the discrete-time relationship of transmit power, 

constellation size, channel power gain, and bit error rate. 

3. Establish mathematical models of the system dynamic in the form of state-

space equations. 

4. Develop a novel rate adaptation method by an appropriate feedback controller 

that drives the closed-loop system state to a stable equilibrium point. This 

results in optimal performance of the adaptive system. 

5. Develop a non-linear feedback control of modulation rate by using state 

estimations based on the partial channel state information, namely channel 

mean feedback. 

6. Investigate the effect of various Doppler shifts and different qualities of 

channel prediction to the performance of adaptation systems.  

 

In summary, the work of this thesis has the potential to significantly improve the 

performance of adaptive modulation systems by the initial mathematical modeling 

and analysis of the system dynamic. By using system dynamic analysis approach, it is 
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possible to design a robust controller to serve the purpose of optimal rate and power 

adaptation against the uncertainty of the channel state. 

 

1.4     Outline of Thesis 

This thesis is concerned with the dynamic analysis of adaptive modulation in wireless 

communications, particularly for quadrature amplitude modulation schemes in digital 

transmission over a frequency-flat Rayleigh fading channel. The rest of the thesis is 

organized as follows. 

Chapter 2 presents a brief overview of the literature in the area of wireless 

communications and adaptive modulation. Hence it serves to give the context for this 

study and its contributions to this field.  

Chapter 3 proposes a mathematical model of system dynamics in the form of state-

space representation. Assuming perfect channel information at the transmitter, the 

adaptation of constellation size is performed by an appropriate state feedback 

controller that results in a stable closed-loop system. The dynamical model of the 

adaptation problem is verified and it builds the foundation for further design of 

controller feedback in the presence of noise. 

Chapter 4 addresses the practical noisy estimation of channel gain at the transmitter in 

contrast to the assumption of perfect channel state information feedback. Rate 

adaptation is performed based on predicted channel power gain and Kalman filtering 

algorithm is applied to mitigate the effect of channel prediction error. The effect of 

different qualities of channel prediction on the system performance is also 

investigated. 

Chapter 5 develops a novel non-linear feedback control scheme to adjust the 

constellation size of the modulation relative to the partial knowledge of the channel 

gain. The new rate adaptation method is developed based on the stability analysis of 
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system dynamic. The performance of the adaptation method over various Doppler 

effects on the channel variation is investigated as well.  

Chapter 6 summarises the main contributions of this thesis and presents some open 

problems associated with the work in this thesis for future research direction. 
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Chapter 2 

Literature Review 

This chapter presents a brief overview of the literature in the area of wireless 

communications and adaptive modulation. Hence it serves to give the context for this 

study and its contributions to this field.  

 

2.1     Overview of Wireless Communication Systems 

The first wireless communication was performed in the form of telegraphy in 1890s 

before Gugliemo Marconi successfully demonstrated the first long-distance radio 

transmission [2] . Following the invention of radio for wireless communication in 18th 

century, digital signal processing and radio frequency (RF) technology rapidly 

advanced, thereby enabling reliable transmissions over large distances with cheaper 

devices. As the result, most radio systems today transmit digital signals composed of 

binary bits, where the bits are mapped onto a data signal by performing digital 

modulation. 

The most successful application of wireless networking has been the cellular 

telephone system, which has greatly evolved since its inception. The first commercial 

cellular network was deployed in Japan by Nippon Telegraph and Telephone 

Corporation in 1979. It was purely analog signal transmission over the air, and 

nowadays it is known as the first generation (1G) cellular system. The cellular system 

quickly attracted the public, leading to the explosive growth of cellular industry and 

demand for higher speed and power efficiency of devices. As the answer to these 

matters, digital transmission system emerged in early 1990s which is referred to as 

the second generation (2G) cellular system. The most popular 2G technology that is 
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used worldwide is called Global System for Mobile Communications (GSM) 

standard, which supports data transfer speeds of up to 14.4 kpbs [3] and allocate eight 

time slotted users for each 200 kHz radio channel. Data transmission based on GSM 

standard is utilizing different frequency bands in different countries. The frequency 

bands generally used for GSM are the 850 MHz and 1900 MHz in United States and 

other countries in America and 900 MHz and 1800 MHz in Europe, Australia, Asia, 

and Africa.  

Since the introduction of 2G technology, various enhancements have been 

made in order to provide mobile data services and applications such as text 

messaging, still-image transmission, and internet browsing. People started to use 

mobile phones on daily basis and clearly the radio spectrum became highly 

populated. In 1992, International Telecommunication Union (ITU), the international 

body that regulates the use of radio spectrum, identified 230 MHz of new radio 

spectrum [4] for mobile industry to apply International Mobile Telecommunications-

2000 (IMT-2000) standard, which is associated with the third generation (3G) mobile 

system technology. This standard was introduced as result of more than a decade of 

research on development and evolution of the GSM standard. The new bands of 

frequency, 1885-2025 MHz and 2110-2200 MHz, certainly contribute to greater user 

capacity. The advanced technology in 3G standard allows higher data transmission 

rates of at least 144 kbps for devices used in moving vehicles to 2 Mbps for indoor 

devices [5]. As the result of the greater channel bandwidth and faster data transfer, 

high-bandwidth data services as mobile television, voice over Internet Protocol 

(VoIP), video conferencing, and global positioning system (GPS) became possible for 

cellular devices. These applications have become almost indispensable to today’s 

lifestyle. To meet the growing demands in network capacity and high speed data 

transfer of the  multimedia applications, 3G standard is evolving with more advanced 

and efficient technologies, leading towards the next generation, 4G technology [6], 

[7]. Long Term Evolution (LTE) and Worldwide Interoperability for Microwave 

Access (WiMax) are the two most advanced mobile communication technologies to 

date that are considered as the part of pre-4G [8] - [10] and mobile industries 

worldwide keep competing to improve these technologies to meet the 4G standard.  
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In parallel with cellular mobile networks, wireless local area networks 

(WLANs), with Wi-Fi technology in particular, are widely used to connect two or 

more devices via the radio channels. In addition to the peer-to-peer networking, these 

networks also provide connection to the internet through an access point, which is the 

most common purpose of Wi-fi connection nowadays. Wireless LAN technology is 

established based on IEEE 802.11 family standard to support a high data transmission 

rate on a wideband channel.  In 2003, wireless LAN based on IEEE 802.11g standard 

was developed  to support up to 54 Mbps on 2.4 GHz frequency band with orthogonal 

frequency division multiplexing (OFDM) based multi-carrier transmission scheme 

[11]. Wireless LAN is mostly installed in shared accommodations, schools, 

companies, and commercial complexes to provide a shared access of internet to both 

fixed and mobile devices that support Wi-fi technology. As is the case in the cellular 

networks, the ever increasing use of Wi-fi devices compels the wireless service 

providers to keep improving on efficient utilization of the limited radio channels. In 

addition, higher frequency bands of 3.6 GHz and 5 GHz have also been allocated to 

accommodate the heavy wireless traffic over WLANs. To the best of the author’s 

knowledge, the communications industries are currently working on a new WLAN 

standard that will allow wireless transmission at 60 GHz frequency band which will 

offer a theoretical maximum data rate of 7 Gbps.  

Aside from cellular network and WLAN, various applications of wireless 

technology including cordless phones, wireless sensors, satellite televisions, and GPS 

are actively in use these days. These systems need to share the limited wireless 

spectrum in a similar way to the preceding systems and the wireless service providers 

share the same question of how to dynamically allocate the radio spectrum to 

different users to achieve the most efficient resource utilization while still 

maintaining the quality of service requirement. This challenge has motivated 

extensive research in the area of wireless channel characterization and adaptive 

modulation to adjust the transmission parameters such as transmit power and data rate 

in accordance with the variation of the channel gain.  
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2.2     Wireless Channel Characterization 

 In wireless communications, the transmitted signal will experience some time-

varying distortion during propagation due to the ever changing nature of wireless 

channels, and this problem has been one of the significant areas for exploratory study 

for efficient wireless data transmission [12] - [20]. The rapid change of the wireless 

channels over time is called fading and it occurs due to the propagation of signal 

through different paths and the motion of either transmitter or receiver which causes a 

shift in frequency of the transmitted signal along each path. Signals traveling along 

different paths can have different frequency shifts and the maximum frequency shift 

is known as the Doppler spread, given by 

ௗ݂௠ ൌ
ݒ
ߣ
																																																																														ሺ2.1ሻ		

where v is the maximum speed of the mobile user and λ is the wavelength of the 

signal. Doppler shift is inversely related to coherence time which is as the time 

duration over which the channel is relatively invariant [11]. In digital transmission 

over wireless channels, if the coherence time of the channel is longer than the 

transmit symbol period of the signal, the channel is classified as slow fading channel. 

On the contrary, if the coherence time of the channel is shorter than the transmit 

symbol period of the signal, the channel is said to be fast fading channel [11], [21], 

[22].  

Multipath propagation also contributes to different versions of signal arriving 

at receiver at different times. The time difference between the earliest and the latest 

arrival of the signal is called delay spread and it is used as a measure of the multipath 

fading in wireless channels in time domain. Coherence bandwidth is the counterpart 

of delay spread to characterize fading in frequency domain and it can be interpreted 

as the range of frequencies over which the channel appears constant [11]. If the 

bandwidth of the transmitted signal is smaller than the coherence bandwidth of the 

channel, the received signal undergoes frequency-flat fading. Contrarily, the channel 

is classified as frequency selective fading channel. Frequency-flat fading channel, 
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also known as flat fading channel, is a befitting model for a narrowband wireless 

channel and it is used to model a subchannel in multicarrier wireless systems [23]. 

Moreover, frequency selective fading channels can be described by time-varying tap 

coefficient [24], [25], where each tap coefficient represents a flat fading channel. 

In addition to fading, as in any other communication system, the transmitted 

signal is also susceptible to noise, which is commonly modeled as additive white 

Gaussian noise (AWGN). The wireless propagation is illustrated in Figure 2.1 in 

which ݄ሺݐሻ represents the multiplicative distortion imposed by the fading channel and 

  .ሻ denotes the AWGN with a particular signal to noise ratio (SNR) [16], [26]ݐሺݓ

 

 

Figure 2.1 A mathematical model of wireless signal transmission 

The multiplicative channel gain ݄ሺݐሻ which describes the time-varying nature 

of the fading channel can be modeled by a complex random variable with a certain 

distribution. In the absence of line of sight path, the channel is said to experience 

Rayleigh fading and the distribution of the random variable has zero mean. Rayleigh 

fading is a reasonable model for environments with many objects that reflect and 

scatter the signal, typically in the city with heavily built-up buildings. On the other 

hand, in the presence of line of sight path, the distribution will have non-zero mean 

and the channel is described as a Rician fading channel which is typical in maritime 

[27], [28], [29] and land satellite mobile communications [30], [13], [31]. In the 

following section, Rayleigh model is further discussed as the appropriate model of 

wireless channel that is used for the rest of this study.  
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2.2.1     Rayleigh Fading Channel 

For Rayleigh fading channels, ݄ሺݐሻ is modeled as a zero mean circularly symmetric 

complex Gaussian process ݄ሺݐሻ ൌ ݄௥ሺݐሻ ൅ ݆݄௜ሺݐሻ where ݄௥	and ݄௜ are independent 

and identically distributed (i.i.d) Gaussian random variables with a zero mean and 

variance of ߪଶ [22]. The amplitude of the fading, |݄ሺݐሻ| ൌ ඥ݄௥ሺݐሻ ൅ ݄௜ሺݐሻ is 

Rayleigh distibuted with following probability density function, as depicted in Figure 

2.2: 

|݂௛|ሺ|݄ሺݐሻ|ሻ ൌ
2|݄ሺݐሻ|

௛ߪ
ଶ ݌ݔ݁ ቆെ

|݄ሺݐሻ|ଶ

௛ߪ
ଶ ቇ																																													ሺ2.2ሻ 

where ߪ௛
ଶ ൌ ሼ|݄|ଶሽܧ	 ൌ  .ଶ is the average channel power gainߪ2

 

Figure 2.2 Rayleigh probability density function 

As mentioned above, a Rayleigh fading channel itself can be constructed by 

generating the real and imaginary parts of a complex number according to 

independent normal Gaussian variables. However, in most cases, the magnitude 

fluctuations are of greater interest which is described by the power spectrum density 
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function, and its inverse Fourier transform, the autocorrelation function of the fading 

channel [22]. Jakes model [12] is a widely known statistical fading model along with 

autoregressive (AR) model [19], [32] which is also associated with finite state 

Markov channel (FSMC) model [33] - [35] for generating a Rayleigh channel with a 

specific autocorrelation function, given by: 

ሺ߬ሻߩ ൌ ߬ߨ଴ሺ2ܬ ௗ݂௠ሻ																																																									ሺ2.3ሻ 

where ߬ is the time delay and ܬ଴ሺ. ሻ is a zero-th order Bessel function of the first kind. 

Another important property of the time-varying channel is the Doppler spectrum or 

power spectral density which can be obtained as the Fourier transform of the 

autocorrelation function. Doppler spectrum of a flat Rayleigh fading channel [21] 

with a uniform angle of arrival from 0 to 2ߨ is given by: 

ܵሺ݂ሻ ൌ 	
1.5

ߨ ௗ݂௠ඨ1 െ ൬
݂ െ ௖݂

ௗ݂௠
൰
ଶ
																																															ሺ2.4ሻ 

A typical flat Rayleigh fading amplitude and its normalized power spectrum density 

for maximum Doppler frequency of 400 Hz are shown in Figure 2.3 and Figure 2.4 

respectively. 
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Figure 2.3 A flat Rayleigh fading envelope as a function of time 

 

 

Figure 2.4 Power spectrum density of a flat Rayleigh channel 

The knowledge on statistical properties of the channel allows periodical 

channel gain estimation at symbol rate and channel gain prediction to support 

adaptive transmission techniques, as discussed in the next section. 

 

2.2.2     Channel Estimation and Prediction 

Since the channel varies over time, the instantaneous channel state information (CSI) 

needs to be observed regularly at the receiver for reliable communication [21]. One of 

the popular methods to obtain the channel gain at the receiver is by facilitating pilot 

symbols transmission, which is the underlying concept of the pilot symbol assisted 

modulation (PSAM). In PSAM systems, transmitter periodically inserts known 

symbols or pilots into the data stream, from which the receiver may obtain some 
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measurements of the fading channel gain and learn the amplitude and phase reference 

for coherent demodulation of the data symbols [36]-[39].  

Consider a point-to-point channel with single antenna transmitter and 

receiver. As discussed in the earlier section, the fading channel can be represented by 

a circularly symmetric complex Gaussian random variable, ݄ሺݐሻ, based on Rayleigh 

fading model. Figure 2.1 depicts the point-to-point transmission of signal ݔሺݐሻ 

through the wireless channel, and received signal can be represented as:  

ሻݐሺݕ ൌ ݄ሺݐሻݔሺݐሻ ൅  ሺ2.5ሻ																																																									ሻݐሺݓ

where ݓሺݐሻ denotes the zero mean AWGN with variance ߪ௪ଶ . Upon reception of the 

distorted signal ݕሺݐሻ, the receiver measures the instantaneous channel gain based on 

pilot symbols sent from the transmitter. Furthermore, channel estimation at symbol 

rate is performed through filtering and interpolation based on the periodical pilot 

symbols and the statistical knowledge of the channel [26], [40]-[46]. Least square 

estimator is the most basic form of channel identification using pilot symbols [47]-

[50]. The estimation error is highly dependent on the noise that is present in the 

wireless environment. While pilot symbols are vital for reliable data detection and 

channel identification, they can be considered as overhead information that reduces 

the spectral efficiency. In several research articles [51]-[54] adaptive PSAM schemes 

have been discussed, where the spacing and the power allocation between pilot 

symbols can be arranged in such a way that minimizes the overhead information 

while still producing reliable channel tracking. 

In addition to reliable detection and demodulation at the receiver, the 

instantaneous knowledge of channel is also crucial in the concept of adaptive 

transmission. In this case, the channel state information that is acquired at receiver is 

sent back to the transmitter to be used for adaptation of transmission parameters 

relative to the time-varying channel condition. Several literatures [55]-[58] have 

presented adaptive modulation techniques with perfect knowledge of channel gain at 

transmitter, but in practice, the CSI has become outdated due to the inevitable 

feedback delay. Channel prediction has become a popular topic in wireless 
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communications due to this reason. For Rayleigh fading channel modeled as a 

complex circular Gaussian random variable with zero mean and variance ߪ௛
ଶ, 

minimum mean square error (MMSE) optimal linear prediction [49], [59], [60]-[65], 

has been widely used to predict the channel gain in wireless communications due to 

the ease of implementation.  

Consider a flat Rayleigh fading channel, the single tap channel gain can be 

predicted based on the statistical characteristics and imperfect past observations of the 

channel gain with equal delay spacing ∆ܶ, given by [49]: 

෨݄ሺݐ ൅ ሻݐ|ܮ ൌ  ሺ2.6ሻ																																																																				,ࣂሻݐுሺ࣐

ሻݐሺ࣐ ൌ ሾ	 ෠݄ሺݐሻ ෠݄ሺݐ െ ∆ܶሻ … ෠݄ሺݐ െ ሺܯ െ 1ሻ∆ܶሻ	ሿு							ሺ2.7ሻ 

where ࣐ሺݐሻ is the vector of the past ܯ noisy observations and ࣂ is the optimal 

complex coefficients of the linear FIR predictor, and L is the range of prediction as an 

integer multiply of delay spacing ∆ܶ. 

The complex coefficients of the linear FIR predictor that is optimal in MMSE 

sense is expressed as: 

ࣂ  ൌ  ሺ2.8ሻ																																																																௛ఝ࢘	ఝିଵࡾ

where ࡾఝ is the covariance matrix of the regressors and ࢘௛ఝ is the cross-covariance 

between the channel and the regressor ࣐ሺݐሻ, subsequently given by: 

ఝࡾ ൌ ௛ࡾ ൅  ሺ2.9ሻ																																																																																													௘ࡾ

௛ࡾ ൌ ൦

௛ߪ
ଶ

ሻݐ∆௛ሺߩ
⋮

ܯ௛ሺሺߩ െ 1ሻ∆ݐሻ

ሻݐ∆௛∗ሺߩ
௛ߪ
ଶ

…	

⋱

ܯ௛∗ሺሺߩ െ 1ሻ∆ݐሻ
⋮

ሻݐ∆௛∗ሺߩ
௛ߪ
ଶ

൪									ሺ2.10ሻ 

௛ఝ࢘ ൌ ሾߩ௛ሺܮሻ				ߩ௛ሺܮ ൅ ܮ௛ሺߩ			…		ሻݐ∆ ൅ ሺܯ െ 1ሻ∆ݐሻሿ	்																				ሺ2.11ሻ 

where ߩ௛ሺ∆ݐሻ ൌ ݐሻ݄∗ሺݐሼ݄ሺܧ െ  ሻሽ is the autocorrelation function of the complexݐ∆

channel gain, according to Jakes’ model, given by ሺ2.3ሻ and ࡾ௘ is the covariance of 

the channel estimation error at the receiver. For least square estimation of fading 

channel with AWGN, the covariance of estimation error has a simple form: 
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௘ࡾ ൌ  ሺ2.12ሻ																																																																					ࡵ௪ଶߪ

where ߪ௪ଶ  is the variance of the noise.  

The complex valued prediction error is given by: 

ሻݐ௖ሺߝ ൌ ݄ሺݐሻ െ ෨݄ሺݐ|ݐ െ 	ሺ2.13ሻ																																																	ሻܮ

The actual channel gain and the estimation error are both modeled by zero 

mean circularly complex Gaussian random variables. The mean square error is equal 

to the variance of the prediction error, given by: 

ఢ௖ଶߪ ൌ ௛ߪ
ଶ െ ௛ఝ࢘

ு  ሺ2.14ሻ																																																			௛ఝ࢘ఝିଵࡾ

In addition to channel gain, ݄ሺݐሻ, the channel power is of equally important 

information in the adaptive modulation, which is given by the absolute value of the 

complex channel gain: 

ሻݐ௖ሺ݌ ൌ |݄ሺݐሻ|ଶ																																																						ሺ2.15ሻ 

With the linear prediction in (2.8), the absolute square of the predicted 

channel gain is given by: 

ሻݐ෤௖ሺ݌ ൌ ห ෨݄ሺݐ ൅ ሻหݐ|ܮ
ଶ
ൌ  ሺ2.16ሻ																																	ࣂሻݐுሺ࣐ሻݐሺ࣐ுࣂ

which is a quadratic function of the regressors and thus is a non-linear predictor, of 

which prediction error can be written by: 

ሻݐ௣ሺߝ	 ൌ |݄ሺݐሻ|ଶ െ ห ෨݄ሺݐ|ݐ െ ሻหܮ
ଶ
																																						ሺ2.17ሻ	

The variance of this power prediction error is given by: 

ሻൟݐ௣ሺߝ൛ܧ ൌ ܧ ቄ|݄ሺݐሻ|ଶ െ ห ෨݄ሺݐ|ݐ െ ሻหܮ
ଶ
ቅ																																												 

ൌ ௛ߪ
ଶ െ  ሺ2.18ሻ																																																								ࣂఝିଵࡾࡴࣂ

which is equal to the channel prediction error for the optimal linear FIR with 

coefficients given by (2.8). The absolute square of the complex prediction thus results 

in a power prediction with non-zero mean. Based on this analysis, an unbiased power 

predictor [49], [62] is proposed:   
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௖෥݌ ሺݐ ൅ ሻݐ|ܮ ൌ ࣂுሾ݇ሿ࣐ሾ݇ሿ࣐ࡴࣂ ൅ ௛ߪ
ଶ െ  ሺ2.19ሻ																							ࣂ࣐ࡾࡴࣂ

such that the power prediction error will have zero mean, and the minimum mean 

square of the optimal unbiased predictor is given by: 

ఌ೛ߪ 
ଶ ൌ ሺߪ௛

ଶሻଶ െ ห࢘௛ఝ
ு ௛ఝห࢘ఝିଵࡾ

ଶ
																																													ሺ2.20ሻ	

This mean square error is equal to the variance of the power prediction [49] and is 

bounded by  0 ൏ ఌ೛ߪ
ଶ ൏ ሺߪ௛

ଶሻଶ. 

The predicted complex channel gain and power obtained in this section will 

be used in the later sections for the purpose of adapting transmission parameters 

based on the partial knowledge of CSI.  

	

2.3     Discrete Data Transmission over Wireless Channels 

In the transmission of digital information, digital modulation refers to the mapping of 

a sequence of binary digits into a set of corresponding signal waveforms that are 

suitable for transmission over the communication medium. In general, the mapping is 

done per blocks of ݇ ൌ  bits at a time from the discrete data sequence to be ܯଶ݃݋݈

associated with one of  ܯ deterministic, finite energy waveforms in a set: 

࣭ ൌ ሼݏଵሺݐሻ, ,ሻݐଶሺݏ … ,  ሺ2.21ሻ																																																		ሻሽݐெሺݏ

where ݏ௜ሺݐሻ ∈ ࣭ is a unique waveform defined on the time interval ሾ0, ܶሻ and the 

energy of the signal is defined by:  

௦೔ܧ ൌ න ,ݐሻ݀ݐ௜ଶሺݏ
்

଴
																																																									ሺ2.22ሻ 

These waveforms may differ in amplitude, in phase, or in frequency, or any 

combination of two or more of these signal parameters in representing the unique 

information bits.  
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In accordance with Gram-Schmidt orthogonalization procedure [66], a set of 

 real signals defined on with finite energy can be represented as linear combinations ܯ

of ܰ ൑ ,ሻݐreal orthonormal basis functions ሼ߶ଵሺ ܯ … , ߶ேሺݐሻሽ. It is said that these 

orthonormal basis functions span the set ࣭ ൌ ሼݏଵሺݐሻ, ,ሻݐଶሺݏ … ,  ሻሽ, and theݐெሺݏ

modulation scheme that utilizes this set of waveforms is said to be a linear 

modulation [67], which is popular in wireless communications as a result of their 

good bit error rate performance and bandwidth efficiency. 

In general linear passband modulation techniques, the set of M possible 

waveforms can be represented by a set of two orthonormal basis functions with 90 

degree phase shift between them, such as: 

߶ଵሺݐሻ ൌ 	ඨ	
ଶ
்
ߨሺ2	ݏ݋ܿ		 ௖݂ݐሻ																																																		ሺ2.23ሻ 

߶ଶሺݐሻ ൌ 	 ඨ	
ଶ
்
ߨሺ2	݊݅ݏ	 ௖݂ݐሻ																																																		ሺ2.24ሻ 

where ඥ2 ܶ⁄ 	is needed to meet the orthonoramality condition [5] and ܶ is the time 

duration of a symbol. Thus, the set of M signals can be represented by signal vectors 

in two dimensional signal space or constellation as shown in Figure 2.5 for 4-PSK 

scheme. The in-phase (I) axis is associated with a sine basis function and the 

quadrature (Q) axis is associated with the cosine basis function. The projection of the 

signal vector onto the I-axis and Q-axis are called the in-phase component and 

quadrature component respectively. The angle of the signal vector represents the 

phase of the signal and the amplitude is given by the distance from the origin.  
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Figure 2.5 Signal constellation diagram of 4-PSK 

In the simplest form, linear modulation can be performed by using only one 

basis function and all information is encoded in the amplitude of the signal. This is 

called pulse amplitude modulation (PAM), of which modulated signals over a symbol 

period T is given by: 

ሻݐ௜ሺݏ  ൌ ௜ܣ cosሺߠ௜ሻ ݃ሺݐሻ cosሺ2ߨ ௖݂ݐሻ ,							0 ൑ ݐ ൏ ܶ																ሺ2.25ሻ 

where ݃ሺݐሻ is the signal pulse that is chosen to maintain the orthonormal property of 

the basis functions. Although PAM is not a highly efficient modulation scheme, the 

signals set can be used to generate QAM signals which is discussed in the following 

section. 

2.3.1     Quadrature Amplitude Modulation 

One of the most common forms of linear modulation used in digital system is multi-

level quadrature amplitude modulation (M-QAM) which encodes information bits in 

both amplitude and phase of the modulated signals. It is more spectrally efficient 

relative to only amplitude or phase modulation techniques as it can encode the most 

number of bits per symbol for a given average energy. For this reason, M-QAM 

techniques appeal to be the more suitable in the limited bandwidth of wireless 

systems [68] and it is extensively implemented in modern cellular services, wireless 

broadband networks, video broadcasting, and satellite systems. 
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The transmitted signal is given by: 

ሻݐ௜ሺݏ ൌ ௜ܣ cosሺߠ௜ሻ ݃ሺݐሻ cosሺ2ߨ ௖݂ݐሻ െ ௜ܣ sinሺߠ௜ሻ ݃ሺݐሻ ߨሺ2݊݅ݏ ௖݂ݐሻ,																 

0 ൑ ݐ ൏ ܶ											ሺ2.26ሻ 

The energy of the signal over one symbol period is given by:    

௦೔ܧ ൌ න ݐሻ݀ݐ௜ଶሺݏ ൌ
்

଴
௜ܣ

ଶ																																																		ሺ2.27ሻ 

 

 
(a)                                                            (b) 

 Figure 2.6 8-QAM signal constellations: (a) circular constellation (b) a star constellation  

 
(a)                                                            (b) 

Figure 2.7 16-QAM signal constellations: (a) square constellation (b) cross constellation  

The lowest constellation size for QAM encountered in practice is 8-QAM, 

because 2-QAM and 4-QAM are essentially binary phase shift keying (BPSK) and 
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quadrature phase shift keying (QPSK), where information bits are conveyed in the 

variation of phase alone.  It is clear that the more bits per symbol, the more possible 

arrangements of signal points there are in the ܯ levels of QAM. Some of the common 

constellations sets are rectangular, circular, cross, and star constellations, as shown in 

Figure 2.6 and 2.7. Fundamentally, the best constellation set is the one that results in 

the least average transmit power for a given minimum Euclidean distance. In practice 

however, the choice of constellation depends on many other factors, including the 

hardware complexity and the probability of bit error that is dominated by the 

minimum distance between pairs of constellation points. 

Even though rectangular M-QAM constellations are not the best choice of 

constellation as they do not maximally space the constellation points for a given 

average power, they are most frequently used in practice. This is because rectangular 

M-QAM constellations can be readily generated as two PAM signals impressed on 

phase quadrature carriers, and their demodulation process are relatively easier 

compared to non-rectangular M-QAM constellations.  

 

 

 

2.3.2     Probability of Error for QAM 

As digital modulation is performed at the transmitter to transform the information bits 

into analog signals, demodulation and detection need to be performed at the receiver 

to recover the information bits from the received signal. Furthermore, the signal 

received at the receiver is also slightly distorted by the noise from the channel, and it 

might result in some error of the demodulated information bits. The probability of 

detection error is dependent on the noise and signal power, which is represented by 

the SNR of the channel, and also by the spacing of signal points in the signal space 

[66], [69]. For this reason the exact calculation of the error probability is quite unique 
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for a particular constellation set and it usually results in a nonclosed-form solution 

that requires numerical evaluation.  

Much work has been done [69]-[72] to evaluate the probability of error for 

digital modulation schemes over a transmission channel as it is one of the major 

performance parameters that define the quality of the transmission system. In [66], 

the probability of a symbol error for square M-QAM with Gray bit mapping over an 

AWGN channel is given by: 

௘ܲ ൌ 2 ൬1 െ
1

ܯ√
൰ ݂ܿݎ݁	 ൬

1.5
ܯ െ 1

ࣟ௦
଴ܰ
൰ െ ൬1 െ

2

ܯ√
൅ܯ൰݂݁ܿݎଶ ൬

1.5
ܯ െ 1

ࣟ௦
଴ܰ
൰			ሺ2.28ሻ 

where ࣟ௦ ଴ܰ⁄  is the average SNR per symbol and ݂݁ܿݎሺ. ሻ is the well-known 

complementary error function. However, the exact closed form of bit error probability 

or bit error rate (BER) of QAM with arbitrary constellation size has not been 

established.  In [73], the exact analysis of bit error probability is approached using 

signal-space diagram to find the coherent detection statistic of each Gray-coded bit to 

obtain the BER. Some general expressions have been established [69], [74] for BER 

of square M-QAM assuming perfect carrier recovery and symbol synchronization. In 

[75], an approximation of this BER over AWGN channel is established as a function 

of received SNR per symbol:  

ܴܧܤ ൬
ࣟ௦
଴ܰ
൰ ൎ ݌ݔ݁	0.2 ൬

െ1.6
ܯ െ 1

ࣟ௦
଴ܰ
൰																																									ሺ2.29ሻ 

This expression of BER is used as it is easily invertible for mathematical 

analysis of adaptive modulation systems as will be discussed in the later section, and 

it is claimed to be tight within 1 dB for ܯ ൒ 4 and BER ൑ 10ିଷ. The comparison 

between these approximations and the exact expression (2.29) is presented in Figure 

2.8  
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Figure 2.8 BER performances of M-QAM over an AWGN channel 

 

2.4     Adaptive Modulation 

Wireless communications systems offer the solution to providing ubiquitous access to 

communication for the ability of sending data using the air as the medium. At the 

same time, these wireless links are limited and they have become more and more 

congested as the wireless services have increased in the last decades. With the 

advanced technology that enables high bandwidth data transfer over the wireless 

channel, the wireless service providers are faced with the challenge to utilize the 

limited radio spectrum in the most efficient way while maintaining a good standard of 

service. One way of solving this problem is by performing adaptive signaling relative 

to the channel condition.  Instead of fixing the transmission parameters for the worst-

case condition of the channel, the parameters can be optimally adjusted to take 

advantage of the fading characteristic of the wireless channel.  
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Adaptive transmission was first investigated in the late sixties [1], [76] but the 

hardware constraint did not allow the realization of this concept.  As technology 

advanced efficient transmission gained priority in wireless systems, adaptive 

modulation method received more attention from the experts. Several research 

articles [77]- [79], have demonstrated that uncoded adaptive modulation produces a 

significant gain in system performance over Rayleigh fading channels given that 

perfect channel state information is available the transmitter.  

The initial idea of adaptive transmission is to maintain a constant signal to 

noise ratio per bit by varying the transmitted power level [1], [80], [77], constellation 

size [81]- [84], symbol transmission rate [76], coding [85], [86], or any other 

combination of transmission parameters [56], [57], [75], [87]- [89]. In terms of 

choosing the parameters to be adapted, it is shown in [75] that even adjusting only 

either power or data rate yields close to the maximum possible spectral efficiency 

obtained by optimal power and rate adaptation. For this reason, rate adaptation with 

and without power adjustment are both considered in this dissertation. 

Adaptive modulation has been widely adopted into 3G cellular systems [90]- 

[92], WLANs [93]-[95], personal communications [96], wireless sensor networks 

[97], [98], satellite links [99], [100], and many other wireless systems. 

 

2.4.1     Adaptive Transmission System  

A typical discrete-time model of wireless system containing a transmitter, slowly 

time-varying channel, and a receiver [56] is shown in Figure 2.9. The initial model 

assumes instantaneous transmission between the transmitter and receiver. The input 

data ்ݏሾ݇ሿ is modulated into signal ்ݔሾ݇ሿ to be sent over a wireless channel. Upon 

reception of the distorted signal ݕோሾ݇ሿ, channel identification is performed at the 

receiver based on some statistical knowledge of the channel and pilot symbols as 

discussed in the previous section.  
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Figure 2.9 Adaptive modulation in wireless system  

The channel gain obtained is then used in the demodulation and detection 

process to retrieve the information bits ݏோሾ݇ሿ, and it is also sent back to the receiver to 

be used for decision making. In this section, it is assumed that the channel gain is 

perfectly obtained at the receiver and instantaneously fed back to the transmitter. 

For transmissions with a constant transmit power ܵ, the instantaneous 

received SNR per symbol is given by ߛሾ݇ሿ ൌ ௌ௣೎ሾ௞ሿ

ேబ஻
, where B denotes the received 

signal bandwidth . Hence, with the adaptation of transmit power, ܵሺߛሾ݇ሿሻ, the 

received SNR can be written as 
ఊሾ௞ሿௌሺఊሾ௞ሿሻ

ௌ̅
 , where ߛሾ݇ሿ is the SNR resulting from 

transmission with constant transmit power ܵ̅. In power adaptation scheme in general, 

this constant parameter ܵ̅ further denotes the average transmit power. Furthermore, 

with an appropriate scaling of ܵ̅, the average channel gain, denoted by ߪ௛
ଶ, can be 

normalized to one and the average received SNR becomes ̅ߛ ൌ
ௌ̅

ேబ஻
.  

It is well known that a time-invariant AWGN channel with received SNR ߛ 

has capacity of ܥఊ ൌ ଶሺ1݃݋݈ܤ ൅  ሻ. For a fading channel with a particular probabilityߛ

distribution of received SNR, ݌ሺߛሻ, and given that the channel power gain, ݌௖ሾ݇ሿ ൌ

ൌ |݄ሾ݇ሿ|ଶ, is known to both the transmitter and receiver at time ݇, the average 

capacity  of the  time-varying channel can be written as:  

ܥ ൌ න ଶሺ1݃݋݈ܤ ൅ ߛሻ݀ߛሺ݌ሻߛ

ஶ

଴

																																										ሺ2.30ሻ 
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Consider a transmit power adaptation that is subject to an average power 

constraint ܵ̅: 

න ܵሺߛሻ݌ሺߛሻ݀ߛ
ஶ

଴
൑ ܵ̅																																																ሺ2.31ሻ 

Adaptation of transmit power with this average power constraint will result in the 

average capacity of the channel given by (2.30) with the power optimally distributed 

over time, which leads to a standard definition for the fading channel capacity derived 

in [101]:  

ܥ ൌ න ଶ݃݋݈ܤ ൬1 ൅
ܵሺߛሻߛ

ܵ̅
൰ ߛሻ݀ߛሺ݌

ஶ

଴

																																ሺ2.32ሻ 

And the power adaptation which maximizes this capacity follows a water-filling 

algorithm [102], [103] that depends on ݌ሺߛሻ only through an optimal cut-off value of 

the SNR, denoted by ߛ଴. The optimal power adaptation strategy is derived as: 

ܵሺߛሻ ൌ ቐ
1
଴ߛ
െ
1
ߛ
, ߛ ൒ 	଴ߛ

ߛ																	,	0 ൏ ଴ߛ
																																																		ሺ2.33ሻ 

This adaptation strategy outlines a general rule that more power is allocated 

for transmission with more favorable channel. Conversely, less power is allocated for 

transmission when the channel quality degrades and if the channel power gain drops 

below a limit, the channel will not be used for transmission. 

Substituting the power adaptation strategy (2.33) into the average power 

constraint (2.31) gives: 

න ൬
1
଴ߛ
െ
1
ߛ
൰ ߛሻ݀ߛሺ݌ ൌ 1

ஶ

ఊబ

																																										ሺ2.34ሻ 

Hence, the cut-off value ߛ଴ that satisfies this equation leads to an optimal 

power allocation scheme for a particular time-varying channel with known statistical 

property ݌ሺߛሻ. 
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In [103], Chow proposes a constant-power allocation strategy where 

transmitter allocates zero power when the channel condition is below a cut-off value 

and allocates constant power otherwise, mathematically written:  

ܵሺߛሻ ൌ ൜
ܵ, ߛ ൒ 	଴ߛ
0, ߛ ൏ ଴ߛ

																																																		ሺ2.35ሻ 

It is further shown in [77], [104] that this constant-power water-filling 

strategy is very close to the optimal water-filling algorithm. In particular, the 

constant-power adaptation algorithm is at most 0.266 bits/s/Hz away from the 

capacity on Rayleigh channels with perfect channel information at transmitter and 

receiver [104]. Furthermore, the constant-power adaptation method has low 

complexity as it is free from logarithm operations. 

The performance of this low-complexity power adaptation algorithm is 

simulated on Rayleigh channel for average channel gain of -10dB and spectral 

efficiency of this allocation algorithm together with that of the exact water-filling 

algorithm are plotted against the average power constraint in Figure 2.10. It is seen 

that the low-complexity algorithm and the exact water-filling [104] give 

indistinguishable results. Therefore, the constant-power allocation is more favorable 

to be implemented due to the inexpensive computational cost in achieving almost 

optimal spectral efficiency. 
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Figure 2.10 Spectral efficiency of exact water-filling and constant-power allocation 

 

In this dissertation, the adaptive modulation scheme is focused on M-QAM 

over Rayleigh fading channel with a known probability distribution of instantaneous 

SNR per symbol [105]: 

ሻߛሺ݌ ൌ
1
Γ
݌ݔ݁ ቀെ

ߛ
Γ
ቁ																																																				ሺ2.36ሻ 

where Γ is the average SNR per symbol. Rayleigh fading model is chosen as it has 

been long established as an acceptable model for a wide range of wireless systems. 

For interested readers, adaptive modulation schemes over Nakagami fading channels 

have been discussed in a number of literatures [106], [107], [108], [109], [110]. For 

M-QAM based transmission via AWGN channel, the approximation of BER can be 

formulated as a direct function of transmit power, data rate, and SNR [75], as given in 

chapter 2, and it is used as the design requirement in the adaptation schemes as 

suggested in the literature.  
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2.4.2     Variable-rate Constant-power Adaptation for M-QAM 

In its simplest form, rate adaptive modulation is performed by switching the 

modulation mode according to the anticipated SNR, ߛ, which is proportional to the 

channel power gain. For a set of N different modulations modes ࡹ ൌ ሼܯ௜, ݅ ൌ

0,…	, ܰ െ 1ሽ, each with ݇௜ bits per symbol, the ݅௧௛ constellation is applied when the 

SNR falls with the region ߛ௜ ൑ ߛ ൏ ேߛ ௜ାଵ, whereߛ ൌ ∞ and ߛ is the received SNR 

when the transmit power is constant.  

The lowest level of the SNR region boundaries, ߛ଴, is also known as the 

threshold SNR, below which transmitter stops transmitting signal. In other words, if 

the channel condition passed the threshold value, ߛ଴, then the transmitter sends signal 

with a constant transmit power ܵ as given by: 

ܵሺߛሻ ൌ ൜
ܵ, ߛ ൒ 	଴ߛ
0, ߛ ൏ ଴ߛ

																																																		ሺ2.37ሻ 

so that it meets the average power constraint: 

ܵ	ഥ ൌ ሻሿߛሾܵሺܧ ൌ ܵන ሻߛሺ݌
ஶ

ఊబ

 ሺ2.38ሻ																																												ߛ݀

where ݌ሺߛሻ is the probability density function of ߛ that describes the statistics of a 

wireless channel model.  

This means that the transmit power can be increased above the average value 

when transmission occur, resulting in a higher received SNR for a given channel 

power gain compared with the case when the transmit power equals the average 

value. For channels with a unity channel power gain, the instantaneous received SNR 

can be given by γୱ ൌ
ఊௌ

ௌ	ഥ
 . Thus, wireless channels with lower power gains, to a certain 

level, can be used without violating the BER requirement and this in turn increases 

the spectral efficiency of the link.  

The BER requirement refers to the maximum BER that can be tolerated in the 

transmission system, denoted by ܴܧܤ௧௚. In [75], the received BER over additive 
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white Gaussian noise (AWGN) channel for an M-QAM systems with Gray coding 

and ideal coherent phase detection can be written as: 

௦ሻߛሺܴܧܤ ൌ ݌ݔ݁	0.2 ൬
െ1.6ߛ௦
ܯ െ 1

൰																																														ሺ2.39ሻ 

where γs is the resulted SNR for transmission with transmit power ܵ and constellation 

size ܯ.  When the transmitter applies M-QAM with ݇ ൌ  ,ሻ bits per symbolܯଶሺ݃݋݈

the instantaneous data rate is equal to ݎ ൌ ݇/ ௦ܶ, where ௦ܶ is the symbol period. 

Therefore, the rate adaptation problem is equivalent to obtaining the optimal 

constellation size that fulfills the BER and average power constraints, provided that 

the same symbol period is used for every modulation mode. In literatures, this 

adaptation problem can be solved by finding the optimal transmit power gain, 
ௌ

ௌ	ഥ
, and 

the optimal SNR threshold level, ߛ଴, so that BER൫γs൯ ൑ ߛ ௧௚ for allܴܧܤ ൒  ଴. Thisߛ

method of variable-rate constant-power modulation for a Rayleigh channel with 

known average SNR by solving the average power constraint: 

ܵන ሻߛሺ݌
ஶ

ఊబ

ߛ݀ ൌ ܵ	ഥ																																																								ሺ2.40ሻ 

where the threshold value is founded by solving the equations: 

݌ݔ݁	0.2 ൬
െ1.6
଴ܯ െ 1

଴ܵߛ

ܵ	ഥ
൰ ൌ  ሺ2.41ሻ																																									௧௚ܴܧܤ

The performance of this adaptation scheme over a flat Rayleigh fading with a 

known probability distribution of fading (2.36) is illustrated in [111].  The M-QAM 

constellation size is restricted to square constellations due to their inherent spectral 

efficiency and ease of implementation [66]. Two sets of modulation modes are 

available, the first set contains 3 constellation sizes, ࡹ ൌ ሼ4, 16, 64ሽ and the second 

set contains 6 available modulation modes, where the constellation size is chosen 

from ࡹ ൌ ሼ4, 16, 64, 512, 1024, 4096ሽ. The rate adaptation scheme is designed for 

maximum ܴܧܤ௧௚ ൌ 10ିଷ and ܴܧܤ௧௚ ൌ 10ି଻, resulting in four designs of rate 

adaptive modulation. Spectral efficiency and the average BER are the two most 

important parameters to the measure the performance of adaptive modulation 
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schemes. These parameters are evaluated for a given value of N, a given value of ܵ̅ 

and a given average SNR, Γ. The spectral efficiency is defined as the average data 

rate per unit bandwidth, denoted by ܴ ⁄ܤ . Assuming ideal Nyquist data pulses with 

bandwidth ܤ ൌ 1/ ௦ܶ, the spectral efficiency of a rate adaptive modulation system is 

equal to the expected number of bits per symbol sent over the wireless channel. For a 

system applying discrete rate adaptation scheme, it is given by: 

ܴ
ܤ
ൌ ෍ ݇௜ න ߛሻ݀ߛሺ݌

ఊ೔శభ

ఊ೔

ேିଵ

௜ୀ଴

																																																		ሺ2.42ሻ 

The average BER for discrete rate adaptation scheme is given by: 

തതതതതതܴܧܤ ൌ
∑ ݇௜ ׬ ߛሻ݀ߛሺ݌ሻߛሺܴܧܤ

ఊ೔శభ
ఊ೔

ேିଵ
௜ୀ଴

∑ ݇௜ ׬ ߛሻ݀ߛሺ݌
ఊ೔శభ
ఊ೔

ேିଵ
௜ୀ଴

																																							ሺ2.43ሻ 

The actual average BER is lower than the targeted value by a factor of 10 and it keeps 

decreasing with an increasing value of average SNR.  

 

Figure 2.11 Maximum spectral efficiency vs. SNR per symbol for QAM with adaptive rate 

only 
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Figure 2.12 Average BER vs. SNR per symbol for QAM with adaptive rate only 

 

 

It is seen in Figure 2.11 that for average SNR of 10 dB, the spectral efficiency 

of 2 bps/Hz can be obtained, which implies that mostly BPSK is used, and this is not 

surprising since this modulation is the most robust to the noise. As the SNR increases, 

higher level of modulations are used more often, which results in higher the spectral 

efficiency. With three modulations, however, the spectral efficiency eventually 

converges to the maximum value of 6 bps/Hz as there is no modulation with more 

than 6 bits/symbol available, and the BER will be much lower than the prescribed 

value as seen in Figure 2.12. One way of reducing this gap between the actual and the 

targeted value of BER is by applying a lower transmit power, which also results in a 

lower average transmit power. On the other hand, the transmit power can also be 

increased so that more bits can be sent without violating the BER requirement, as 

long as the  it meets the average transmit power constraint. This leads us to the case 

of variable rate and variable power modulation scheme. 
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2.4.3     Variable-rate Variable-power Adaptation for M-QAM 

Consider a restricted constellations size {ܯ௜, ݅ ൌ 0,…	, ܰ} where ܯ଴ corresponds to 

the case of no data transmission. The choice of constellation depends on the 

instantaneous SNR of the channel ߛ which is assumed constant during a symbol 

period for a flat-fading channel. We determine the constellation size corresponding to 

each ߛ by discretizing the possible range of SNR into ܰ ൅ 1 fading regions, and 

associate the constellation size ܯ௜ with the ݅௧௛ region. In other words, the data rate 

corresponding to ߛ falling in the ݅௧௛ region is given by ݈݃݋ଶܯ௜ bits/symbol. 

First of all, the case of continuous rate ܯሺγሻ and continuous power adaptation 

Sሺγሻ, subject to a BER requirement and an average power constraint (2.40) is 

considered. The received SNR becomes 
ఊௌሺఊሻ

ௌ̅
, and the BER for each value of ߛ 

becomes: 

ሻߛሺܴܧܤ ൌ ݌ݔ݁	0.2 ൬
െ1.6ߛ

ሻߛሺܯ െ 1
ܵሺߛሻ
ܵ̅
൰																																								ሺ2.44ሻ 

For a targeted value of BER, the maximum constellation size that meets the BER 

requirement can be written as: 

ሻߛሺܯ ൌ 1 െ
ߛ1.6

݈݊൫5ܴܧܤ௧௚൯

ܵሺߛሻ

ܵ̅
																																				ሺ2.45ሻ 

And the power adaptation that maximizes the spectral efficiency for this continuous 

rate adaptation [56] is similar to the water-filling formula (2.34) outlined in the 

previous section: 

ܵሺߛሻ

ܵ̅
ൌ ൞

1
଴ߛ
െ

1
ܭߛ

, ߛ ൒
଴ߛ
ܭ
	

ߛ																					,	0 ൏
଴ߛ
ܭ

																																																		ሺ2.46ሻ 

where 
ఊబ
௄

 is the optimised cut-off SNR and ܭ ൌ ି1.6

௟௡൫ହ஻ாோ೟೒൯
 . 

Substituting this power allocation into (2.44) gives the relationship between 

constellation size ܯሺߛሻ and the instantaneous SNR	ߛ :  
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ሻߛሺܯ ൌ
ߛܭ
଴ߛ
																																																															 ሺ2.47ሻ 

However, due to the restriction of the constellation size, the largest value of  ܯ௜ that 

is smaller than ܯሺߛሻ for the fading level ߛ is chosen. In other words, ܯ௜ is chosen 

when ߛ௜
∗ ൑ ߛ ൏ ௜ାଵߛ

∗ , with ߛேାଵ
∗ ൌ ∞ . Thus the SNR region boundaries are located at 

௜ߛ
∗ ൌ ௜ܯ

௄

ఊబ
, ݅ ൌ 1,… ,ܰ ൅ 1 . Thus, the optimal boundaries can be determined easily 

for a set of discrete constellation ܯ௜ once the optimal ߛ଴	is obtained. 

Once the SNR region boundaries and the associated constellation size are 

fixed, the transmit power needs to be adjusted to satisfy the average power constraint 

and the BER requirement. By (2.44), the resulted BER will be fixed for the 

constellation ܯ௜ ൐ 0 if the transmit power is adjusted accordingly. This power 

adaptation can be written as: 

௜ܵሺߛሻ

ܵ̅
ൌ ቐ

ሺܯ௜ െ 1ሻ
ߛܭ

, ௜ߛ
∗ ൑ ߛ ൏ ௜ାଵߛ

∗

0, ߛ ൏ ௜ߛ
∗

	 																						ሺ2.48ሻ 

The solution of boundaries can be found by solving for ߛ଴ that satisfies the average 

power constraint equation: 

෍	න 		 ௜ܵ
ሺߛሻ

ܵ̅
ߛሻ݀ߛሺ݌ ൌ 1	

௄
ఊబ
ெ೔శభ

௄
ఊబ
ெ೔

ே

௜ୀଵ

																																			ሺ2.49ሻ 

The maximum spectral efficiency for the discrete-rate continuous power adaptation 

can be given as the sum of the data rates associated with each of the regions 

multiplied by the probability that falls in that region: 

ܴ
ܤ
ൌ෍݈݃݋ଶሺܯ௜ሻ݌ሺ

ே

௜ୀଵ

௜ߛ
∗ ൑ ߛ ൏ ௜ାଵߛ

∗ ሻ																									ሺ2.50ሻ 

For Rayleigh fading channel with a known probability distribution of fading (2.36), 

the maximum spectral efficiency is plotted in Figure 2.13 against the average SNR 

for different number of constellations N.  
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Figure 2.13 Spectral efficiency of rate and power adaptation for QAM with BERtg = 10-3 

As shown in Figure 2.13, increasing the number of discrete signal 

constellation N yields a better approximation to the continuous adaptation (2.45), 

resulting in a higher spectral efficiency. However the choice of number of modulation 

modes is dictated by how many regions to use and it depends on how fast the channel 

is changing. For constellation adaptation on a per-symbol basis, the number of 

regions must be chosen such that the channel gain remains within a region over a 

symbol time. The trade-off between the number of regions and the rate of power and 

constellation adaptation is further discussed in [56]. It is seen that restricting the 

adaptation policy to just six different signal constellation results in a spectral 

efficiency that is within 1dB of that of continuous rate, yet this restriction is less 

costly to implement, particularly in a fast fading environments. The average BER for 

each cases are not shown since it will become equal to the value used for the design, 

in this case it will be 10-3 regardless of the channel conditions, as the power and rate 

are adapted to maintain the fixed value of BER. 

The spectral efficiency of the discrete rate adaptation with and without power 

adaptation are plotted together in Figure 2.14 for BERtg = 10-3. The solid lines and the 

dashed lines represent the spectral efficiency of variable rate and constant power 
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adaptive QAM and of variable rate and constant power adaptive QAM respectively. 

In the case of 3 constellation the choice of modulations are BPSK, QPSK,16-QAM. 

Therefore the maximum spectral efficiency that can be obtained is 4 bps/Hz, as 

shown in Figure 2.14. For 6 constellation, the choice of modulations are BPSK, 

QPSK,16-QAM, 64-QAM, 256-QAM, and 1024-QAM, resulting in maximum 

spectral efficiency of 10 bps/Hz that is achieved for average SNR of 40 dB with 

variable rate and power adaptation. More importantly, the diagram pictures the 

increase in spectral efficiency for a particular channel that is obtained by adjusting 

transmit power along with the modulation mode.  

 

 

Figure 2.14 Spectral efficiency vs. SNR per symbol in Rayleigh fading channel for 

BERtg = 10-3 
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2.5     Adaptive M-QAM for Predicted Wireless Channels 

In the previous section the channel power gain is assumed perfectly known by the 

transmitter when the modulation schemes were to be chosen. Nonetheless, obtaining a 

perfect up-to-date channel state at the transmitter remains a challenge to resolve in 

wireless communication. In practical systems, there is a delay between the time for 

which a channel power gain is estimated until this estimated gain is available at the 

transmitter. Several factors contribute to this delay but the most dominant term is the 

time it takes to transmit the estimate from receiver to the transmitter through a 

feedback channel. In systems where the time delay for making the channel power 

gain available at the transmitter is in the order of the channel coherence time or 

larger, the estimate will be outdated by the time it reaches the transmitter. This is 

common to many wireless systems where either the transmitter or the receiver, or 

both are moving. 

The impact of the error of channel estimates on the system performance has 

been addressed in the literature [109], [112], [113]. In these systems, the error of the 

estimated value will be simply too large to make it usable for selecting the 

appropriate modulation scheme. Therefore, a predictor that predicts the channel 

power gain into future is necessary. Several channel prediction methods have been 

generally accepted [59], [62], [63], [114], for wireless channels experiencing 

Rayleigh fading.  

An adaptive modulation scheme assisted by an MMSE optimal power 

predictor is presented in [115], where the optimal rate and transmit power adaptation 

scheme is derived based on the predicted channel power gain and prediction error 

variance. It is assumed that the second order channel statistics are known and channel 

gain is perfectly obtained at receiver for the coherent demodulation. Consider the 

unbiased quadratic power prediction for Rayleigh fading channels (2.19), the 

discrete-time channel power gain can be predicted ahead of L multiples of sampling 

period, as given by: 
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௖ෝ݌ ሾ݇ ൅ ሿ݇|ܮ ൌ ห ෠݄ሾ݇ ൅ ሿห݇|ܮ
ଶ
൅ ఌ௖ଶߪ 																								ሺ2.51ሻ 

where the regressor ࣐ሾ݇ሿ is obtained as in (2.7) and the variance for the complex 

channel prediction error, ߪఌ௖ଶ  is given by (2.14). 

The channel gain predictor used for power prediction above is composed by 

linear filtering of the observed channel gain ݄ሾ݇ሿ which is modeled by a complex 

circular Gaussian random variable, ݄~ܰܥሺ0, ௛ߪ
ଶሻ. The predicted channel gain thus 

has the same distribution trend as it is only a proportional sum of these random 

variables. Hence, the distribution of the predicted power can also be expressed by an 

exponential distribution, shifted by ߪఌ௖ଶ : 

௣݂೎ෞሺ݌௖ෝ ሻ ൌ
1

௛ߪ
ଶ െ ఌ௖ଶߪ

݌ݔ݁ ൭
ห ෠݄ห

ଶ

௛ߪ
ଶ െ ఌ௖ଶߪ

൱ ሺหܪ	 ෠݄ห
ଶ
ሻ																							ሺ2.52ሻ 

For transmission with constant power ܵ̅, the received SNR can be expressed 

as a proportional function of the channel power gain: 

ሼ݇ሽߛ ൌ ߛ̅
௖ሾ݇ሿ݌
௛ߪ
ଶ 	,																																																											ሺ2.53ሻ 

and the predicted instantaneous received SNR is proportional to the predicted channel 

power gain, ݌௖ෝ ሾ݇ ൅  :ሿ, by݇|ܮ

ොሾ݇ߛ ൅ ሿ݇|ܮ ൌ Γ
௖ෝ݌ ሾ݇ ൅ ሿ݇|ܮ

௛ߪ
ଶ 																																																			ሺ2.54ሻ 

The Jacobian for the transformation from predicted power to predicted SNR 

is: 

ොሾ݇ߛ݀ ൅ ሿ݇|ܮ

௖෢݌݀ ሾ݇ ൅ ሿ݇|ܮ
ൌ
Γ
௛ߪ
ଶ 																																																											ሺ2.55ሻ 

The pdf for the predicted power can thus be obtained as: 

ఊ݂ෝሺߛොሻ ൌ
௣݂೎ෞ ൬݌௖ෝ ൌ Γ

௛ߪ
ଶ ො൰ߛ

ฬ
ොߛ݀
௖෢݌݀

ฬ
																																																																				 



39 
 

ൌ
ොߛሺܪ െ ሻߜ

Γ െ ߜ
݌ݔ݁ ൬െ

ොߛ െ ߜ
Γ െ ߜ

൰																																						ሺ2.56ሻ 

where ߜ ൌ Γ ఙഄ೎
మ

ఙ೓
మ , and the conditional probability function of SNR given the predicted 

value [49] is given by: 

ఊ݂ሺߛ|ߛොሻ ൌ
ොߛሺܪሻߛሺܪ െ ሻߜ

ߜ
݌ݔ݁ ൬െ

ߛ ൅ ොߛ െ ߜ
ߜ

൰ ௢ܫ ൬
2
ߜ
ඥߛሺߛො െ  ሺ2.57ሻ												ሻ൰ߜ

where ܪሺ. ሻ is a Heaviside step function and ܫ௢ሺ. ሻ is the zeroth order modified Bessel 

function. 

Because the constellation size and power are adapted based on the predicted 

SNR, ߛො, the instantaneous BER is also in an indirect function of ߛො, and it is written 

as: 

,ߛሺܴܧܤ ොሻߛ ൌ ݌ݔ݁	0.2 ൬
െ1.6ߛ

ොሻߛሺܯ െ 1
ܵሺߛොሻ

ܵ̅
൰																													ሺ2.58ሻ	 

The problem of adaptation based on predicted channel gain is solved in [115] to 

fulfill an expected value of BER over the distribution of γ conditioned on the 

predicted value γො, for one specific modulation scheme, as given by:  

ොሻߛሺܴܧܤ ൌ න ,ߛሺܴܧܤ ොሻߛ ఊ݂ሺߛ|ߛොሻ݀ߛ
ஶ

଴
																																ሺ2.59ሻ 

where ఊ݂ሺߛ|ߛොሻ is the pdf of the instantaneous SNR conditioned on the predicted 

value.  

The expected BER for the particular pdf ሺ2.57ሻ is approximately given by: 

ොሻߛሺܴܧܤ ൎ ൤൬1	݌ݔ݁	ොሻߛሺݖ	0.2 െ
ොߛ
ߜ
൰ ൫1 െ  ሺ2.60ሻ																															ොሻ൯൨ߛሺݖ

ොሻߛሺݖ ൌ
1

1 ൅ Aሺγොሻܵሺߛොሻ
	,																																																														 

Aሺγොሻ ൌ
ߜ	1.6

ܵ̅ሺܯሺߛොሻ െ 1ሻ
																																																	ሺ2.61ሻ 
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2.5.1     Discrete Rate Adaptation with Constant Power 

In this section, the case of variable rate M-QAM with a constant transmit power 

ܵሺߛොሻ ൌ ܵ is considered. The fixed transmit power must satisfy the average power 

constraint: 

න ܵሺߛොሻ ఊ݂ෝሺߛොሻ݀ߛො
ஶ

଴
ൌ ܵ̅																																																				ሺ2.62ሻ 

First of all, the choice of constellation size is restricted to a set of values, {ܯ௜, ݅ ൌ

0,…	, ܰ െ 1}. The optimal constellation Mi will be chosen according to the predicted 

SNR,	ߛො in a similar manner to the optimal choice of constellation size with a perfect 

knowledge of SNR in section 2.4.2. The possible range of SNR, ߛො, is divided into 

ܰ ൅ 1 fading regions, and a unique constellation size ܯ௜ is associated with the ݅௧௛ 

region. There will be no transmission if the predicted SNR falls below a cut-off value, 

଴ෝߛ , otherwise, ܯ௜ is chosen when ߛො௜ ൑ ොߛ ൏  .ො௜ାଵߛ

The expression of BER (2.60) for a constant transmit power, ܵ, and a discrete 

constellation size ܯ௜ can be simplified to: 

ොሻߛሺܴܧܤ ൌ
0.2

1 ൅ ௜ܵܣ
݌ݔ݁ ൤

௜ܵܣ
1 ൅ ௜ܵܣ

൬1 െ
ොߛ
ߜ
൰൨																															ሺ2.63ሻ 

௜ܣ ൌ
ߜ	1.6

ܵ̅ሺܯ௜ െ 1ሻ
																																																					ሺ2.64ሻ 

The average power constraint (2.62) implies that the cut-off	SNR ߛ଴ෝ  should 

satisfy 

ܵ
ܵ̅
ൌ

1

׬ ఊ݂ෝሺߛොሻ݀ߛො
ஶ
଴

																																																			ሺ2.65ሻ 

which implies that the transmit power used when transmission does occur will be 

higher than the average value, and the ratio of the constant transmit power and the 

average power is given by: 

ܵ௡ ൌ
ܵ
ܵ̅
ൌ ݌ݔ݁ ൬

௢ෝߛ െ ߜ
Γ െ ߜ

൰																																																		ሺ2.66ሻ	 
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In addition to fulfilling the average power constraint, the constellation size 

needs to be chosen such that the resulting BER meets the requirement, such that: 

ොሻߛሺܴܧܤ ൑ ො௜ሻߛሺܴܧܤ ൌ ොߛ    ,	௧௚ܴܧܤ ∈ ሾߛො௜, ,ො௜ାଵሻߛ 0 ൑ ݅ ൑ ܰ െ 1													ሺ2.67ሻ 

Substituting (2.63) into (2.67) results in: 

ො௜ߛ ൌ ߜ ൬1 െ
1 ൅ ௜ܵܣ
௜ܵܣ

݈݊൫5ܴܧܤ௧௚ሺ1 ൅  ሺ2.68ሻ																					௜ܵሻ൯൰ܣ

which is the optimal region boundaries ሼߛො௜ሽ଴
ேିଵ that maximizes the spectral efficiency 

of the variable rate and constant power M-QAM system implementing FIR channel 

prediction as given in [115].   

  

2.5.2     Discrete Rate and Continuous Power Adaptation 

In addition to adapting the modulation scheme, a variable transmit power is 

implemented to further increase the spectral efficiency of the system. In this case, the 

transmit power is adjusted for each constellation size ܯ௜ such that the BER constraint 

(2.63) and the average power constraint (2.62) are not violated.  This power 

adjustment within an SNR region associated with constellation size ܯ௜ is obtained 

[115] as: 

௜ܵሺߛොሻ ൌ
1
௜ܣ
ቆ
െߜ	݈݊ሺ5ܴܧܤ௧௚ሻ
ොߛ ൅ ௧௚ሻܴܧܤሺ5݈݊	ߜ

ቇܪ ቀߛො ൅ ොߛ			,௧௚൯ቁܴܧܤ൫5݈݊	ߜ ∈ ሾߛො௜,  ሺ2.69ሻ				ො௜ାଵሻߛ

This adaptation problem is classified as a constraint optimization problem 

which tries to maximize the spectral efficiency subject to the average constraint and 

the method of Lagrange multipliers can used to solve this problem. A new variable, ߣ, 

called Lagrange multiplier,	is introduced and Lagrangian equation is defined by: 

⋯,ො଴ߛሺܬ , ,ොேିଵߛ ሻߣ ൌ ෍ ݇௜ න ఊ݂ෝሺߛොሻ݀ߛො
ఊෝ೔శభ

ఊෝ೔

ேିଵ

௜ୀ଴

൅ ߣ ൥෍න ௜ܵሺߛොሻ ఊ݂ෝሺߛොሻ݀ߛො
ఊෝ೔శభ

ఊෝ೔

ேିଵ

௜ୀ଴

െ ܵ̅൩		ሺ2.70ሻ 

Solving for zero partial derivatives: 
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ܬ߲
ߣ߲

ൌ 0																																																																																									 

ܬ߲
ො௜ߛ߲

ൌ 0				, 0 ൑ ݅ ൑ ܰ െ 1																																															 

results in: 

௜ܵିଵሺߛො௜ሻ െ ௜ܵሺߛො௜ሻ ൌ
݇௜ െ ݇௜ିଵ

ߣ
	, 0 ൑ ݅ ൑ ܰ െ 1														ሺ2.71ሻ 

where ݇ିଵ ൌ 0 and ܵିଵሺߛො଴ሻ ൌ 0. 

Substituting (2.69)	into (2.71) gives: 

ො௜ߛ ൌ ݈݊ሺ5ܴܧܤ௧௚ሻ ቆ
ܵ̅

1.6
௜∆ߣ െ  ሺ2.72ሻ																																											ቇߜ

where 

∆௜ൌ
௜ܯ െ ௜ିଵܯ

݇௜ െ ݇௜ିଵ
	 , 0 ൑ ݅ ൑ ܰ െ 1																																				ሺ2.73ሻ 

The average power constraint for adaptive modulation with a set of discrete 

constellation size ሼܯ௜	߳	Գ, ݅ ൌ 0, 1,…	, ܰ െ 1ሽ given the power adaptation (2.71) is 

given by: 

෍න ௜ܵሺߛොሻ ఊ݂ෝሺߛොሻ݀ߛො
ఊෝ೔శభ

ఊෝ೔

ேିଵ

௜ୀ଴

																																																																																																				 

ൌ ݌ݔ݁	ߩ	 ቆ
൫1ߜ ൅ ݈݊ሺ5ܴܧܤ௧௚ሻ൯

Γ െ ߜ
ቇ ൈ෍ሺܯ௜ െ 1ሻ൫݅ܧሺߣߩ∆௜ሻ െ ௜ାଵሻ൯∆ߣߩሺ݅ܧ

ேିଶ

௜ୀ଴

 

൅ሺܯேିଵ െ 1ሻ݅ܧሺߣߩ∆ேିଵሻ ൑ ܵ̅																																																														ሺ2.74ሻ 

where ݅ܧሺ. ሻ is the exponential integral and ߩ	is given by: 

ߩ ൌ
݈݊ሺ5ܴܧܤ௧௚ሻܵ̅

1.6ሺΓ െ ሻߜ
	,																																																		 ሺ2.75ሻ 
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The Lagrange multiplier,ߣ, can be numerically evaluated for this power 

constraint and the corresponding optimal SNR region boundaries can be obtained by 

substituting the computed  ߣ into (2.72).  

The variation of normalized transmit power over SNR for the adaptive 

modulation based on predicted channel with two difference error variances are given 

in Figure 2.15. The dotted line corresponds to power adaptation in the case of the 

perfect knowledge of channel. 

 

Figure 2.15 Adaptation of the transmit power ܵሺߛොሻ ܵ̅⁄  

The discontinuities in the curve correspond to the boundaries of the SNR 

regions. It is seen that the SNR region boundaries of the upper increases significantly 

when the variance of the power prediction error is high.   

The spectral efficiency of the modulation scheme based on predicted SNR is given 

by: 

ܴ
ܤ
ൌ ෍ ݇௜ න ఊ݂ෝሺߛොሻ݀ߛො

ఊෝ೔శభ

ఊෝ೔

ேିଵ

௜ୀ଴

																																											ሺ2.76ሻ 
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The theoretical value of spectral efficiency can be computed for a given channel with 

known statistics.  

The spectral efficiency for adaptive QAM applying discrete rate and 

continuous power adaptation and rate adaptation with constant power discussed in in 

section 2.5.1 are illustrated in Figure 2.16 for two different channel prediction 

qualities. 

 

Figure 2.16 Spectral efficiency vs. average received SNR for ݃ݐܴܧܤ ൌ 10െ3 for adaptive M-

QAM based on imperfect channel knowledge. Lines with and without dots correspond to  

݌ߝߪ
2 ൌ 0.005  and ݌ߝߪ

2 ൌ 0.05 respectively 

It is shown that the gain in spectral efficiency when using good predictors is 

considerable, as compared with the poor predictors. Furthermore, it is seen that when 

poor predictor is used, the spectral efficiencies of both cases come closer together as 

the average SNR increases, hence adjusting transmit power alongside constellation 

side loses its advantage if the channel prediction error is high. 
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2.6     Positioning of Contributions   

It has been demonstrated in the literature that adaptation of rate and transmit power 

relative to channel condition is essential to maximize the capacity of the wireless 

channels. Extensive study has been done to obtain an optimal solution of this 

adaptation problem. A conventional adaptation method has been discussed in the 

previous section, where adaptation problem for QAM is solved by the optimal SNR 

region boundaries for switching of modulation modes. For adaptive modulation 

schemes based on imperfect channel prediction at the transmitter, the optimal solution 

is based on complex optimization technique which requires complex numerical 

evaluation of the optimized parameter based on the particular channel statistical 

characterization. 

In this thesis, the problem of adaptive QAM is approached from a new 

perspective, where the system dynamic equations are established and through the 

analysis of system stability, a feedback controller is developed to achieve a stable 

closed-loop system that operates at the optimum operating point. The optimal 

adaptation is performed using this feedback controller based on the channel condition 

and BER requirement. The proposed mathematical modeling of the system dynamic 

also provides the platform for further design of robust adaptation against the channel 

prediction error. 

The same system dynamics equation applies to QAM systems for a particular 

channel statistical characteristic and average signal-to-noise ratio. Therefore, the 

same method can be used for any channel in general without expensive computation 

of the optimal SNR region boundaries for the constraint optimization problem.  
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Chapter 3 

Analytical Model and Analysis of Adaptive 
Modulation  

 

3.1     Introduction 

With the rapid development of wireless technology to deliver high bandwidth data, 

the demand for greater network capacity keeps increasing and efficient allocation of 

wireless channels becomes highly significant in the industry. Literature has 

established that adaptive modulation and coding is one of the key features in 

achieving highly efficient wireless networks as it allows the data rate to be 

dynamically adjusted in accordance with the varying quality of the wireless links. In 

particular, it is demonstrated in [77]- [79] that uncoded adaptive M-QAM 

significantly increases the capacity of wireless channels experiencing flat Rayleigh 

fading. However, as it is widely known, adaptive modulation method requires 

accurate information of the channel gain at the transmitter and different qualities of 

channel estimation leads to different optimal solutions.  

In this chapter, a new perspective to adaptive modulation problem is 

introduced. The system dynamic equations are established to describe the nature of 

the adaptation problem for M-QAM systems based on the BER criterion. There are a 
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number of methods for modeling and analysis of dynamic behavior of a system. One 

of the prominent models of dynamic systems is transfer function. However, state-

space method is chosen in this study for its advantage of fully representing the 

behavior of a system over time, and it can be easily expanded to accommodate 

multiple inputs and multiple outputs.  

Having established the state-space representation of the system, a feedback 

controller can be designed to adjust the modulation parameter to meet the adaptation 

criteria.  Through the analysis of system stability, an optimal adaptation technique is 

proposed that operates at the optimum operating point. Therefore, the adaptation 

problem can be solved without expensive computation of the optimal SNR region 

boundaries. The proposed adaptation method based on the system dynamics analysis 

is verified in MATLAB simulations and the results show that, in the presence of 

perfect CSI, it behaves similarly to the conventional adaptation method in literature 

[56], [111], [115],. The imperfection of the channel state information can then be 

integrated easily into the model for a more suitable design of feedback controller as 

will be discussed in chapter 4.  

 

3.2     Background 

This section presents some concepts in control theory that will be used in the later 

sections. 

 

3.2.1     State-space Representation of System Dynamics 

The use of state-space representation greatly simplifies the mathematical model of 

system dynamics. In addition, system analysis based on state-space concept enables 

engineers to design control systems with respect to given performance indexes for 

specific initial conditions [116]. The state variables of a dynamic system [117] is the 

smallest set of variables such that the knowledge of these variables at some fixed time 
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ݐ ଴ and the system inputs at allݐ ൒  ଴ completely determines the behavior of theݐ

system for any instant of time ݐ ൒  ଴ and theݐ ଴. Given the state of the systems at timeݐ

input between times ݐ଴ and ݐଵ, one can predict the output at time ݐଵ for all ݐଵ ൒  ଴. Aݐ

typical discrete-time state-space representation is given by: 

ሾ݇࢞ ൅ 1ሿ ൌ ,ሾ݇ሿ࢞ሺࢌ ,ሾ݇ሿ࢛ ݇ሻ																																																							 

ሾ݇ሿ࢟ ൌ ,ሾ݇ሿ࢞ሺࢍ ,ሾ݇ሿ࢛ ݇ሻ																																													ሺ3.1ሻ 

ሾ݇ሿ࢞ ∈ ࣬௡ is the state vector, with ݊ representing the number of state variables of the 

dynamic system, ࢛ሾ݇ሿ ∈ ࣬௠ is the input vector, with ݉ number of inputs to the 

system, ࢟ሾ݇ሿ ∈ ࣬௥ is the output vector, and ࢌሺ. ሻ	and ࢍሺ. ሻ each represents a vector of 

algebraic functions of ࢞ሾ݇ሿ and ࢛ሾ݇ሿ.  

Depending on the choice of state variables, which is not unique for a dynamic 

system, the can be represented by different state-space representations.  The state 

equations, however, are related to each other by some transformation functions. 

 

3.2.2     State Observers 

State-space representations describe the dynamics of a system and are commonly 

used in designing a state feedback controller to achieve a stable closed-loop system. 

In practice however, not all state variables are available for direct measurement. 

Hence it is necessary to have a subsystem that can estimate the state variables from 

the measurable output and control variables, which is also known as a state observer. 

Nonetheless, state observers can be designed if and only if the observability condition 

is satisfied [116]. In other words, given that a system is observable, the measurable 

outputs ࢟ሾ݇ሿ,	can be used to estimate the internal states of the system and additional 

terms may be included in order to ensure that the estimated states converge to the 

actual states of the system.  
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Figure 3.1 Block diagram of a feedback control system with a state observer 

Consider a time-invariant linear system represented by the following state-

space equations: 

ሾ݇࢞ ൅ 1ሿ ൌ ሾ݇ሿ࢞ۯ ൅  	ሾ݇ሿ࢛۰

ሾ݇ሿ࢟ ൌ  ሺ3.2ሻ																																																														ሾ݇ሿ࢞۱

where ۯ is an ݊ ൈ ݊ non-singular matrix, B is an ݊ ൈ ݉ matrix, and C is an ݎ ൈ ݊ 

matrix. The system is said to be completely observable if the following condition is 

met: 

݇݊ܽݎ  ൦

௡ିଵۯ۱

௡ିଶۯ۱
⋮
۱

൪ ൌ ݊																																																						ሺ3.3ሻ 

The states of the system ࢞ሾ݇ሿ can then be approximated using a state observer 

whose states ࢞ෝሾ݇ሿ are updated based on a dynamical model:  

ෝሾ݇࢞ ൅ 1ሿ ൌ ෝሾ݇ሿ࢞ۯ ൅ ሾ݇ሿ࢛۰ ൅ ሾ݇ሿ࢟ሺۺ െ  ෝሾ݇ሿሻ࢟

ෝሾ݇ሿ࢟ ൌ  ሺ3.4ሻ																																																										ෝሾ݇ሿ࢞۱

where ۺ  is an observer feedback gain matrix of size ݊ ൈ݉. Assuming that the 

system is also completely controllable, a linear combination of the estimated states 

can be used to control the system, ࢛ሾ݇ሿ ൌ െ۹࢞ෝሾ݇ሿ. The observer gain matrix L shall 
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be chosen such the states estimation errors converge to zero. This condition is further 

described by the error dynamics of the state observer. The observation error is given 

by	ࢋሾ݇ሿ ൌ ෝሾ݇ሿ࢞ െ  ሾ݇ሿ, and the error dynamics can be obtained by subtracting࢞

ሾ݇࢞ ൅ 1ሿ in (3.3) from ࢞ෝሾ݇ ൅ 1ሿ in (3.1): 

ෝሾ݇࢞ ൅ 1ሿ െ ሾ݇࢞ ൅ 1ሿ ൌ ෝሾ݇ሿ࢞ۯ െ ሾ݇ሿ࢞ۯ ൅ ሾ݇ሿ࢟ሺۺ െ 																																		ෝሾ݇ሿሻ࢟

ሾ݇ࢋ ൅ 1ሿ ൌ ෝሾ݇ሿ࢞ሺۯ െ ሾ݇ሿሻ࢞ ൅ ሾ݇ሿ࢞۱ሺۺ െ  																														ෝሾ݇ሿሻ࢞

ሾ݇ࢋ ൅ 1ሿ ൌ ሾ݇ሿሻࢋሺۯ െ  																																																										ሾ݇ሿሻࢋ۱ሺۺ

Hence, the resulting error dynamics are also linear and it is fully described by: 

ሾ݇ࢋ ൅ 1ሿ ൌ ሺۯ െ  ሺ3.5ሻ																																																						ሾ݇ሿࢋ۱ሻۺ

and the stability of the state observer is determined by the eigenvalues of matrix 

ۯ െ  In control theory, it has been long established that a linear dynamics system .۱ۺ

in the form of (3.5) is stable if eigenvalues of the transition matrix	ۯ െ  are located ۱ۺ

inside the unit circle. Hence, for a given linear system in (3.2), the observer gain 

matrix L should be chosen such this condition is fulfilled. 

 

3.3     Adaptive M-QAM over a Wireless Link  

Consider the adaptive modulation system model in Section 2.4, it is assumed that the 

transmission delay and feedback delay are equal and the value is taken as one 

sampling period, ௦ܶ, to introduce a fundamental analytical model. The block diagram 

of the discrete-time system is shown in Figure 3.2.  

Due to the transmission delay, the received signal at receiver is actually the 

signal transmitted one sampling period earlier. Therefore, in the presence of 

transmission delay the expression of BER for M-QAM systems with Gray coding and 

ideal coherent phase detection is written as: 

ሾ݇ሿܴܧܤ ൌ ݌ݔ0.2݁ ൬
െ1.6Γܵሾ݇ െ 1ሿ݌௖ሾ݇ െ 1ሿ

ሾ݇ܯ െ 1ሿ െ 1
൰																								ሺ3.6ሻ 
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Figure 3.2 Illustration of rate adaptive QAM based on outdated CSI 

 

where Γ is the average received SNR per symbol, ܵ௡  is the transmit power 

normalized by the average value, ݌௖ሾ݇ െ 1ሿ ൌ |݄ሾ݇ െ 1ሿ|ଶ is the channel power gain 

during the last transmission, ܵሾ݇ െ 1ሿ and ܯሾ݇ െ 1ሿ subsequently denote the 

corresponding transmit power and constellation size applied. 

 

3.3.1     System Modeling  

The state-space representation of the system is proposed based on the relationship 

between transmit power, constellation size, and the resulting BER in (3.6) to describe 

the internal dynamics of the system. The system state variables should be defined to 

describe the behavior of the system with respect to time. For adaptive modulation 

systems, with the BER as one of the important system performance parameters, it is 

essential to observe this parameter. Moreover, in standard communication systems, it 

is desirable that the BER is equal or lower than an acceptable value, denoted as 

 ௧௚. Hence, a state variable can be defined to represents the difference betweenܴܧܤ

the BER and the required criterion, which should converge to zero to achieve an 

optimal performance. Another feature that would be beneficial to observe is the rate 

of change of BER over time, to provide more information on the trend of the BER. 

Due to the feedback delay, the BER received at transmitter is the delayed version. 

Therefore, the output of the adaptation system is defined as a function of the delayed 

BER. Thus, the state-space variables and output of the system are defined as: 
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ଵሾ݇ሿݔ ൌ ݈݊ሺ5ܴܧܤሾ݇ െ 1ሿሻ െ ݈݊ሺ5ܴܧܤ௧௚ሻ																																																					

ଶሾ݇ሿݔ	 ൌ ݈݊ሺ5ܴܧܤሾ݇ሿሻ െ ݈݊ሺ5ܴܧܤሾ݇ െ 1ሿሻ																																																			

ሾ݇ሿݕ ൌ  ሺ3.7ሻ																																																																																														ଵሾ݇ሿݔ

In the case of transmission (ܯሾ݇ሿ ൐ 1), the dynamics of the adaptation system 

can be fully described by the state-space equations:	 

ଵሾ݇ݔ ൅ 1ሿ ൌ xଵሾkሿ ൅ xଶሾkሿ																																																																																																

ଶሾ݇ݔ	 ൅ 1ሿ ൌ
െ1.6Γܵ௡ሾkሿ	݌௖ሾ݇ሿ

ሾ݇ሿܯ െ 1
െ xଵሾkሿ െ xଶሾkሿ െ ݈݊ሺ5ܴܧܤ௧௚ሻ																			ሺ3.8ሻ	

where ܵ௡ሾ݇ሿ ൌ ܵሾ݇ሿ/ܵ̅ denotes the normalized transmit power against the average 

power. Assuming a perfect knowledge of the channel power at the transmitter, the 

transmit power and the constellation size can then be adjusted as control inputs to 

regulate the system output BER such that the system state variables converge to zero 

and the system remains at this state.  

In the next section, a novel approach to the adaptation problem based on 

system dynamics analysis is proposed in which the constellation size and transmit 

power are adjusted independently in the attempt of achieving the maximum spectral 

efficiency for the given BER criterion. In other words, the proposed optimal solution 

is divided into two stages. First, a variable-rate constant-power adaptation is designed 

to establish a closed-loop system and the control gain is chosen to ensure the stability 

of system dynamics. In the second stage, the restriction of available modulation levels 

in standard digital systems is considered and an independent transmit power 

allocation scheme is proposed to compensate for the quantization of the data rate. 

 

3.3.2     Rate Adaptation via a State Feedback Controller 

For a constant transmit power ܵ௡തതത, a simple continuous-rate adaptation can be 

performed by a feedback controller to adjust ܯሾ݇ሿ such that the system states 

converge to the equilibrium. First of all, a new input ݑሾ݇ሿ is introduced such that the 
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system is input-to-state linearized. The constellation size is therefore chosen as a 

function of ݌௖ሾ݇ሿ and ݑሾ݇ሿ, mathematically written as: 

ሾ݇ሿܯ																							 ൌ
െ1.6ܵ߁௡	݌௖ሾ݇ሿ

ሾ݇ሿݑ ൅ ݈݊ሺ5ܴܧܤ௧௚ሻ
	൅ 1																																																ሺ3.9ሻ 

where ݑሾ݇ሿ  is a new control input of the linearized system. 

Substituting (3.9) into (3.8) transforms the system dynamics to be: 

ଵሾ݇ݔ		 ൅ 1ሿ ൌ xଵሾkሿ ൅ 																																																																																																			ଶሾ݇ሿݔ

ଶሾ݇ݔ	 ൅ 1ሿ ൌ
െ1.6Γܵ௡	݌௖ሾ݇ሿ

ቆ
െ1.6Γܵ௡	݌௖ሾ݇ሿ

ሾ݇ሿݑ ൅ ݈݊൫5ܴܧܤ௧௚൯
	൅ 1ቇ െ 1

െ xଵሾkሿ െ xଶሾkሿ 	െ ݈݊൫5ܴܧܤ௧௚൯					

		ൌ ሾ݇ሿݑ 	െ xଵሾkሿ െ xଶሾkሿ																																																																							ሺ3.10ሻ 

Hence the system is linear and the dynamics of the system can be fully described by a 

linear matrix equation: 

ሾ݇࢞ ൅ 1ሿ ൌ ሾ݇ሿ࢞ۯ ൅  													ሾ݇ሿݑ۰

where 

ۯ ൌ ቂ 		1 			1
െ1 െ1

ቃ ,				۰ ൌ ቂ0
1
ቃ																																																		ሺ3.11ሻ 

Thus the linear control law ݑሾ݇ሿ ൌ െ۹࢞ሾ݇ሿwith an appropriate choice of control gain 

vector, ۹ ൌ ሾ݇ଵ ݇ଶሿ, is sufficient to stabilize the closed-loop system. 

The block diagram of the proposed rate adaptive system is shown in Figure 

3.3, where block M(.) represents equation (3.9) and the block X(.) represents 

ିଵ.଺୻ௌ೙ሾ୩ሿ	௣೎ሾ௞ሿ

ெሾ௞ሿିଵ
െ ݈݊ሺ5ܴܧܤ௧௚ሻ in equation (3.8). 



54 
 

 

Figure 3.3 Block diagram of the adaptation system 

 

The resulting closed-loop dynamics are as follows:	 

ሾ݇࢞ ൅ 1ሿ ൌ ሺۯ െ ۰۹ሻ࢞ሾ݇ሿ																																																					ሺ3.12ሻ 

The above system is stable if the eigenvalues of matrix ሺۯ െ ۰۹ሻ are inside the unit 

circle. The characteristic equation is given by|ۯ െ ۰۹ െ |۷ߣ ൌ 0. 

ۯ|   െ ۰۹ െ |۷ߣ ൌ ฬ൤
										1 										1
െ1 െ ݇ଵ െ1 െ ݇ଶ

൨ െ ቂߣ 0
0 ߣ

ቃฬ 

ൌ ฬ
1 െ ߣ 1
െ1 െ ݇ଵ െ1 െ ݇ଶ െ ߣ

ฬ,																														ሺ3.13ሻ 

and the characteristic equation is given by: 

ଶߣ ൅ ݇ଶߣ ൅ ൅݇ଵ െ ݇ଶ ൌ 0																																															ሺ3.14ሻ	

Hence ࡷ must be chosen such that: 

|ଵଶߣ| ൌ ቤെ݇ଶ േ ට݇ଶ
		ଶ െ 4ሺ݇ଵ െ ݇ଶሻቤ ൏ 2																															ሺ3.15ሻ	

The solution is divided into two cases: real numbered and complex numbered 

eigenvalues. First, the eigenvalues are real numbers if ݇ଶ
		ଶ ൐ 4ሺ݇ଵ െ ݇ଶሻ. In order to 

simplify the equations in the analysis, a new notation is introduced: 

	ܿ ൌ ඥ݇ଶ
		ଶ െ 4ሺ݇ଵ െ ݇ଶሻ ൐ 0																																														ሺ3.16ሻ	

Equation ሺ3.15ሻ becomes: 
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หߣଵ,ଶห ൌ |െ݇ଶ േ ܿ| ൏ 2																																																					ሺ3.17ሻ	

which is satisfied only if |݇ଶ| ൏ 2. 

For the case |ߣଵ| ൌ |െ݇ଶ ൅ ܿ| ൏ 2, this inequality leads to: 

െ2 ൏ െ݇ଶ ൅ ܿ ൏ 2	

െ2൅݇ଶ ൏ 					ܿ							 ൏ 2൅݇ଶ																																										ሺ3.18ሻ	

By definition, െ2൅݇ଶ ൑ െ2 ൅ |݇ଶ| and it is noted that |݇ଶ| ൑ 2. Consequently, 

െ2൅݇ଶ ൑ 0 and therefore the inequality above becomes: 

0 ൏ 		ܿ			 ൏ െ2൅݇ଶ																																															ሺ3.19ሻ	

Substituting ሺ3.16ሻ into the inequality leads to: 

0 ൏ ݇ଶ
		ଶ െ 4݇ଵ ൅ 4݇ଶ ൏ ሺ2൅݇ଶሻଶ																																																												

െ݇ଶ
		ଶ ൏ െ4݇ଵ ൅ 4݇ଶ ൏ 4 ൅ 4݇ଶ																																																															

െ4 െ 4݇ଶ ൏ 4݇ଵ െ 4݇ଶ ൏ ݇ଶ
		ଶ																																																			ሺ3.20ሻ	

Note that right hand side inequality is also the condition for the real numbered 

eigenvalues.  Furthermore, the left hand side inequality can be simplified as: 

െ1 ൏ ݇ଵ																																																															ሺ3.21ሻ	

In a similar manner, for the case |ߣଶ| ൌ |െ݇ଶ െ ܿ| ൏ 2 , the inequality leads 

to: 

െ2 ൏ ݇ଶ ൅ ܿ ൏ 2	

െ2െ݇ଶ ൏ 			ܿ					 ൏ 2െ݇ଶ																																												ሺ3.22ሻ	

Fundamentally, െ2െ݇ଶ ൑ െ2 ൅ |݇ଶ| and it is noted that |݇ଶ| ൑ 2. Consequently, 

െ2െ݇ଶ ൑ 0 and the inequality above becomes: 

0 ൏ 		ܿ		 ൏ 2൅݇ଶ																																																	ሺ3.23ሻ	

Substituting  ሺ3.16ሻ into the inequality leads to: 

0 ൏ ݇ଶ
		ଶ െ 4݇ଵ ൅ 4݇ଶ ൏ ሺ2െ݇ଶሻଶ	
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െ݇ଶ
		ଶ ൏ െ4݇ଵ ൅ 4݇ଶ ൏ 4 െ 4݇ଶ	

െ4 ൅ 4݇ଶ ൏ 4݇ଵ െ 4݇ଶ ൏ ݇ଶ
		ଶ																																												ሺ3.24ሻ	

Once again, the right hand side inequality is also the condition for the real numbered 

eigenvalues and the left hand side inequality is simplified as: 

െ1 ൏ ݇ଵ െ 2݇ଶ																																																							ሺ3.25ሻ	

Hence, for real numbered eigenvalues, condition (3.15) is satisfied when 4݇ଵ െ

4݇ଶ ൏ ݇ଶ
		ଶ,	݇ଵ ൐ െ1 and 2݇ଶ ൏ ݇ଵ ൅ 1. The domain of ݇ଵ and ݇ଶ that satisfies all 

three inequalities is marked by shaded region (i) depicted in Figure 3.4. 

The next analysis is performed for the case of complex numbered eigenvalues, 

which is the case if ݇ଶ
		ଶ ൏ 4ሺ݇ଵ െ ݇ଶሻ. The eigenvalues and their magnitudes are 

respectively written as: 

ଵଶߣ ൌ െ݇ଶ േ ටെ1ሺെ݇ଶ
		ଶ ൅ 4ሺ݇ଵ െ ݇ଶሻሻ																																															

ൌ െ݇ଶ േ ݆ටെ݇ଶ
		ଶ ൅ 4݇ଵ െ 4݇ଶ																																												ሺ3.26ሻ	

|ଵଶߣ| ൌ ට݇ଶ
		ଶ ൅ ሺെ݇ଶ

		ଶ ൅ 4݇ଵ െ 4݇ଶሻ ൌ ඥ4݇ଵ െ 4݇ଶ																																			ሺ3.27ሻ	

Hence, the condition (3.13) is satisfied when ݇ଵ െ ݇ଶ ൏ 1and ݇ଶ
		ଶ ൏ 4ሺ݇ଵ െ ݇ଶሻ, and 

the solution to these constraints is showed by shaded region (ii) in Figure 3.4.  

Combining the cases of real and complex numbered eigenvalues for the 

system (3.12), the closed loop system is stable if ۹ is chosen within the shaded 

regions shown in Figure 3.4.  
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Figure 3.4 A Cartesian plane of the control gain vector ۹ ൌ ሾ݇ଵ ݇ଶሿ. The shaded area shows 

the region in which K results in a stable closed loop system. If K is located on the left of 

dashed curve, the eigenvalues are real numbers.  Otherwise, the eigenvalues are complex 

conjugates. 

The impact of different locations of closed-loop poles on the z-plane towards 

the system response is further discussed in the following. The feedback control K can 

be chosen by pole placement method as the closed-loop poles of a system greatly 

affect the overall system response. For discrete-time systems, the angle of the pole 

vector with respect to the positive real axis on the z-plane is proportional to the 

damped frequency, and is related to the natural frequency, ߱௡, of the system 

response. Hence, poles with bigger angle will result in more chattering of the system 

response. The location of the poles on the z-plane also determines the damping ratio 

of the system, denoted as ߞ. For underdamped systems (ߞ ൏ 1ሻ, higher damping ratio 

decreases the maximum percent overshoot of the system response. Furthermore, for 

second order underdamped systems, the higher ߱௡ and ߞ  are, the faster a stable 

system reaches the steady state. Therefore a moderate value of ߱௡ and damping ratio 

within 0.7 and 1 promise a reasonably smooth transient response. 

The closed-loop system (3.12) is simulated in MATLAB with different values 

of control gain K, to support the analysis. The closed-loop poles are plotted on the z-
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plane with constant ζ and ߱௡ grids in Figure 3.5 and the corresponding system 

outputs (3.7) are plotted in Figure 3.6. 

  

Figure 3.5 Closed-loop pole locations of the system 

 

  

Figure 3.6 BER performance of the closed-loop system 
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These results show that the systems with closed-loop poles associated with 

higher ߱௡ converge faster to the equilibrium. Moreover, the maximum overshoot 

decreased as ߞ increased. It is also seen that, having closed-loop poles associated with 

߱௡ ൌ ߨ0.4 ௦ܶ⁄  and  ߞ ൌ 0.9, control gain ࡷ ൌ ሾെ0.4	 െ 0.5ሿ results in a damped 

system with reasonably small settling time, as predicted from the analysis.  

 

3.3.3     Singularity Avoidance 

The control input, ܯሾ݇ሿ, however, is not defined when ݑሾ݇ሿ ൌ െ݈݊ሺ5ܴܧܤ௧௚ሻ, hence 

with ݑሾ݇ሿ ൌ െ۹࢞ሾ݇ሿ , the above system in (3.8) has a singularity at:  

ሾ݇ሿ࢞۹ ൌ ݈݊൫5ܴܧܤ௧௚൯																																							ሺ3.28ሻ 

Switching control input can be designed by adding a small constant to proportional 

gain such that the system skips this singularity point as the system approaches 

equilibrium point: 

ሾ݇ሿܯ ൌ

ە
ۖ
۔

ۖ
ۓ െ1.6Γܵ௡	݌௖ሾ݇ሿ

െ۹࢞ሾ݇ሿ ൅ ݈݊	ሺ5ܴܧܤ௧௚ሻ
	൅ ሾ݇ሿ࢞۹			,1 ് ݈݊൫5ܴܧܤ௧௚൯

െ1.6Γܵ௡	݌௖ሾ݇ሿ

െሺ1 ൅ ሾ݇ሿ࢞ሻ۹ߜ ൅ ݈݊	ሺ5ܴܧܤ௧௚ሻ
	൅ ሾ݇ሿ࢞۹			,1 ൌ ݈݊൫5ܴܧܤ௧௚൯

								ሺ3.29ሻ 

where ߜ is a small constant to shift the control input such that it is driving the system 

away from singular point towards the origin. The stability of the system with the 

switching of input at singularity is analyzed based on Lyapunov stability analysis.  

Due to the switching control law in (3.29), the closed-loop system consists of 

two subsystems, and resulting matrices are derived as: 

ሾ݇࢞ ൅ 1ሿ ൌ ቊ
,ሾ݇ሿ࢞ଵࡳ	 ሾ݇ሿ࢞ࡷ ് ݈݊൫5ܴܧܤ௧௚൯

,ሾ݇ሿ࢞ଶࡳ	 ሾ݇ሿ࢞ࡷ ൌ ݈݊൫5ܴܧܤ௧௚൯
																													ሺ3.30ሻ 

ଵࡳ ൌ ൤
1 1

െ1 െ ݇ଵ െ1 െ ݇ଶ
൨	 , ଶࡳ ൌ ൤

0 1
െ1 െ ݇ଵ െ ଵ݇ߜ െ1 െ ݇ଶ െ ଶ݇ߜ

൨															

If ࡳଵ, …,ଶࡳ ,  ே satisfy simultaneously the linear matrix inequalitiesࡳ
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۵௜
۵௜۾் െ ۾ ൏ 0																																																									ሺ3.31ሻ 

where P is a symmetric positive definite matrix, then a common quadratic Lyapunov 

function (CQLF) ܸሺ࢞ሻ ൌ  exists for the switched system in (3.30). Hence, the ࢞۾்࢞

overall system is stable under arbitrary switching signal [118], [119]. 

Let us consider the closed-loop system with control gain ۹ ൌ ሾെ0.4	 െ 0.5ሿ as 

discussed in the previous section and shifting constant ߜ ൌ 0.01 such that the 

matrices of the closed loop system in (3.30) are given by: 

ଵࡳ ൌ ቂ 1 1
െ0.6 െ0.5

ቃ	,						ࡳଶ ൌ ቂ 1 1
െ0.596 െ0.495

ቃ																										ሺ3.32ሻ 

The switched system is stable if there is a common P which simultaneously satisfies 

the Lyapunov equations: 

۵ଵ
۵ଵ۾் െ ۾ ൌ െۿଵ,																																																		ሺ3.33ሻ 

۵ଶ
۵ଶ۾் െ ۾ ൌ െۿଶ,																																																		ሺ3.34ሻ 

for some symmetric positive definite matrices  ۿଵ and ۿଶ. 

Let us choose a symmetrical positive definite matrix ۾ ൌ ቂ0.55 0.48
0.48 1.5

ቃ 

For ۵ଵ ൌ ቂ 1 1
െ0.6 െ0.5

ቃ, 

ଵۿ ൌ െሺ۵ଵ
୘۵۾ଵ െ ሻ۾ ൌ ቂ0.036 0.008

0.008 1.055
ቃ																																																ሺ3.35ሻ 

For ۵ଶ ൌ ቂ 1 1
െ0.6 ൅ ߜ0.4 െ0.5 ൅ ߜ0.5

ቃ ൌ ቂ 1 1
െ0.596 െ0.495

ቃ, 

ଶۿ ൌ െሺ۵ଶ
୘۵۾ଶ െ ሻ۾ ൌ ቂ0.039 0.011

0.011 1.058
ቃ																																																ሺ3.36ሻ 

It is shown that there exists at least one common Lyapunov function for the proposed 

system such that the switched linear system is asymptotically stable. 
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3.3.4     Implementation of a State Observer 

As mentioned in the earlier section, in the design of feedback controller, a state 

observer is implemented to estimate the states from the measurable output, provided 

that the system meets the observability condition. For the system above, the states are 

observable as the row rank of the observability matrix ࡻ equals to the number of state 

variables: 

ࡻ ൌ ቂ ࡯
࡭࡯
ቃ ൌ ቂ1 0

1 1
ቃ																																																ሺ3.37ሻ	

 With state observer, the input of the non-linear system becomes:  

ሾ݇ሿܯ ൌ

ە
ۖ
۔

ۖ
ۓ െ1.6ܵ߁௡	݌௖ሾ݇ሿ

െ۹࢞ෝሾ݇ሿ ൅ ݈݊	ሺ5ܴܧܤ௧௚ሻ
	൅ ෝሾ݇ሿ࢞۹			,1 ് ݈݊൫5ܴܧܤ௧௚൯

െ1.6ܵ߁௡	݌௖ሾ݇ሿ

െሺ1 ൅ ෝሾ݇ሿ࢞ሻ۹ߜ ൅ ݈݊	ሺ5ܴܧܤ௧௚ሻ
	൅ ෝሾ݇ሿ࢞۹			,1 ൌ ݈݊൫5ܴܧܤ௧௚൯

								ሺ3.38ሻ 

The closed loop system becomes:  

ሾ݇࢞ ൅ 1ሿ ൌ ቊ
ሾ݇ሿ࢞࡭ െ ,ෝሾ݇ሿሻ࢞ࡷ૚ሺ࡮ ෝሾ݇ሿ࢞ࡷ ് ݈݊൫5ܴܧܤ௧௚൯

ሾ݇ሿ࢞࡭ െ ,ෝሾ݇ሿሻ࢞ࡷ૛ሺ࡮ ෝሾ݇ሿ࢞ࡷ ൌ ݈݊൫5ܴܧܤ௧௚൯
											 

ሾ݇ሿݕ ൌ  ,ሾ݇ሿ࢞۱

ۯ ൌ ቂ 1 1
െ1 െ1

ቃ , ଵ࡮ ൌ ቂ0
1
ቃ	 , ଶ࡮ ൌ ቂ 0

1 ൅ ߜ
ቃ ,				۱ ൌ ሾ1 0ሿ								ሺ3.39ሻ 

The state observer dynamics are given by:  

ෝሾ݇࢞ ൅ 1ሿ ൌ ቊ
ෝሾ݇ሿ࢞࡭ ൅ ሾ݇ሿݕሺࡸ െ ොሾ݇ሿሻݕ െ ,	ෝሾ݇ሿሻ࢞ࡷ૚ሺ࡮ ෝሾ݇ሿ࢞ࡷ ് ݈݊൫5ܴܧܤ௧௚൯

ෝሾ݇ሿ࢞࡭ ൅ ሾ݇ሿݕሺࡸ െ ොሾ݇ሿሻݕ െ ,ෝሾ݇ሿሻ࢞ࡷ૛ሺ࡮ ෝሾ݇ሿ࢞ࡷ ൌ ݈݊൫5ܴܧܤ௧௚൯
 

ොሾ݇ሿݕ ൌ  ሺ3.40ሻ																																																																ෝሾ݇ሿ࢞࡯

Let us consider the stable subsystem individually for the analysis of the 

observer error dynamics. First of all, the error dynamics for the first subsystem can be 

derived as: 

ሾ݇ࢋ ൅ 1ሿ ൌ ෝሾ݇ሿ࢞࡭ ൅ ሾ݇ሿݕሺࡸ െ ොሾ݇ሿሻݕ െ ෝሾ݇ሿ࢞ࡷ૚࡮ െ ሺ࢞࡭ሾ݇ሿ െ  ෝሾ݇ሿሻ࢞ࡷ૚࡮

ൌ ෝሾ݇ሿ࢞ሺ࡭ െ ሾ݇ሿሻ࢞ ൅ ሾ݇ሿ࢞࡯ሺࡸ െ  																																																	ෝሾ݇ሿሻ࢞࡯
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ൌ ෝሾ݇ሿ࢞ሺ࡭ െ ሾ݇ሿሻ࢞ െ ෝሾ݇ሿ࢞ሺ࡯ࡸ െ  																																																				ሾ݇ሿሻ࢞

ൌ ሺ࡭ െ  	ሺ3.41ሻ																																																																															ሾ݇ሿࢋሻ࡯ࡸ

For the second subsystem, it is expected that the error dynamics will be governed by 

the same closed-loop matrix ࡭ െ  since the control input does not affect the error ,࡯ࡸ

dynamic equation due to the cancelation as shown in the equations above. Therefore 

the error dynamics of the state observer are asymptotically stable if the eigenvalues of 

matrix ࡭ െ  are located inside the unit circle. As stated by separation principle in ࡯ࡸ

control theory, ۹ and ۺ can be designed independently without harm to the overall 

stability of the systems.  

The observer errors for the system with ۹ ൌ ሾെ0.4 െ0.5	ሿ and ۺ ൌ ቂ 		0.3
െ0.4	

ቃ 

is shown in Figure 3.7 and the BER performance is shown in Figure 3.8, where the 

dashed line represents the resulting BER in the perfect scenario where the true states 

are available.  

 

Figure 3.7 Estimation errors of the state observer 
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Figure 3.8 Received BER of the adaptation system 

 

3.3.5     Variable Power Adaptation  

Although transmission with non-integral rate is possible [120], it requires much 

higher complexity than the standard integer modulation. Therefore it is better to 

restrict the modulation modes to a group of N square M-QAMs. Clearly, changing the 

control input will affect the system states based on the dynamics equations. Hence, 

the transmit power is further adjusted to compensate for this change such that the 

system states remain unchanged. For a constant targeted BER value and a particular 

received SNR ߛ, equation (3.6) can be rearranged to show the proportional 

relationship between transmit power and constellation size: 

െ1.6ܵߛ௡ሾ݇ሿ ൌ ݈݊൫5ܴܧܤ௧௚൯ ሺܯሾ݇ሿ െ 1ሻ																								ሺ3.42ሻ 

Therefore, upon the computation of decimal constellation size, the transmit 

power can be adjusted accordingly to allow transmission with the next higher 

modulation size within the available sets without changing the overall system 

dynamics. However, if the resulted transmit power is higher than its upper bound, 
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ܵ௠௔௫, the immediate lower constellation size is chosen instead. The instantaneous 

transmit power adaptation is mathematically written as: 

ܵ௤ሾ݇ሿ ൌ
௤ሾ݇ሿܯ െ 1
ሾ݇ሿܯ െ 1

ܵ௡തതത, ܵ௤ሾ݇ሿ ൑ ܵ௠௔௫																									ሺ3.43ሻ 

where ܵ௡തതത is the initial constant transmit power, ܯሾ݇ሿ is the continuous constellation 

size computed from feedback control input, ܯ௤ሾ݇ሿ is the quantized constellation size, 

and ܵ௤ሾ݇ሿ is the corresponding transmit power subject to ܵ௠௔௫. 

Unlike the conventional method, the discrete-rate continuous-power 

adaptation is performed without the need to determine the optimum SNR region 

boundaries, and hence reduces the computational complexity of the adaptation 

scheme. The resulting average power however, is highly depending on the maximum 

power set for the system. Hence, ܵ௠௔௫ should be chosen so that the average power 

would be close to the desired value. Furthermore, the system dynamics model allows 

further development of adaptation to achieve robustness against imperfect channel 

information. 

 

3.4     Performance Analysis 

In this section, the accuracy of the proposed model is examined through comparisons 

of the several parameters of the adaptive modulation system with the existing optimal 

adaptation methods presented in literatures. Both the proposed and the conventional 

discrete-rate continuous-power adaptation schemes are simulated over the same 

Rayleigh channel for comparison purposes. First of all, a random flat Rayleigh fading 

channel object based on Jake’s model is generated in MATLAB with sampling rate of 

20 kHz and the maximum Doppler shift is set to 200 Hz. The additive white Gaussian 

noise with SNR of 23 dB is used and the required BER is set to 10ିଷ. As discussed in 

an earlier section, for the proposed feedback based adaptation method, control gain 

vector of ۹ ൌ ሾെ0.4		 െ 0.5ሿ is chosen for a smooth transient response. Two 

independent sets of simulations are performed for two different modulation sets ࡹ ൌ
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	{2, 4, 16} and ࡹ ൌ	{2, 4, 16, 64, 256, 1024} to analyze the behavior of the 

adaptation schemes with different number of modulation modes over a period of time. 

The first set of simulation is performed for adaptive modulation systems with three 

constellations,	ࡹ ൌ	{2, 4, 16}. The resulted variations of the rate and power over 

time for boundaries based adaptation method [56] and the proposed feedback based 

adaptation method are plotted in Figures 3.9 and Figure 3.10 respectively.   

 

Figure 3.9 Rate variations for adaptive modulation with 3 constellations 

 

Figure 3.10 Power variations for adaptive modulation with 3 constellations 
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The results show that the proposed rate adaptation behaves in a similar way to the 

conventional adaptation method, but with a clear distinction in the power allocation. 

As seen in Figure 3.10, with the conventional discrete-rate continuous-power in [56], 

the normalized transmit power,	ܵሾ݇ሿ/ܵ̅, occasionally boosts to 18 as the adaptation 

scheme attempts to fulfill the BER and average power requirements. This extreme 

power burst in the proposed adaptation method since the power adjustment is 

performed within an upper bound.  The resulted BER for both adaptation schemes is 

presented in Figure 3.11, which clearly shows that both adaptation methods meet the 

BER requirement. For this reason, the proposed adaptation method is more feasible 

for adaptive modulation with few modulation modes. 

	

Figure 3.11 Resulted BER for adaptive modulation with 3 constellations 

The same simulation is performed for a set of six constellations, ࡹ ൌ	{2, 4, 

16, 64, 256, 1024}. Both the proposed and the conventional discrete-rate continuous-

power adaptation schemes are again simulated over the same Rayleigh channel model 

and the BER requirement is set to 10ିଷ. The rate and power variations are plotted in 

Figures 3.12 and Figure 3.13, and the resulted BER is presented in Figures 3.14. The 

results clearly show that the proposed rate adaptation scheme along with the power 

adjustment behaves similarly with the conventional adaptation method.  
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Figure 3.12 Rate variations for adaptive modulation with 6 constellations 

 	

	

Figure 3.13 Power variations for adaptive modulation with 6 constellations 
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Figure 3.14 Resulted BER for adaptive modulation with 6 constellations 

Another set of simulations is performed to evaluate the  performance of the 

M-QAM adaptive system in terms of the spectral efficiency, average transmit power 

and average received BER. Both the proposed discrete-rate continuous-power 

adaptation method and the conventional method are performed on the same M-QAM 

system, under the same fading environment and BER requirements. The same set of 

constellations, ࡹ ൌ	{2, 4, 16, 64, 256, 1024}, is used for a fair comparison of the 

system performance. Assuming ideal Nyquist data pulses with bandwidth ܤ ൌ 1/ ௦ܶ, 

the spectral efficiency of a channel in a fixed M-QAM system is equal to the number 

of bits per symbol. Hence, for a variable M-QAM system, the spectral efficiency can 

be computed as the expected number of bits per transmitted symbol. In the 

simulations, the spectral efficiency is numerically computed as the average number of 

bits sent over a total number of samples, given by: 

ܴ
ܤ
ൌ
1
ܮ
෍ ,௤ሾ݇ሿ൯ܯଶ൫݃݋݈

௅

௞ୀଵ

݇ ൌ 1,… ,  ሺ3.44ሻ																														ܮ

Similarly, the transmit power is averaged over L sampling points for each 

Rayleigh fading channel with a particular average SNR. In this simulation, the 
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average values are computed over 2 million points and the results are plotted over a 

range of average SNR values, Γ, for several ܴܧܤ௧௚ of 10ିଷ,	10ିହ, and 10ି଻.  

	

Figure 3.15 Spectral efficiency vs. average SNR 

 

	

Figure 3.16 Average transmit power vs. average SNR 
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Figure 3.15 and Figure 3.16 show that the spectral efficiency and the average 

transmit power of the M-QAM system based on the system dynamics analysis agree 

with that of the existing method presented in literature and the BER requirements are 

well observed as shown in Figure 3.17. 

 Hence, the accuracy of the system dynamics model is verified. Moreover, the 

analytical model of the M-QAM adaptive system developed in this paper has its 

potential to be used in the further design of an optimal controller that is robust to 

channel interference and other disturbances from the environment. 

 

Figure 3.17 Average received BER vs. average SNR 

	

3.5     Conclusion  

In this chapter, discrete-rate continuous-power adaptation problem is approached 

from a different perspective by means of system dynamics analysis. A state-space 

representation of the M-QAM system is introduced where the state variables are 

defined as the discrepancies between the recent received BER and the targeted BER 

in logarithmic form. A continuous-rate constant-power adaptation scheme is first 
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realized via an appropriate state feedback controller to drive the states asymptotically 

to zero. The transmit power is further adjusted to accommodate for the limited 

choices of discrete square constellation size. Moreover, some extreme power bursts 

could be prevented by constraining the permissible transmits power.  

Simulations are carried out in MATLAB to compare the performance of 

system with the proposed method and with the conventional optimal SNR boundaries 

based adaptation method. The results uncovered that the spectral efficiency and 

average transmit power of both methods were very close, while the BER constraints 

are not violated. However, the proposed adaptation scheme does not involve any 

complex optimization problem and hence reduces the computational complexity of 

the system. In the next chapter, the system dynamics established in this paper is used 

as the basic mathematical model for designing a robust controller to handle the 

inaccuracy of channel state information in the wireless environment.  
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Chapter 4 

Adaptation Method with Imperfect Prediction 
of Channel Power Gain  

 

4.1     Introduction 

It has long been known that the performance of adaptive modulation techniques is 

highly dependent on the accurate information of the current channel state. However, 

in wireless communications, this up-to-date channel condition is not feasible at the 

transmitter due to the rapid variation of the wireless channel. Even though advances 

in technology these days have made it possible to model and predict the channel state 

to a certain extent, a consistently accurate estimation still remains a challenge. 

Therefore, it is more practical to take into account the prediction error in the design of 

adaptation system, which is the focus of this chapter. In Chapter 3, the fundamental 

system dynamics equations with assumption of perfect CSI are established and 

verified through simulations. In this chapter, the actual channel power gain is 

represented by the predicted value and its prediction error, which can be modeled as a 

Gaussian random variable with zero mean and a known variance. The resulted system 

dynamics therefore are described by stochastic difference equations. In stochastic 

systems analysis, Kalman filtering is a well known recursive algorithm for 
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performing statistically optimal estimation of unknown states of a system based on a 

series of noisy measurement [121]. For this reason, the author chooses to implement 

Kalman filter as a state observer in the proposed adaptation system to optimally 

estimate the system states in the presence of channel prediction error.  

 

4.2     Overview of Discrete-time Kalman Filter 

Kalman filter is a minimum error variance estimator of the unknown states of a 

dynamic system that involves random perturbations. It is shown in [122] that Kalman 

filter is the optimal estimator for a well-modeled, one-dimensional linear system with 

measurement errors drawn from a Gaussian distribution with zero-mean.  

Consider a linear stochastic system with state-space representation: 

ሾ݇࢞ ൅ 1ሿ ൌ ሾ݇ሿ࢞ۯ ൅ ሾ݇ሿ࢛۰ ൅   ሺ4.1ሻ																																									ሾ݇ሿ࢝۵

with a measurement vector: 

ሾ݇ሿࢠ ൌ ሾ݇ሿ࢞۱ ൅  ሺ4.2ሻ																																																										ሾ݇ሿ࢜

where ሾ݇ሿ ∈ ࣬௡ , ࢛ሾ݇ሿ ∈ ࣬௠, ࢝ሾ݇ሿ ∈ ࣬௡, ࢠሾ݇ሿ ∈ ࣬௥, ࢜ሾ݇ሿ ∈ ࣬௥, ሼ࢝ሾ݇ሿሽ and ሼ࢜ሾ݇ሿሽ 

are white zero mean Gaussian random vectors with joint covariance matrix: 

ܧ ൤൬	
ሾ݇ሿ࢝
ሾ݇ሿ൰࢜

ሺࢀ࢝ሾ݇ሿ ሾ݇ሿሻ൨ࢀ࢜ ൌ ቂࡽ 0
0 ࡾ

ቃ																																ሺ4.3ሻ 

and they represent the process and measurement noise respectively. 

Let ࢞ෝሾ݇|݇ െ 1ሿ denotes a priori state estimate at time k given the knowledge 

of the system prior to time k, and ࢞ෝሾ݇|݇ሿ denotes a posteriori state estimate at time k. 

The a priori and a posteriori estimate errors are respectively defined as: 

݇|ሾ݇ࢋ െ 1ሿ ൌ ሾ݇ሿ࢞ െ ݇|ෝሾ݇࢞ െ 1ሿ																																							ሺ4.4ሻ 

ሾ݇|݇ሿࢋ ൌ ሾ݇ሿ࢞ െ  ሺ4.5ሻ																																																								ෝሾ݇|݇ሿ࢞

The a priori estimate error covariance is defined by: 
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݇|ሾ݇ࡼ െ 1ሿ ൌ ݇|ሾ݇ࢋቂܧ െ 1ሿࢀࢋሾ݇|݇ െ 1ሿቃ																																						ሺ4.6ሻ 

And the a posteriori estimate error covariance is: 

ሾ݇|݇ሿࡼ  ൌ  ሺ4.7ሻ																																																						ሾ݇|݇ሿቃࢀࢋሾ݇|݇ሿࢋቂܧ

In Kalman filter algorithm, the a posteriori state estimate is essentially a 

corrected state estimate based on the a priori state estimate and noisy measurement 

 :ሾ݇ሿ at time k, given byࢠ

ෝሾ݇|݇ሿ࢞ ൌ ݇|ෝሾ݇࢞ െ 1ሿ ൅ ሾ݇ሿݖሾ݇ሿሺࡸ െ ݇|ෝሾ݇࢞۱ െ 1ሿሻ																										ሺ4.8ሻ 

The time-variant matrix, ࡸሾ݇ሿ, is called the Kalman gain matrix and the 

optimal solution that minimizes the minimum error covariance in (4.7), as elaborated 

in [121], [123], is given by: 

ሾ݇ሿࡸ ൌ ݇|ሾ݇ࡼ െ 1ሿ۱ࢀሺ۱ࡼሾ݇|݇ െ 1ሿ۱ ൅  ሺ4.9ሻ																										ሻି૚ࡾ

Kalman filtering process itself is essentially a recursive algorithm that involves two 

stages: prediction and correction stages. In the prediction stage, the a priori estimate 

and error covariance matrix are obtained by updating the values from the previous 

cycle: 

݇|ෝሾ݇࢞    െ 1ሿ ൌ ෝሾ݇࢞ۯ െ 1|݇ െ 1ሿ ൅                    ሺ4.10ሻ																																													ሾ݇ሿ࢛۰

݇|ሾ݇ࡼ െ 1ሿ ൌ ሾ݇ࡼ࡭ െ 1|݇ െ 1ሿࢀ࡭ ൅  ሺ4.11ሻ																																								܂۵ۿ۵

In the correction stage, the Kalman gain matrix is computed using (4.9) and 

then the measurement ࢠሾ݇ሿ is obtained. These parameters are then used in the 

computation of the a posteriori estimate and the corresponding error covariance 

matrix as follows: 

ෝሾ݇|݇ሿ࢞ ൌ ݇|ෝሾ݇࢞ െ 1ሿ ൅ ሾ݇ሿݖሾ݇ሿሺࡸ െ ݇|ෝሾ݇࢞۱ െ 1ሿሻ																							ሺ4.12ሻ 

ሾ݇|݇ሿࡼ ൌ ݇|ሾ݇ࡼ	 െ 1ሿ െ ݇|ሾ݇ࡼ࡯ሺࡳ െ 1ሿሻ																																								ሺ4.13ሻ	
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Figure 4.1 Block diagram of linear system, measurement model, and Kalman filter 

These two stages are counted as one cycle in the recursive Kalman filter 

algorithm. This repetitive nature is one of the appealing features of Kalman filter, as 

the current estimates are conditioned on all of the past measurements summarized in 

the estimate from the previous cycle [124]. The relation of the filter to the system 

itself is depicted in a block diagram of Figure 4.1 [125].  

Due to the robust nature and relative simplicity of the filter, it is used in many 

practical areas, such as image processing [126], [127], tracking [128], and navigation 

[129]-[131]. Particularly in wireless communication systems, Kalman filter has been 

used in channel estimation and equalization of Rayleigh fading channel based on 

autoregressive model [24], [25],  [132]-[136]. 

In this dissertation, Kalman filter is used to handle the stochastic parameter 

that is present in the system due to the imperfect channel prediction, as will be 

discussed in the next section. 

 

4.3     Adaptive Modulation based on Imperfect CSI 

In Chapter 3, a novel rate adaptation is proposed assuming that the channel is 

perfectly known at the transmission to be used in the computation of the modulation 

parameter. The system dynamics equations are described by the state-space 

representation: 
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ଵሾ݇ݔ ൅ 1ሿ ൌ ଵሾ݇ሿݔ ൅ 	ሺ4.14ሻ																																																																													ଶሾ݇ሿݔ

ଶሾ݇ݔ ൅ 1ሿ ൌ
െ1.6ܵ߁௡ሾ݇ሿ݌௖ሾ݇ሿ

ሾ݇ሿܯ െ 1
െ ଵሾ݇ሿݔ െ ଶሾ݇ሿݔ െ ݈݊ሺ5ܴܧܤ௧௚ሻ											ሺ4.15ሻ 

However, in practice, the true channel power gain is not available at the transmission 

due to the time-varying nature of the wireless channel. It is in fact modeled as a 

stochastic variable with some statistical characteristics, as discussed in the Chapter 2. 

An unbiased power predictor is proposed in [137] based on MMSE-optimal 

linear prediction of the channel with known statistics:  

௖෥݌ ሾ݇ሿ ൌ ࣂுሾ݇ሿ࣐ሾ݇ሿ࣐ࡴࣂ ൅ ௛ߪ
ଶ െ  ሺ4.16ሻ																		ࣂ࣐ࡾࡴࣂ

where ࣐ሾ݇ሿ is the vector of the past observations of which the correlation matrix is 

denoted by ߪ ,࣐ࡾ௛
ଶ is the average channel power gain, and ࣂ is the optimal complex 

coefficients that minimized the mean square error. The power prediction error of the 

unbiased predictor has zero mean and the variance is given by: 

ఌ೛ߪ 
ଶ ൌ ሺߪ௛

ଶሻଶ െ ห࢘௛ఝ
ு ௛ఝห࢘ఝିଵࡾ

ଶ
																																					ሺ4.17ሻ   

Assuming noiseless channel estimation at the receiver, the correlation matrix ࣐ࡾ and 

  .௛ఝ for Rayleigh fading channel can be computed for a given Doppler frequency࢘

For a constant power rate adaptation as proposed in Chapter 3, the 

constellation size is therefore adjusted based on the predicted channel power gain 

instead: 

ሾkሿܯ ൌ
െ1.6Γܵ௡݌௖෥ ሾ݇ሿ

ሾ݇ሿݑ ൅ ݈݊ሺ5ܴܧܤ௧௚ሻ
	൅ 1,																																			ሺ4.18ሻ 

where ݑሾ݇ሿ ൌ െ۹࢞ሾ݇ሿ ് ݈݊൫5ܴܧܤ௧௚൯. Substituting the constellation size (4.18) into 

the system dynamics (4.15), results in the closed-loop system dynamic equations: 

ሾ݇࢞ ൅ 1ሿ ൌ ቂ 1 1
െ1 െ1

ቃ ሾ݇ሿ࢞ ൅ ቎
0

௖ሾ݇ሿ݌

௖෥݌ ሾ݇ሿ
቏ ሾ݇ሿݑ ൅ ቎

0

ቆ
௖ሾ݇ሿ݌

௖෥݌ ሾ݇ሿ
െ 1ቇ ݈݊ሺ5ܴܧܤ௧௚ሻ

቏					ሺ4.19ሻ 
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The unknown channel power gain can be expressed as the sum of the 

predicted channel power gain (4.16) and its prediction error, ݌௖ሾ݇ሿ ൌ ௖෥݌ ሾ݇ሿ ൅  .௣ሾ݇ሿߝ

Therefore, the closed loop system can further be expressed as the function of 

prediction channel power and the prediction error: 

ሾ݇࢞ ൅ 1ሿ ൌ ቂ 1 1
െ1 െ1

ቃ ሾ݇ሿ࢞ ൅ ቎
0

1 ൅
௣ሾ݇ሿߝ

௖෥݌ ሾ݇ሿ
቏ ሺെ۹࢞ሾ݇ሿሻ ൅ ቎

0
௣ሾ݇ሿߝ

௖෥݌ ሾ݇ሿ
݈݊ሺ5ܴܧܤ௧௚ሻ

቏								 

ൌ ሾ݇ሿ࢞۵ ൅ ۶ሺ࢞ሾ݇ሿሻߝ௣ሾ݇ሿ,																																																																																			 

۵ ൌ ൤
1 1

െ1 െ ݇ଵ െ1 െ ݇ଶ
൨ 	,			۶ሺ࢞ሾ݇ሿሻ ൌ ቎

0
െ࢞ࡷሾ݇ሿ ൅ ݈݊ሺ5ܴܧܤ௧௚ሻ

௖෥݌ ሾ݇ሿ
቏						ሺ4.20ሻ	 

The resulted system is a linear deterministic/stochastic system in the presence 

of power prediction error that can be treated as the process noise with a known 

variance, denoted by ߪఢ௣ଶ . By using Kalman filter, the channel states can be optimally 

estimated given that some statistical properties of the noise present in the system and 

the measurement vector, ݖሾ݇ሿ ൌ ሾ݇ሿ࢞࡯ ൅  ሾ݇ሿ is the measurement errorݒ ሾ݇ሿ, whereݒ

assumed to be zero-mean Gaussian with a known variance ߪ௩ଶ. Due to transmission 

and feedback delay, only state ݔଵሾ݇ሿ can be computed at the transmitter from the 

delayed channel gain fed back from the receiver: 

ଵሾ݇ሿݔ ൌ ݈݊ሺ5ܴܧܤሾ݇ െ 1ሿሻ െ ݈݊ሺ5ܴܧܤ௧௚ሻ																																																					

ൌ െ
െ1.6Γܵ௡݌௖ሾ݇ െ 2ሿ

ሾ݇ܯ െ 2ሿ െ 1
െ ݈݊൫5ܴܧܤ௧௚൯																																		ሺ4.21ሻ	

 and the measurement gain is given by ۱ ൌ ሾ1 0ሿ.  

The algorithm for the states update based on Kalman filter can be summarized 

as following, assuming that the initial a priori estimate and error covariance matrix 

are known: 

݇|ෝሾ݇࢞ െ 1ሿ ൌ ෝሾ݇࢞۵ െ 1|݇ െ 1ሿ																																																																							ሺ4.22ሻ 

݇|ሾ݇ࡼ െ 1ሿ ൌ ሾ݇ࡼ۵ െ 1|݇ െ 1ሿ۵் ൅ ఢ௣ଶߪሾ݇ሿࡴ  ሺ4.23ሻ																																ሾ݇ሿ்ࡴ
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ሾ݇ሿࡸ ൌ ݇|ሾ݇ࡼ െ 1ሿ۱ࢀሺ۱ࡼሾ݇|݇ െ 1ሿ۱ ൅  ሺ4.24ሻ																															௩ଶሻିଵߪ

ෝሾ݇|݇ሿ࢞ ൌ ݇|ෝሾ݇࢞ െ 1ሿ ൅ ሾ݇ሿݖሾ݇ሿሺࡸ െ ݇|ෝሾ݇࢞۱ െ 1ሿሻ																											ሺ4.25ሻ 

ሾ݇|݇ሿࡼ ൌ ݇|ሾ݇ࡼ	 െ 1ሿ െ ݇|ሾ݇ࡼሾ݇ሿሺ۱ࡸ െ 1ሿሻ																																							ሺ4.26ሻ 

where matrix ࡴሾ݇ሿ is updated in every iteration based on the a priori estimate: 	

ሾ݇ሿࡴ ൌ ቎
0

െ࢞ࡷෝሾ݇|݇ሿ ൅ ݈݊ሺ5ܴܧܤ௧௚ሻ
௖෥݌ ሾ݇ሿ

቏																																										ሺ4.27ሻ 

Having estimated the states through Kalman filtering, the continuous rate 

adaptation can be performed by adjusting the constellation size based on predicted 

channel power gain and the a posteriori estimate: 

ሾ݇ሿܯ ൌ
െ1.6Γܵ௡݌௖෥ ሾ݇ሿ

െ۹࢞ෝሾ݇|݇ሿ ൅ ݈݊ሺ5ܴܧܤ௧௚ሻ
	൅ 1																																						ሺ4.28ሻ 

The computed transmission rate is further quantized to the nearest lower rate 

available to transmit data in general adaptive modulation system with a set of N 

discrete constellations. Note that in stochastic systems, Kalman filtering helps to 

compensate some noise to a certain extent and the resulted estimated state would have 

some fluctuation around the actual state due to the randomness of the process noise. 

Hence, the BER resulting from the rate adaptation will also experience some 

fluctuation around the expected value. However, rounding down the computed 

constellation size would result in a lower or equal BER of the expected value, and 

this would compensate the undesirable BER fluctuation resulting from the process 

noise.  

The block diagram of the adaptation system with Kalman filter at the 

transmitter side is shown in Figure 4.2, where M(.) represents the feedback controller 

that determines the modulation size in (4.28), and this value is rounded to the 

appropriate discrete M used in QAM to encode the information bits into analog signal 

ሾ݇ሿ. Note that the channel gain ݄ሾ்݇ݔ െ 2ሿ is fed back from the receiver and the 

channel power gain is computed and predicted based on this feedback and known 

statistical properties of the channel.  
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Figure 4.2 Block diagram of the adaptation system with Kalman filter 

 

In environments where the channel is varying slowly enough to achieve 

accurate estimation, Kalman filter should be an optimal estimator to mitigate the 

noise such that the estimated state variables are close to the actual values, and the 

BER fluctuation should not be as severe. In this case, the transmit power might also 

be adjusted along with the number of bits per symbol to achieve a higher throughput. 

Hence, after obtaining the decimal constellation size, the transmit power can be 

increased to a certain limit to choose the next higher modulation size within the 

available sets for transmission. If the transmit power required to achieve the same 

BER with a higher constellation is above the upper bound, ܵ௠௔௫, a lower 

constellation is chosen instead. The instantaneous transmit power adaptation is 

mathematically written as: 

ܵ௤ሾ݇ሿ ൌ
௤ሾ݇ሿܯ െ 1
ሾ݇ሿܯ െ 1

ܵ௡തതത, ܵ௤ሾ݇ሿ ൑ ܵ௠௔௫																									ሺ4.29ሻ 

where ܵ௡തതത is the initial constant transmit power, ܯሾ݇ሿ is the continuous constellation 

size computed from feedback control input, ܯ௤ሾ݇ሿ is the quantized constellation size, 

and ܵ௤ሾ݇ሿ is the corresponding transmit power subject to ܵ௠௔௫.  

In the next section, the performance of an adaptive M-QAM system with the 

proposed methods is analyzed through simulations in MATLAB.  
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4.4     Simulation Results and Discussion 

Simulations are performed in MATLAB to evaluate the performance of the proposed 

adaptation method based on the noisy prediction of the channel state. The proposed 

adaptation method with Kalman filter is compared with an existing adaptation method 

based on optimal SNR region boundaries as presented in the literature [115]. First of 

all, a random flat Rayleigh fading channel object based on Jake’s model is generated 

with a sampling frequency of 20 kHz and the additive white Gaussian noise with 

SNR of 25 dB is used. The maximum Doppler frequency is adjusted accordingly such 

that unbiased power prediction in (4.16) generates a specific channel power 

prediction error variance. A feedback control gain vector of ۹ ൌ ሾെ0.4		 െ 0.5ሿ is 

used in the system. The variance of measurement error is set to ߪ௩ଶ ൌ 0.01 to 

accommodate possible error in computation of the state ݔଵሾ݇ሿ, which might rise from 

some reasonably small noise in the feedback channel. Finally the discrete rate 

adaptation is performed based on a set of six constellations ࡹ ൌ	{2, 4, 16, 64, 256, 

1024} available at the transmitter. Simulations are performed for ߪఢ௣ଶ ൌ 0.01 and 

ఢ௣ଶߪ ൌ 0.1 to illustrate the performance of adaptation methods in coping with different 

scales of prediction errors.  

The rate adaptation and resulted BER over time are presented in Figure 4.3 

and Figure 4.4 for BER constraints of 10-3 over Rayleigh channel with maximum 

Doppler frequency where prediction error covariance, ߪఢ௣ଶ , is equal to 0.01.  
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Figure 4.3 Rate variations for adaptive modulation with ߪఢ௣ଶ ൌ 0.01 

 

 

 

Figure 4.4 Resulted BER for adaptive modulation with ߪఢ௣ଶ ൌ 0.01 
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Figure 4.3 shows that over a relatively small prediction error, both discrete 

rate adaptation methods behave in a similar manner. The variations of resulted BER 

over time presented in Figure 4.4 are reasonably lower than the required value. 

However, when the prediction error increases with the increase of channel variation, 

rate adaptation with Kalman filtering results in a slightly higher rate over time 

compared with the existing adaptation method, as showed in Figure 4.5.  

The resulted BER over time is showed in Figure 4.6 and it can be seen that a 

higher rate in the proposed adaptation method results in higher BER. However, these 

values are reasonably within the BER requirement, with occasional slight rises above 

the upper bound. The occasionally higher resulted BER occurs mainly due to the 

limitation of Kalman filter in compensating the process noise as discussed earlier. 

However, it is not completely unreasonable as this value is within an order of 

magnitude of the BER requirement. 

 

 

Figure 4.5 Rate variations for adaptive modulation with ߪఢ௣ଶ ൌ 0.1 
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Figure 4.6 Resulted BER for adaptive modulation with ߪఢ௣ଶ ൌ 0.1 

 

The same simulations are performed for a lower BER constraint of 10-5 and the 

results are shown in Figure 4.7 to Figure 4.10. 

 

Figure 4.7 Rate variations for adaptive modulation with ߪఢ௣ଶ ൌ 0.01 
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Figure 4.8 Resulted BER for adaptive modulation with ߪఢ௣ଶ ൌ 0.01 

 

 

 

 

Figure 4.9 Rate variations for adaptive modulation with ߪఢ௣ଶ ൌ 0.1 



85 
 

 

Figure 4.10 Resulted BER for adaptive modulation with ߪఢ௣ଶ ൌ 0.1 

 

These results show that when the prediction error variance is higher, the 

variation of  resulted BER is also greater and the BER is occasionally higher than the 

targeted value, just as the case for BERtg of 10-3. These results are expected as 

Kalman filter is used to compensate the noise to a certain extent whereas in the 

conventional rate adaptation, the optimal SNR boundaries for choosing the 

constellation size are obtained from a strictly constrained optimization method to 

anticipate the worst prediction error.  

Having verified that the adaptation method does account for the BER 

requirement in adapting the rate with respect to the channel variation, the question 

shifts to how well the proposed method performs in terms of efficiency. Recall that in 

adaptive modulation with constant symbol rate, the spectral efficiency is defined as 

the average number of bits per symbol as the symbol, the numerical value of this 

parameter is calculated over 2 million channel samples in the simulation. For both the 

proposed and existing adaptive modulation methods based on prediction channel 

power with error variance 0.01 and	0.1, the spectral efficiencies of the system are 
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evaluated for different values of average SNR. The results for the case of BER 

constraint equal to 10-3 are shown in Figure 4.11, where the graph for Kalman filter 

based adaptation method is plotted in dotted line and the graph for the optimal SNR 

region boundaries based adaptation method is plotted in diamond-marked line. The 

red and blue lines correspond to	ߪఢ௣ଶ ൌ 0.01 and ߪఢ௣ଶ ൌ 0.1 respectively. 

 
Figure 4.11 Spectral efficiency vs. SNR of for BERtg = 10-3  

 

Indeed, it is shown that with Kalman filter, the resulting spectral efficiency is 

similar for different prediction error variance, which implies the robustness of the 

scheme against the quality of channel power gain prediction.   

The performance of discrete rate adaptation with variable power for low error 

variance of channel power prediction is also investigated through simulation in 

MATLAB for BERtg of 10-3 and 10-5. The fading channel is sampled at 20 kHz with 

average SNR of 25 dB and channel power prediction is performed with error variance 

of 0.02. The same set of six constellations ࡹ ൌ	{2, 4, 16, 64, 256, 1024} is used in 

the simulation. The discrete rate and continuous power adaptations over time are 

presented in Figure 4.12 and Figure 4.13 for BER constraints of 10-3.  
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Figure 4.12 Rate variations for adaptive modulation with ߪఢ௣ଶ ൌ 0.02 

 

 

 

Figure 4.13 Transmit power variations for adaptive modulation with ߪఢ௣ଶ ൌ 0.02 



88 
 

Figure 4.12 shows that in comparison with optimal region boundaries 

adaptation method, the proposed adaptation method applies higher number of bits per 

symbol most of the time. As discussed before, it is possible to do this without 

violating the BER requirement by applying higher transmit power within an 

acceptable level, which results in the variation of transmit power as shown in Figure 

4.13. It is seen from the graph that the transmit power of the proposed adaptation 

method fluctuates within the same range with the counterpart method. The 

instantaneous BERs are plotted in Figure 4.14. It is shown that these values fall 

within an order of magnitude to the prescribed upper bound of BER, with occasional 

rises that occurs when the predicted channel power gain do not account for the actual 

value as expected. These high values of BER happen more frequently in the proposed 

method due to the limitation of Kalman filter in compensating the process noise 

which has been discussed previously. 

 

 

Figure 4.14 Resulted BER for adaptive modulation with ߪఢ௣ଶ ൌ 0.02 
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For both the proposed and the existing discrete rate and continuous power adaptive 

modulation methods, the spectral efficiencies of the system are evaluated for different 

values of average SNR, based on prediction channel power with error variance of 

0.02. The results for the case of BER constraint equal to 10-3 are shown in Figure 

4.15.  

 

Figure 4.15 Spectral efficiency vs. SNR for BERtg = 10-3 and ߪఢ௣ଶ ൌ 0.02 

This graph clearly shows that the discrete rate and continuous power 

adaptation based on Kalman filter feedback analysis results in higher spectral 

efficiency in comparison with the conventional discrete rate and continuous power 

adaptation based on optimal region boundaries. However, the increase in spectral 

efficiency comes with a cost of a slightly higher BER as discussed previously.   

The average transmit power and average BER are also evaluated for different 

channel noise levels, and the results are plotted in Figure 4.16. 
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Figure 4.16 Average transmit power and average BER vs. SNR of for BERtg = 10-3 and 

ఢ௣ଶߪ ൌ 0.02 

It is shown that the normalized transmit power for both discrete rate and 

continuous power adaptation methods is indeed averaged to one in fulfillment of the 

average power constraint. It is also shown that the average BER for the proposed 

discrete rate and continuous power adaptation method is slightly higher than the 

prescribed BER. Again, this is not surprising as Kalman filter is used to approximate 

the systems states to the vicinity of the actual state without a strict upper limit on the 

states itself. Using Kalman filter as an optimal state estimator for linear stochastic 

systems might sometimes result in less optimal performance of the proposed 

adaptation system due to the input-to-state linearization process of the system model. 

When the actual system is non-linear, some errors will be expected as the non-linear 

behavior of the system is not taken into account. This issue will be addressed in the 

next chapter. The author will present an alternative way of modeling the dynamics of 

the non-linear system where the BER at different moments are considered as the state 

variables to describe the dynamics of the system. Similar approach of system 

dynamic analysis is used to design a non-linear controller to adjust the constellation 

size and additional power adjustment to optimize the performance of the system. 
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4.5     Conclusion 

In this chapter, imperfection of channel gain prediction is taken into account by 

including the prediction error in the dynamics equations. The resulted system 

dynamics therefore are described by stochastic difference equations and the concept 

of Kalman filtering is adopted as a well-known recursive algorithm for performing 

statistically optimal estimation of unknown states of a system based on a series of 

noisy measurement. Having estimated the system states through Kalman filtering, the 

constellation size is chosen based on the predicted channel power gain and the 

optimal state estimates. Moreover, power adjustment can be performed to increase the 

spectral efficiency of the overall system.  

The performance of the proposed scheme is then compared with the 

conventional scheme through simulations in MATLAB. For discrete rate adaptation 

method with constant power, the behavior of rate adaptation is presented for two 

cases of imperfect channel power prediction to observe the responses of the proposed 

adaptation method to different quality of prediction. The results show that the discrete 

rate adaptation method based on feedback analysis with Kalman filtering is more 

robust to the different qualities of channel prediction in comparison with the existing 

method. In addition, discrete rate and continuous power adaptation method is 

developed for slowly varying channel with accurate prediction and it results in higher 

spectral efficiency for the given average transmit power while the average BER is 

observed within an order of a magnitude of the targeted value.   
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Chapter 5 

Non-linear Controller for Adaptation Method 
with Channel Mean Feedback  

 

5.1     Introduction 

In this chapter, a novel non-linear feedback control scheme is established to adjust the 

constellation size relative to the channel condition. First of all, an alternative state-

space representation is introduced assuming perfect channel gain at the transmitter. 

Then, a non-linear controller that results in a stable system in the vicinity of the 

equilibrium point is developed. The feedback control is then modified to incorporate 

partial CSI based on mean feedback, where the channel information resides in the 

mean value of the distribution and degree of the channel estimation error is 

represented by the white variance  

For a Rayleigh channel model, the channel fading gain is distributed according 

to a complex Gaussian distribution ݄~ܰܥ൫ത݄,  కଶ൯ where ത݄ is the mean valueߪ

conditioned on the feedback information from the receiver and ߪకଶ	is the variance of 

the noise to account for the possible variation that happens within the time frame after 

it is estimated at the receiver.  
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The expected values of the system state variables based on the statistical 

properties of the channel, namely the conditional mean and white noise variance, are 

used to estimate the actual state and the estimated state is fed to the feedback 

controller to compute the constellation size for the next transmission. Simulations in 

MATLAB are performed to support the analysis. 

 

5.2     Non-linear Adaptation System 

This section presents the mathematical analysis of the dynamical system in designing 

the appropriate non-linear feedback controller for rate adaptation. 

 

5.2.1     State-space Representation 

Similar to Chapter 3, the state variables need to be defined to describe the 

mathematical state of the dynamic system. Depending on the choice of these state 

variables the behavior of the system may be represented in different forms of state- 

space equations. In chapter 3, a form of state-space equation has been established 

where the state variables are chosen as log functions of the BER at different time 

instant so that the non-linear system dynamic can be described by linear dynamic 

equations after performing input-to-state feedback linearization. However, with the 

presence of noise, this nonlinearity cannot be fully cancelled and hence causes 

performance degradation of the controller feedback. In this chapter, the BER at 

different instant are directly chosen as the state variables,  

ଵሾ݇ሿݔ ൌ ሾܴ݇ܧܤ െ 1ሿ																																																																	 

ଶሾ݇ሿݔ ൌ  ሺ5.1ሻ																																																															ሾ݇ሿܴܧܤ

and delayed BER is defined as the output of the system because it is available at the 

transmitter via feedback communication:  

ሾ݇ሿݕ ൌ 	ሺ5.2ሻ																																																																		ଵሾ݇ሿݔ



94 
 

Recall that the BER can be approximated as a function of transmission 

parameters and channel gain as presented in ሺ3.5ሻ. Hence state variables can be 

expressed by the following equations for the case of transmission:  

ଵሾ݇ݔ ൅ 1ሿ ൌ  																																																																																						ଶሾ݇ሿݔ

ଶሾ݇ݔ ൅ 1ሿ ൌ ݌ݔ0.2݁ ቆ
െ1.6Γܵ௡|݄ሾ݇ሿ|ଶ

ሾ݇ሿܯ െ 1
ቇ																																					ሺ5.3ሻ 

Rate adaptation is then performed by designing a feedback controller to adjust 

 ሾ݇ሿ such that the system output converges to a desired value. Hence, theܯ

constellation size is assigned based on the knowledge of the output ݕሾ݇ሿ and the 

channel gain ݄ሾ݇ሿ, starting with the assumption that is perfectly known at the 

transmitter. Consequently, a non-linear feedback based adaptation of constellation 

size is proposed as following: 

ሾ݇ሿܯ ൌ 1 െ
1.6Γ	ܵ௡|݄ሾ݇ሿ|ଶ݃ሺݕሾ݇ሿሻ

݈݊ሺ5݃ݐܴܧܤሻ
																																														ሺ5.4ሻ 

where ݃ሺݕሾ݇ሿሻ is a feedback controller that is chosen to drive the system to the 

equilibrium. 

The closed-loop system dynamics for this adaptation method is given by a 

couple of difference equations, substituting the output of the system (5.3): 

ଵሾ݇ݔ ൅ 1ሿ ൌ  																																																																															ଶሾ݇ሿݔ

ଶሾ݇ݔ ൅ 1ሿ ൌ ݌ݔ݁	0.2 ቆ
݈݊൫5ܴܧܤ௧௚൯
݃ሺݔଵሾ݇ሿሻ

ቇ																																				ሺ5.5ሻ 

 

5.2.2     Stability Analysis 

Having derived the dynamics of the system, it is imperative that stability analysis is 

done to prove that the system converges to a stable operating point at steady state. 

Hence, the feedback controller ݃ሺݔଵሾ݇ሿሻ should be chosen such that for a stable 

closed-loop system, the system states will converge to the equilibrium point.  
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A state 	࢞ஶ is an equilibrium state of the system if once	࢞ሾ݇ሿ is equal to	࢞ஶ, it 

remains at that state for all future time. In this case, the equilibrium point for the 

second order system can be found as follows: 

݈݅݉
௞→ஶ

ଵሾ݇ݔ	 ൅ 1ሿ ൌ ݈݅݉
௞→ஶ

 																																																															ଶሾ݇ሿݔ	

݈݅݉
௞→ஶ

ଶሾ݇ݔ	 ൅ 1ሿ ൌ ݈݅݉
௞→ஶ

݌ݔ݁	0.2 ቆ
݈݊൫5ܴܧܤ௧௚൯
݃ሺݔଵሾ݇ሿሻ

ቇ																					ሺ5.6ሻ 

The equations above shows that the equilibrium point is highly dependent on ܴܧܤ௧௚ 

and the feedback controller ݃ሺݔଵሾ݇ሿሻapplied to the system. Linearization about the 

equilibrium point is performed on non-linear system (5.2) and the Jacobian matrix 

[138] is constructed for the linearized system below: 

ሾ݇࢞∆ ൅ 1ሿ ൌ  ሺ5.7ሻ																																																								ሾ݇ሿ࢞∆࡭

where ࡭  is Jacobian matrix of the system (5.5) evaluated at the equilibrium point: 

࡭ ൌ

ۏ
ێ
ێ
ۍ
߲ ଵ݂

ଵݔ߲

߲ ଵ݂

ଶݔ߲
߲ ଶ݂

ଵݔ߲

߲ ଶ݂

ےଶݔ߲
ۑ
ۑ
ې

ሾ݇ሿ࢞	| ൌ  ሺ5.8ሻ																																													ஶ࢞

Functions ଵ݂ and ଶ݂ are dictated by the system dynamics equations as given: 

ଵ݂ሺ࢞ሻ ൌ  																																																																																																ଶݔ

ଶ݂ሺ࢞ሻ ൌ ݌ݔ݁	0.2 ቆ
݈݊൫5ܴܧܤ௧௚൯

݃ሺݔଵሻ
ቇ																																															ሺ5.9ሻ 

Taking partial derivatives of the functions resulting in the Jacobian matrix: 

࡭ ൌ ቂ0 1
Λ 0

ቃ,							 

߉ ൌ
െ݃ᇱሺݔଵሾ݇ሿሻ
݃ଶሺݔଵሾ݇ሿሻ

	݈݊൫5ܴܧܤ௧௚൯ ቆ	݌ݔ0.2݁	
݈݊൫5ܴܧܤ௧௚൯
݃ሺݔଵሾ݇ሿሻ

ቇ  ሺ5.10ሻ																ஶ࢞	|

It has long been known that in control theory, a linear system in the form (5.7) 

is stable if the eigenvalues of matrix ࡭ are inside the unit circle. For the given matrix 

 :in (5.10), the characteristic equation is given by ࡭
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ଶߣ െ ߉ ൌ 0																																																													ሺ5.11ሻ 

and the eigenvalues are inside the unit circle when |Λ| ൏ 1. It is clear from (5.10) that 

this parameter is highly dependent on the choice of feedback controller. 

Given that the closed loop system is stable by an appropriate design of 

feedback controller, the state variables will converge to an equilibrium point as 

defined in (5.6): 

ஶ࢞	 ൌ lim
௞→ஶ

ሾ݇ሿ࢞ ൌ ሺ,∗ݔ			ݔ∗ሻ																																									ሺ5.12ሻ 

where ݔ∗is related to ܴܧܤ௧௚ by the following equation: 

∗ݔ ൌ ݌ݔ0.2݁ ቆ
݈݊൫5ܴܧܤ௧௚൯

݃ሺݔ∗ሻ
ቇ																																														ሺ5.13ሻ 

Substituting (5.12) and (5.13) into (5.10) results in: 

߉ ൌ
െ݃ᇱሺݔ∗ሻ
݃ሺݔ∗ሻ

	
݈݊൫5ܴܧܤ௧௚൯

݃ሺݔ∗ሻ
 																																																							∗ݔ	

ൌ
െ݃ᇱሺݔ∗ሻ݈݊ሺ5ݔ∗ሻݔ∗

݃ሺݔ∗ሻ
																																																						ሺ5.14ሻ 

The feedback controller is chosen as: 

݃ሺݔଵሾ݇ሿሻ ൌ
݈݊ሺݔଵሾ݇ሿሻ

݈݊ሺܭ	ܴܧܤ௧௚ሻ
																																																				ሺ5.15ሻ 

such that 

݃ᇱሺݔଵሾ݇ሿሻ ൌ
1

௧௚ሻܴܧܤ	ܭଵሾ݇ሿ݈݊ሺݔ
																																										ሺ5.16ሻ 

Substituting the feedback controller (5.15) and its derivation (5.16) at equilibrium 

point results in: 

Λ ൌ
െ1

௧௚ሻܴܧܤ	ܭሺ݈݊∗ݔ
݈݊ሺܭ	ܴܧܤ௧௚ሻ

݈݊ሺݔ∗ሻ
 																																								∗ݔ

ൌ
݈݊ሺ5ݔ∗ሻ

݈݊ሺݔ∗ሻ
																																																																							ሺ5.17ሻ 
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As logarithmic function is monotonically increasing, ݈݊ሺݔ∗ሻ ൏ ݈݊ሺ5ݔ∗ሻ. Furthermore, 

for 5ݔ∗ ൏ 1, the logarithmic function is negative, ݈݊ሺݔ∗ሻ ൏ ݈݊ሺ5ݔ∗ሻ ൏ 0. 

Accordingly, 

	|݈݊ሺݔ∗ሻ| ൐ |݈݊ሺ5ݔ∗ሻ|,				ݔ∗ ൏ 0.2																																														ሺ5.18ሻ	

Therefore, 

ቤ
݈݊ሺ5ݔ∗ሻ
݈݊ሺݔ∗ሻ

ቤ ൏ ∗ݔ				,1 ൏ 0.2																																																ሺ5.19ሻ 

Following the analysis, the linearized system is stable as condition |Λ| ൏ 1 is 

fulfilled and the overall system states will converge to the equilibrium point. The 

equilibrium point itself is dependent on the value of ܭ. Substituting the chosen 

function ݃ሺݔଵሾkሿሻ to (5.6) results in: 

݈݊ሺ5ݔ∗ሻ ݈݊ሺݔ∗ሻ ൌ ݈݊൫5ܴܧܤ௧௚൯ ݈݊൫ܭ	ܴܧܤ௧௚൯																										ሺ5.20ሻ 

Setting	ܭ ൌ 1 results in ݔ∗ ൌ  ௧௚ and because the linearized system is stable, atܴܧܤ

steady state  the system operates around this point. For ܭ ൐ 1, the equilibrium point 

will be greater than ܴܧܤ௧௚. Hence, the control parameter is bounded by ܭ ∈ ሺ0,1ሿ 

such that the equilibrium point is bounded by: 

௧௚ܴܧܤ	ܭ ൏ ∗ݔ ൑  ሺ5.21ሻ																																																	௧௚ܴܧܤ

The system response for different values of K is plotted in Figure 5.1.  It can be seen 

that choosing a lower value of K results in a lower BER at equilibrium.  
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Figure 5.1 System response for different values of control gain 

Through the system stability analysis, it is established that for the proposed 

rate adaptation scheme, there exists a feedback controller with control parameter 

ܭ ∈ ሺ0,1ሿ such that the closed-loop system is asymptotically stable under the 

condition: 

∗ݔ ൑ ௧௚ܴܧܤ ൏ 0.2																																																ሺ5.22ሻ 

In the next section, the assumption of perfect CSI at the transmitter is relaxed 

to perform more practical modulation scheme for situations where only the partial 

knowledge of the channel gain is available based on the delayed information from the 

receiver. 

 

5.2.3     Rate Adaptation Based on Partial CSI 

In this section, the assumption of perfect CSI at transmitter is relaxed to the partial 

CSI available at the transmitter. As explained in literature [139], [140], for a flat 

Rayleigh fading channel modeled by a circularly symmetric complex Gaussian 

variable,  there are two main methods in providing information-theoretic insight into 

formulation of adaptive transmission based on partial CSI, namely mean feedback 
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and covariance feedback. In this study, the concept of channel mean feedback is 

adopted. Given the channel feedback from the receiver, the transmitter knows that the 

channel is distributed according to a complex Gaussian distribution ݄~ܰܥ൫ത݄,  కଶ൯ߪ

where ത݄ is the mean value conditioned on the feedback information from the receiver 

and ߪకଶ	is the variance of the noise to account for the possible variation that happens 

within the time frame after it is estimated at the receiver.  

In the literature, the conditional mean is directly related to the instantaneous 

feedback by the autocorrelation coefficient of the particular channel [141], [140] such 

that ത݄ሾ݇ሿ ൌ ሾ݄݇ߩ െ 1ሿ where the autocorrelation coefficient characterizes the 

variation of the channel over time. The autocorrelation coefficient also represents the 

effect of Doppler effect on the rapid variation of the channel. In this study, the 

conditional mean of the channel is modified to consider the last M feedback for more 

accurate model. In this case, the conditional mean is given by the predicted channel 

based on the past observations:   

 ത݄ሾ݇ሿ ൌ   ሺ5.23ሻ																																																																		ሾ݇ሿࢎ܉

where ܉ is a vector that represents the linear weight of the past feedback and		ࢎሾ݇ሿ ൌ

ሾ	݄ሾ݇ െ 1ሿ,… , ݄ሾ݇ െ ሺܯ െ 1ሻሿ	ሿ is the column vector of past channel estimated 

perfectly at the receiver. Note that the optimal weighing vector is equivalent to the 

optimal linear prediction coefficient (2.8) discussed in Chapter 2, if the prediction is 

performed to account for the estimation error at the receiver. Therefore, the optimal  

linear FIR predictor (2.6) can be used instead, and the variance of noise ߪకଶ can be 

obtained as the variance of the channel prediction error:   

కଶߪ ൌ ௛ߪ
ଶ െ ௛ఝ࢘

ு  ሺ5.24ሻ																																																											௛ఝ࢘ఝିଵࡾ

where ࡾఝ is the covariance matrix of the estimated channel gains and ࢘௛ఝ is the 

cross-covariance between the channel and the noisy estimation as described in (2.9) - 

(2.12).  

Since the perfect channel gain is not available at the transmitter, the system 

states cannot be computed based on the dynamic equations (5.3). The estimated 
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values of state variables are used instead, which are based on the statistical 

knowledge of the system parameters. For wireless channels with time-varying 

channel gain modeled as a Gaussian random variable with known second order 

statistics described by ݄~ܰܥ൫ത݄,   :కଶ൯, the expectation of BER is given by [142]ߪ

തതതതതതሾ݇ሿܴܧܤ ൌ
0.2

1 ൅ Ωߪక
ଶ ݌ݔ݁ ൭െ

Ωหത݄ห
ଶ

1 ൅ Ωߪక
ଶ൱																																				ሺ5.25ሻ 

where 

Ω ൌ
െ1.6Γܵ௡
ܯ െ 1

																																																																				ሺ5.26ሻ	

Given the expected value of BER, the system dynamics equations (5.3) are 

approximated by the expected values, given as:  

ଵതതതሾ݇ݔ ൅ 1ሿ ൌ  																																																																													ଶതതതሾ݇ሿݔ

ଶതതതሾ݇ݔ ൅ 1ሿ ൌ
0.2

1 ൅ ሾ݇ሿߑ
݌ݔ݁ ቆെ

ሾ݇ሿଶ߆

1 ൅ ሾ݇ሿߑ
ቇ																							ሺ5.27ሻ 

where  

ሾ݇ሿ߆ ൌ
െ1.6Γܵ௡หത݄ሾ݇ሿห

ଶ

ሾ݇ሿܯ െ 1
																																																	ሺ5.28ሻ 

ሾ݇ሿߑ ൌ
െ1.6Γܵ௡
ሾ݇ሿܯ െ 1

కߪ
ଶ																																																									ሺ5.29ሻ 

The control parameter is therefore adjusted based on these expected values to 

account for the random variation of the channel gain. Hence, the constellation size 

can be written as: 

ሾ݇ሿܯ ൌ 1 െ
1.6	Γܵ௡หത݄ሾ݇ሿห

ଶ
݃ሺݔଵതതതሾ݇ሿሻ

݈݊ሺ5݃ݐܴܧܤሻ
																																ሺ5.30ሻ 
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Figure 5.2 Block diagram of the transmission system 

As mentioned in the earlier sections, the computed constellation size needs to 

be rounded to the appropriate value in the restricted set of N square QAMs and this 

can be done with or without adjusting the transmit power. For discrete rate adaptation 

method with constant power, modulation is performed by appying the nearest lower 

value available such that the instantaneous BER is lower than or equal to the expected 

value.  

The expected values of the system states at transmitter however remain 

unchanged as they are computed based on the decimal value of constellation size. The 

resulted system is depicted in Figure 5.2, where X(.) represents the estimated state 

transition in (5.27) and M(.) represents the feedback controller that determines the 

modulation size in (5.30). By introducing the expected values of the BER and the 

system states estimation at the transmitter, the closed loop adaptation system can be 

realized at the transmitter with only partial CSI feedback from the receiver.  

In the case of discrete rate adaptation with power adjustment, unless the 

resulted transmit power exceeds the limit, the constellation size can be rounded to the 

nearest higher value available, following the rule in (4.29). This results in variable 

rate and power adaptation which further improves the spectral efficiency of the 

system.  The performances of the proposed rate adaptation methods are presented in 

the next section, based on simulations performed in MATLAB. 
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5.3     Performance Analysis 

The proposed adaptation scheme is simulated in MATLAB to verify the accuracy of 

the system dynamic model and investigate the performance of the proposed 

adaptation method. The proposed discrete rate adaptation scheme without power 

adaptation is simulated over a flat Rayleigh fading channel generated in MATLAB 

with sampling frequency of 20 kHz and maximum Doppler shift of 680 Hz, which 

corresponds to correlation coefficient of 0.95. The additive white Gaussian noise with 

SNR of 25 dB is considered, resulting in channel prediction error variance given by 

కଶߪ ൌ 0.01. The proposed adaptation method based on non-linear feedback control 

and the conventional adaptation method based on optimal region boundaries are both 

simulated under the same environment with the same set of constellations, ࡹ ൌ	{2, 4, 

16, 64, 256, 1024} and the same normalized power, ܵ௡, for a fair comparison. The 

behavior of the discrete rate adaptation and the result BER for both adaptation 

methods are shown in Figure 5.3 to Figure 5.8 for BERtg = 10-3, BERtg = 105, and 

BERtg = 10-7 respectively.  

 

Figure 5.3 Discrete rate adaptation based on partial CSI for BERtg = 10-3 
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Figure 5.4 Instantaneous BER for BERtg = 10-3 

 
Figure 5.5 Discrete rate adaptation based on partial CSI for BERtg = 10-5 
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Figure 5.6 Instantaneous BER for BERtg = 10-5 

 

 

Figure 5.7 Discrete rate adaptation based on partial CSI for BERtg = 10-7 
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Figure 5.8 Instantaneous BER for BERtg = 10-7 

 

These results show that the proposed non-linear feedback control adjust the 

constellation size in the same manner as the conventional adaptation method based on 

optimal region boundaries for various BERtg with slight difference at some instants. 

Hence, the system dynamic equations established in this chapter is verified. 

Another set of simulations is performed to evaluate the  performance of the 

M-QAM adaptive system in terms of the spectral efficiency and average received 

BER under different Doppler effect as indicated by the correlation coefficient of the 

channel. Both the expectation based rate adaptation method and the boundary-based 

rate adaptation method are performed for the same set of modulations ࡹ ൌ	{2, 4, 16, 

64, 256, 1024}, and under the same fading environment and BER requirement of 

10ିଷ. Assuming ideal Nyquist data pulses with bandwidth ܤ ൌ 1/ ௦ܶ, and a fixed 

symbol rate for all modulation modes, the spectral efficiency of adaptive QAM 

systems can be computed as the average number of bits per symbol sent. The results 

are plotted over a range of average SNR values, Γ, for various correlation coefficient 

of 0.3, 0.6 , and 0.9.  



106 
 

 

Figure 5.9 Spectral efficiency vs. SNR for discrete rate adaptation based on optimal 

boundaries solution 

 

 

Figure 5.10 Spectral efficiency vs. SNR for discrete rate adaptation based on non-linear 

feedback controller 
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Comparing Figure 5.9 to Figure 5.10, it can be seen that the series of resulted 

spectral efficiency for the proposed system are closer together in comparison with 

that of the conventional adaptive QAM system. This implies that the proposed non-

linear feedback adaptation method is more robust against the variation of Doppler 

effect on the wireless channels. 

The performance of discrete rate adaptation with variable power is also 

investigated through simulation in MATLAB. The fading channel is sampled at 20 

kHz with average SNR of 25 dB, and the same set of six constellations ࡹ ൌ	{2, 4, 16, 

64, 256, 1024} is used in the simulation. The results of adaptive modulation based on 

two different qualities of channel prediction, repesented by the prediction error 

variance of ߪకଶ ൌ 0.02 and ߪకଶ ൌ 0.05, are presented under two different BER 

constraints, BERtg = 10-3 and BERtg = 10-7. The results of adaptation method based on 

Kalman filter feedback and adaptation method based on optimal SNR region 

boundaries under the same environment are also presented for comparison. 

 

Figure 5.11 Rate adaptations with ߪకଶ ൌ 0.02 for BERtg = 10-3 
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Figure 5.12 Power adaptations with ߪకଶ ൌ 0.02 for BERtg = 10-3 

 

Figure 5.11 and Figure 5.12 show the behavior of the rate and power 

adaptation respectively, based on channel prediction with error variance of 0.02 under 

BER requirement of 10-3. It is clearly shown in Figure 5.11 that all three adaptation 

methods respond in a similar manner to the variation of channel with respect to time. 

However, the proposed adaptation methods based on the system dynamic analysis 

result in transmission with low bits per symbol whereas the conventional adaptation 

method resolves not to transmit at some occasions. Unless these transmissions are 

backed up with sufficiently high transmit power, they might result in undesirable 

BER. The corresponding power allocation is presented in Figure 5.12 and it can be 

seen that the variation of transmit power is within a similar range for all three 

adaptation methods. 

 The resulted instantaneous BERs of the adaptation schemes are shown in 

Figure 5.13 over 5,000 sampling points. In the previous chapter, we have resolved 

that discrete rate and power adaptation method based on Kalman filter feedback is 

only suitable for high quality channel prediction with in mitigating the process noise. 
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It is shown in this chapter that discrete rate and power adaptation method based on 

non-linear feeback results in a much better BER performance compared to Kalman 

filtering method. 

 

Figure 5.13 Instantaneous BER of adaptive QAM with ߪకଶ ൌ 0.02 for BERtg = 10-3 

Figure 5.13 shows that in general, BERs fall within an order of magnitude of 

the required value, with slightly more frequent raise compared to the overall BERs of 

the optimal region boundaries based adaptation method. It is worth noting that with 

the proposed non-linear feedback adaptation method, the resulted BERs do not fall 

below the prescribed limit either, in comparison with the conventional adaptation 

method. A lower range of BER fluctuation is expected for adaptation method based 

on feedback controller, as the feedback control input is designed to drive the system 

states to the optimal operating point. The noisy prediction of channel is accounted for 

in calculating the expectation of BER, which results in a small fluctuation around the 

prescribed value, BERtg.  

The behavior of  rate adaptation and the behavior of power adaptation based 

on channel prediction with error variance of 0.05 under BER requirement of 10-3 are 

presented in Figure 5.14 and Figure 5.15 respectively. The results of adaptation 

method based on linear Kalman filter feedback controller is also included to show the 
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decrease in the fluctuation of BER due to the prediction error by applying non-linear 

feedback controller.  

 

Figure 5.14 Rate adaptations with ߪకଶ ൌ 0.05 for BERtg = 10-3 

 

 

Figure 5.15 Power adaptations with ߪకଶ ൌ 0.05 for BERtg = 10-3 
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It is shown in Figure 5.14 that in most of the time, the optimal region 

boundaries based adaptation method adapts the modulation to apply lower bits per 

symbol than both dynamical rate adaptations based on feedback controller proposed 

in this dissertation. Comparing Figure 5.14 to Figure 5.11, it can be seen that optimal 

region boundaries based adaptation method resolves to lower discrete rate in general 

for the worse quality of channel prediction. The variation of transmit power in Figure 

5.15 is within a similar range with that in Figure 5.12 regardless of the different 

quality of channel prediction. 

The corresponding BERs of the discrete rate and power adaptation methods 

are shown in Figure 5.16. As expected, the BER performance of Kalman filter based 

adaptation method has degraded due to the high channel gain prediction error. 

However, the overall BERs of the non-linear feedback adaptation method still fall 

within the range of 10-6 to 10-2 while as the BERs of the optimal region boundaries 

based adaptation method are scattered within a range of 10-8 to 10-2. 

 

 
Figure 5.16 Instantaneous BER of adaptive QAM with ߪకଶ ൌ 0.05 for BERtg = 10-3 
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Similar sets of simulation are performed in MATLAB for BERtg = 10-7 to observe the 

behavior of adaptation which might differ under lower BER constraint. It is expected 

that lower modulation modes like BPSK and QPSK will be more frequently used to 

reduce the probability of symbol error and hence resulting in lower BER. The 

behavior of the rate and power adaptation based on channel prediction with error 

variance of 0.02 are presented in Figure 5.17 and Figure 5.18 respectively.  

 

Figure 5.17 Rate adaptations with ߪకଶ ൌ 0.02 for BERtg = 10-7 
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Figure 5.18 Power adaptations with ߪకଶ ൌ 0.02 for BERtg = 10-7 

In Figure 5.17, the overall numbers or bits per symbols are indeed lower 

compared to Figure 5.11 for BERtg = 10-3. Both dynamical rate adaptations based on 

linear Kalman filter and expectation based adaptation method with non-linear 

feedback controller agree with the rate adaptation based on optimal region boundaries 

in adjusting the constellation size relative to the channel variation over the time. The 

variations of transmit power in Figure 5.15 and the variance of transmit power for 

optimal region boundaries adaptation method is slightly higher than those of Kalman 

filter method and expectation based adaptation method with non-linear feedback 

controller. 

The resulted BER rate and power adaptation based on channel prediction with 

error variance of 0.02 is plotted in Figure 5.19 and it is seen that the expectation 

based adaptation method with non-linear feedback controller results in a smaller 

range of BER fluctuation in comparison to the conventional optimal region 

boundaries based adaptation method. 
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Figure 5.19 Instantaneous BER of adaptive QAM with ߪకଶ ൌ 0.02 for BERtg = 10-7 

The same adaptation methods are simulated with the channel prediction error 

variance increased from 0.02 to 0.05. Figure 5.20 and Figure 5.21 show the resulting 

rate and power adaptations respectively.   

 

Figure 5.20 Rate adaptations with ߪకଶ ൌ 0.05 for BERtg = 10-7 
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Figure 5.21 Power adaptations with ߪకଶ ൌ 0.05 for BERtg = 10-7 

As observed in Figure 5.21, the range of transmit power for optimal region 

boundaries based adaptation method has increased significantly compared to the same 

adaptation method with a better quality of channel prediction, which is shown in 

Figure 5.18.  

The corresponding BERs of the discrete rate and power adaptation methods 

are shown in Figure 5.22. It is clear that the proposed adaptation method based on 

non-linear feedback results in a smaller range of BER variation compared to 

adaptation method based on linear Kalman filter and the adaptation method based on 

optimal region boundaries even though the fluctuation has also become more severe 

as the channel prediction degrades. These results suggest that the proposed adaptation 

methods based on partial CSI are more suitable for adaptive modulation with average 

BER constraint. 

 



116 
 

 

Figure 5.22 Instantaneous BER of adaptive QAM with ߪకଶ ൌ 0.05 for BERtg = 10-7 

 

Finally, the spectral efficiency of the system is evaluated for both expectation 

based adaptation method with non-linear feedback controller and optimal boundaries 

based adaptation method. In order to obtain sufficient data for accurate computation 

of average value, both adaptation methods are simulated repeatedly for each of the 

two different qualities of channel information,  represented by the prediction error 

variance of 0.02 and 0.05, under BER of 10-3.  The results are presented in Figure 

5.23, where dotted lines and diamond marked lines correspond to ߪకଶ ൌ 0.02 and 

కଶߪ ൌ 0.05 respectively. 

Figure 5.23 shows that the spectral efficiencies of adaptive system with rate 

and power adaptation based on non-linear feedback are higher than the spectral 

efficiencies of adaptive system with rate and power adaptation based on optimal SNR 

region boundaries solution. Moreover, the graphs for ߪకଶ ൌ 0.02 and ߪకଶ ൌ 0.05 are 

very close together, which suggests that the spectral efficiency resulted from the 

proposed rate and power adaptation method is very much robust against different 

quality of channel prediction.  
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 Figure 5.23 Spectral efficiencies vs. average SNR for BERtg = 10-3 

		

The impact of Doppler effect on the performance of the rate and power 

adaptation method is also investigated. This is accomplished by repeating the same 

set of simulation over Rayleigh channel with various correlation coefficients that are 

directly related to the maximum Doppler frequency in accordance with (2.3), where 

the channel is sampled at a fixed sampling rate of 20 kHz. The results are presented in 

Figure 5.24 for discrete rate and continuous power adaptation method based on 

optimal SNR region boundaries and Figure 5.25 for discrete rate and continuous 

power adaptation method based on non-linear feedback controller.  
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Figure 5.24 Spectral efficiency vs. SNR for discrete rate and continuous power adaptation 

based on optimal region boundaries solution  

 

  

Figure 5.25 Spectral efficiency vs. SNR for discrete rate and continuous power adaptation 

based on non-linear feedback controller 
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Figure 5.24 shows that for adaptation method based on optimal SNR region 

boundaries, a decrease in the correlation coefficient results in a significant loss of 

spectral efficiency.  On the other hand, Figure 5.25 shows that that the series of 

resulted spectral efficiency for the proposed adaptation method are very close 

together. This demonstrates that the proposed non-linear feedback adaptation method 

is more robust to the variation of Doppler effects on the wireless channels. 

 Note that the lower correlation coefficient implies a more severe Doppler 

effect. This also means that the channel gain changes more rapidly over time. Hence, 

the proposed adaptation method is also robust against the different variations of 

channel gain over time. 

	

5.4     Conclusion 

In this chapter, an alternative state-space representation is established with BER at 

different time instant as the state variables. Assuming perfect channel gain at the 

transmitter, an appropriate choice of non-linear controller is designed to obtain a 

stable system that is linearized about the equilibrium point. In the absence of 

perfectly known channel gain, the expectation of the systems states at the transmitter 

are computed to estimate the states and the non-linear controller is then modified to 

adopt these estimations along with the partial CSI in the form of conditional mean of 

the channel and white variance. In this case, the actual channel is modeled as a 

Gaussian random variable with distribution ݄~ܰܥ൫ത݄,  కଶ൯. It is shown that theߪ

conditional mean of the channel, ത݄, can be computed from the noisy prediction based 

on the past observations fed back from the receiver and the channel prediction error 

variance therefore defines the variance of the random channel, ߪకଶ. 

The performance of the rate adaptation method based on partial CSI is 

investigated through simulations in MATLAB. The behavior of rate adaptation with 

constant power is presented for various BER constraints. The results show that the 

expectation based adaptation method with non-linear feedback controller established 
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in this chapter responds to the channel variation in a similar manner to the 

conventional adaptation method based on optimal region boundaries.  Transmit power 

is further adjusted for the appropriate choice of discrete constellation size to achieve 

maximum spectral efficiency while maintaining the BER within the requirement.  

Simulation results show that the spectral efficiencies of adaptive system with rate and 

power adaptation based on non-linear feedback are higher than the spectral 

efficiencies of adaptive system with rate and power adaptation based on optimal SNR 

region boundaries solution while the BER constraint is observed within an order of 

magnitude. These results also suggest that the proposed adaptation methods based on 

partial CSI are more suitable for adaptive modulation with average BER constraints 

as the resulted BER fluctuates around the prescribed value. 

In addition, the performances of the adaptation methods are also evaluated for 

different correlation coefficients of the Rayleigh fading channel. The results reveal 

that the proposed expectation based adaptation method with non-linear feedback 

controller is more robust to the variation of Doppler shifts on the wireless channels 

compared to the existing optimal boundaries based adaptation method.  
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Chapter 6 

Conclusions and Future Work 

This chapter recapitulates the contributions of this thesis and presents some possible 

future research directions based on the study. 

 

6.1     Summary of Contributions 

This thesis has investigated the dynamic analysis of adaptive modulation in wireless 

communications. The focus of this research is adaptive modulation technique for 

QAM transmission over flat Rayleigh fading channels. Different from conventional 

adaptive modulation schemes, the proposed adaptation scheme is approached from 

system dynamic analysis. Using dynamic analysis approach has not only solved the 

adaptation problem without involving complex optimization technique, but also has 

resulted in robustness against various qualities of channel prediction at the transmitter 

and also against different time variations of the channel due to Doppler shift. The key 

contributions of this thesis are summarized as follows. 

In chapter 3, an analytical model of the rate adaptive QAM system is 

proposed for flat Rayleigh fading channels. The system dynamic equations are 

established in the form of state-space representation. The adaptation of constellation 

size is then approached by applying a state feedback controller that results in a stable 
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closed-loop system. It is shown that under assumption of perfect CSI, the system 

states converge to the equilibrium for a range of feedback controller gain vector. The 

analytical model built in this chapter is verified through simulation in MATLAB. 

Simulation results affirm that, in the presence of perfect CSI, the proposed adaptation 

method behaves similarly to the conventional adaptation method discussed in 

literature. 

The imperfection of CSI at transmitter is still the major challenge in 

performing optimal adaptive modulation over wireless channels. Chapter 4 

specifically addresses this problem and state estimation by Kalman filter is 

implemented to mitigate the process noise due to the inaccurate prediction of channel 

power gain. The performance of the proposed adaptation scheme with Kalman filter 

is evaluated through simulations in MATLAB and it is compared with the 

conventional adaptation schemes based on predicted channel. Simulation results 

reveal that the spectral efficiency of an QAM system with the proposed rate and 

power adaptation method is less sensitive to different qualities of channel prediction 

in comparison with the existing rate and power adaptation method. It is seen that the 

instantaneous BER performance of the proposed adaptation method is degraded by 

the low quality of the channel power gain prediction. To the best of author’s 

knowledge, this problem occurs because the nonlinearity of the system is not 

accounted in the input/state linearized system and Kalman filtering algorithm 

therefore produces less optimal solution. However, the discrete rate adaptation with 

constant power based on the feedback controller with Kalman filter results in higher 

spectral efficiency compared with the conventional discrete rate adaptation with 

constant power based on optimal region boundaries while the resulted instantaneous 

BER is still observed within an order of a magnitude of the targeted value. 

In Chapter 5, the non-linear dynamical system is modeled using alternative 

state-space equations without cancelation of the system’s nonlinearity. A non-linear 

controller that results in a stable system in the vicinity of the equilibrium point is 

established under assumption of perfect CSI. The feedback control is then modified to 

incorporate partial CSI based on mean feedback, where the channel information 
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resides in the mean value of the distribution, with white variance to take into account 

of the estimation error. The effect of channel uncertainty on the system state is taken 

into account by estimating the system states using the expected value of BER 

conditioned on the channel mean feedback. The constellation size is then adjusted 

based on the predicted channel power gain and the estimated state feedback. 

Simulations results have verified the accuracy of the dynamic model. The BER 

performance of the adaptive system in the simulation suggests that the proposed 

adaptation methods based on partial are more suitable for adaptive modulation with 

average BER constraints. Furthermore, is is shown that the proposed system is more 

robust against different time variations of the channel due to Doppler shift 

represented by the correlation coefficent.  

Finally, modeling the dynamic of adaptive modulation system as proposed in 

this thesis has provided flexibility in designing an appropriate feedback controller to 

adjust a transmission parameter such as transmission rate based on the channel 

condition. It is hoped that the work of this thesis will stimulate further investigations 

in this field and some idea of possible future work are given below. 

 

6.2     Future Research 

The work in this thesis can be extended in some possible directions as follows: 

1. Implementation of ܪஶ filter as a robust state estimator 

In this thesis, the estimation of system state is performed by using a simple linear 

Kalman filter in Chapter 4 and using the expected value based on the statistics of the 

noise in Chapter 5. Through simulations in MATLAB, it is shown that appropriate 

designs of feedback controller in adjusting the constellation size based on the 

estimated state variables in the presence of prediction noise have given reasonably 

good performance in terms of spectral efficiency and average BER performance. The 

fluctuation of the resulted BER may be further reduced by implementing more 

accurate estimation method to cope with the random noise.  
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Recently, the ܪஶ filtering algorithms have received considerable attention as 

they are more robust to modeling error and noise uncertainty than the Kalman filter 

[143]-[145]. Different from Kalman filter which requires the process and 

measurement noises to have zero mean and specific covariance matrix, ܪஶ filter does 

not make any assumption about these noises, and the filter is designed to minimize 

the worse case estimation error [146], [147]. It is thus less sensitive to the knowledge 

of the noise statistics. Because of the robust characteristic of ܪஶ filter, it is worth 

investigating its potential as an optimal state estimator for optimal control of 

constellation size to maintain the instantaneous BER lower or equal to the criterion 

for various qualities of channel prediction error. 

 

2. Adaptive modulation for MIMO wireless systems  

In this dissertation, the proposed adaptation scheme is considered based on wireless 

transmission between single antenna transmitter and receiver as documented in 

literature. However, in the last decade, the idea of multiple input multiple output 

(MIMO) antennas at transmitter and receiver has been developed as a solution to 

reliable and more spectrally efficient communication systems. The increase in 

reliability and efficiency can be achieved by arranging the antennas in a way that 

achieves a high diversity gain to overcome the fading effect [148]-[150].  

 Recent studies have demonstrated that MIMO transceivers indeed result in 

the capacity of the wireless without the need of additional power or spectrum, 

especially in rich scattering environments [151]-[153]. This finding has motivated the 

industries to develop the future wireless systems that incorporate the concept of 

multiple antennas at transmitter and receiver with high diversity gain. Based on the 

work done in this dissertation, an important question to answer is how the state-space 

representation of system dynamics developed in this thesis can be extended for the 

case of adaptive modulation in MIMO transmission systems with diversity antennas. 
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