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Abstract—This paper proposes an alternate solution for Eth-
ernet passive optical networks. Our solution uses a novel protocol
named full utilization local loop request contention multiple-access
protocol to efficiently provide communications in passive optical
networks. We study the physical layer implementation, as well as
medium access control (MAC) layer protocol performance to illus-
trate the feasibility and benefit of our solution. The performance
studies show that the MAC protocol is capable of offering 95%
channel utilization under heavy load conditions. The performance
results also indicate that delivery of multimedia traffic with a high
quality-of-service can be achieved with our solution.

Index Terms—Ethernet passive optical networks (EPONs), mul-
tiple-access communication.

I. INTRODUCTION

TRADITIONALLY, access networks have been the most
costly part of the network. This has been accentuated by

the Internet. Nowadays, the cost per bit in the access network
far exceeds the cost per bit in the high-capacity core networks.
Moreover, the access network is lagging behind in its available
capacity compared with the core network on one hand and local
area networks (LANs) on the other. The currently available
broadband access solutions, digital subscriber line, and cable
modem networks, cannot provide many of the bandwidth
hungry multimedia broadband services and applications that
are available on LANs. This problem of shortage of access
capacity (and with it, excessive cost per bit) is known as the
last mile problem or the first mile problem depending on one’s
point of view.

A technology that has been considered to have the potential
to solve the last mile problem successfully is the passive optical
network (PON). PON is considered an attractive solution be-
cause it provides the high bandwidth associated with optic fiber,
but has no active components between the customer premises
and the exchange, which means significant cost reduction. There
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has been some interest in asynchronous transfer mode (ATM)
PON [1], but the majority of research has focused on Ethernet
PON (EPON) [2]–[9].

The standardization of EPON is being undertaken by the
IEEE 802.3ah committee [3]. The EPON is envisaged as a re-
liable high bit-rate point-to-multipoint optical access network.
It will provide a wide range of services to end users. It will
be able to meet the capacity requirements of new multimedia
services and it will be cost effective.

Traditionally, time-division multiplexing (TDM) has been
used in EPONs to regulate the access of upstream traffic from
the users’ optical network units (ONUs) to the optical line ter-
minal (OLT). The OLT is connected to the Internet. Although
this architecture has many benefits such as scalability and the
efficient use of one wavelength for many upstream channels, it
leads to certain inefficiencies due to underutilized time slots [3],
[5]. The recently proposed interleaved polling with adaptive
cycle time (IPACT) protocol [3] uses dynamic bandwidth allo-
cation which improves the performance. However, there is still
wasted capacity in IPACT related to the polling algorithm, for
example, due to unnecessary signaling traffic when an ONU is
idle. The leading IEEE 802.3ah medium access control (MAC)
proposal, called the multipoint control protocol (MPCP) [4], is
based on IPACT. Other protocols enhancing IPACT are being
proposed [6]–[9], focusing on prioritization between flows,
rather than improving the aggregate throughput.

In this paper, we present an alternative MAC protocol that
avoids the wastage of capacity associated with the operation
of TDM and/or polling protocols. In particular, we extend the
request contention multiple access (RCMA) [10] MAC to suit
upstream traffic in an EPON access network. The extended pro-
tocol, full utilization local loop RCMA (FULL-RCMA) features
a short access delay under light load and efficient behavior under
heavy load, similar to time-division multiple access (TDMA) of
the active users. It also has a very simple priority mechanism,
allowing service differentiation, and does not require a com-
plex initialization procedure. Moreover, it achieves this without
centralized control. Instead, it uses the synchronizing effect of
passing all data through a common passive optical splitter. This
allows time to be divided into separate request and data periods,
each with its own method of avoiding collisions of packets.

The remainder of this paper is organized as follows. Section II
describes the FULL-RCMA EPON network architecture and
protocol in detail. Section III addresses the modeling and perfor-
mance analysis of FULL-RCMA. Section IV studies the perfor-
mance under several traffic models with computer simulation.
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Fig. 1. Network architecture of an Ethernet passive optical network.

II. FULL-RCMA EPON

A. Overview

A fiber to the home/building (FTTH/FTTB) EPON solution
optically connects a central office (CO) to ONUs in individual
houses or buildings. An OLT in the CO is connected by a long
fiber to a passive optical splitter near the ONUs. The splitter
connects to the ONUs by short runs of fiber (see Fig. 1). This
avoids using unreliable active components away from the net-
work edges.

Data transmitted over the point-to-multipoint connection
from the OLT to ONUs can simply be broadcast by the OLT.
Each ONU identifies its packets by the MAC address and
privacy is maintained by scrambling users’ data.

The multipoint-to-point upstream connection from ONUs to
the OLT can suffer contention. FULL-RCMA can relieve this.
FULL-RCMA requires that the splitter echo upstream data back
to all ONUs, including the sender. This requires two fibers per
ONU, as depicted in Fig. 2(a), since the transmitted and echoed
data use the same wavelength. This is expected to increase the
cost by less than 0.3% [11]. The returned signals provide a
method for senders to detect collisions of their transmissions.
This is the key to FULL-RCMA. Collisions occur at the OLT if
and only if they occur at the splitter. Thus, by scheduling data
transmissions not to collide at the splitter, data collisions can be
eliminated.

B. Physical Layer Implementation

This section outlines the physical layer requirements to
implement a single-fiber 1-Gb/s EPON with a transmission
range of at least 20 km and a split ratio (OLT:ONUs) of 1:16.
The proposals for both components and parameters closely
follow the baseline technical proposals adopted by the IEEE
802.3ah committee [12]. The baseline specifies the required
functions, parameters, and parameter values for the transceivers
at the OLT and ONUs, and the optical distribution network
(ODN). Through the process of standardization, it is envisioned
that low-cost EPON systems can be implemented through
mass-producing common hardware, thus increasing the level of
competition and interoperability among vendors [2].

In this paper, we consider an EPON that supports downstream
and upstream transmission through wavelength division mul-
tiplexing (WDM). Two distinct lasing wavelength regions of
1480–1550 nm and 1270–1310 nm are used for downstream
and upstream transmission, respectively. These regions coin-
cide with the low-attenuation passband of a single-mode op-
tical fiber (SMF). The large channel spacing between the down-
stream wavelength and upstream wavelength provides

Fig. 2. (a) Network architecture of FULL-RCMA. (b) OLT transceiver.
(c) ONU transceiver.

a cost-effective approach as this alleviates the need for wave-
length stabilization and, hence, the need for lasers to be temper-
ature-controlled. This, in turn, allows low-cost uncooled lasers
to be used in both the OLT and ONUs.

The integrated OLT transceiver, shown in Fig. 2(b), consists
of a distributed feedback (DFB) laser, a PIN-based receiver and
a WDM coupler. The WDM coupler interfaces the optical trans-
mission fiber and the OLT, specifically passing frames on
from the DFB to the ODN, and frames on from the ODN
to the receiver. We consider the use of a wavelength-dependent
WDM coupler to improve optical link budget performance since
it couples all light into one of its two arms based on the input
wavelength. That is, all frames on are coupled into the output
arm that is connected to the receiver at the OLT. In comparison,
a 50:50 coupler halves the optical power into the two output
arms irrespective of the input wavelength. As such, half of the
optical power of all upstream frames on is also coupled into
the output arm connected to the DFB laser, the transmitter of the
OLT. This, in turn, necessitates the implementation of an iso-
lator that prevents frames on from reaching the DFB laser,

Authorized licensed use limited to: SWINBURNE UNIV OF TECHNOLOGY. Downloaded on January 8, 2009 at 01:52 from IEEE Xplore.  Restrictions apply.



1516 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 22, NO. 8, OCTOBER 2004

and ensures the propagation of light is only in one direction, i.e.,
from the DFB laser to the ODN.

The ODN is the outside plant that provides all-optical trans-
mission between the OLT and the ONUs. It consists of a SMF
transmission medium and passive devices such as connectors,
splices and optical splitters. A 20 km distribution link connects
the OLT and the splitter unit. The splitter unit, shown in detail
in Fig. 2(a), is a key component in the FULL-RCMA network
architecture, consisting of an optical splitter. In
our case, . The unit broadcasts signals on , whilst pro-
viding optical loopback of a portion of the upstream signal on
from each ONU to the other ONUs to facilitate FULL-RCMA.
For example, in the downstream direction, the optical power of
the signal on is split evenly over output ports and is broad-
cast to each ONU. Likewise, in the upstream direction, the op-
tical power of a signal on entering the splitter unit from any
input port will be split amongst ( ) output ports. One output
port is connected to the OLT. To facilitate FULL-RCMA, the
signals emerging from the remaining output ports are redi-
rected back to the ONUs, including the source ONU. The
returned signals are used for monitoring collisions and sched-
uling transmissions amongst the ONUs.

Fig. 2(c) shows an integrated ONU comprising a DFB laser,
two PIN-based receivers, namely, RX1 and RX2, and a WDM
coupler. For transmission in the nm wavelength
region, we consider the use of a DFB laser in favor of a
Fabry–Perot laser due to its higher bandwidth-distance product
[13]. The WDM coupler optically connects the DFB laser and
RX1 to OS1, while RX2 is directly connected to OS2.

The analysis in Section III of this paper is based on a distance
of 1 km from the splitter unit to each ONU. However, in prac-
tice, the ONUs may not necessarily be at equal distance away
from the splitter unit. Due to different optical signal attenuation
paths, the optical power received at the OLT and at RX2 of each
ONU may vary from frame to frame, depending on the source
ONU. To overcome this problem and the fact that there are pe-
riods of inactivity on the upstream channel, burst mode capa-
bility is required at RX2 of each ONU, as well as in the receiver
at the OLT. The performance analysis in this paper uses a guard
time of 1 s for threshold level recovery and clock recovery, at
the “loose” end of the spectrum being considered by the IEEE
committee [14], [15]. However, burst mode receivers, operating
at 1 Gb/s with a capability of resetting in less than 20 ns, have
been reported [13], [16]. Faster threshold levels and clock re-
covery times ensure minimal guard times and overheads, al-
lowing channel efficiency to be maximized. To relax the require-
ments on the threshold level recovery time, the output power of
each ONU can be preadjusted such that it is equalized to those
from other ONUs at the splitter unit and, hence, at the OLT and
RX2 [2].

Further, it is preferred that between transmissions, the DBF
laser at each ONU be turned off or biased below threshold at a
level such that its optical output is minimal. The spontaneous
emission noise from an inactive ONU situated near the splitter
unit can mask the frames transmitted from an ONU that is situ-
ated further away. At present, the specified maximum launched
optical power during periods of inactivity is dBm [12].
However, the laser must be able to shut down and, in turn,

TABLE I
OPTICAL LINK BUDGET ANALYSIS FOR A FULL-RCMA EPON WITH A

DISTRIBUTION LINK OF 20 km AND A 1:16 SPLIT RATIO. THE DISTANCE

BETWEEN EACH ONU AND THE SPLITTER UNIT IS 1 km

stabilize quickly after turning on to avoid additional overhead
penalty. At the time of writing, the maximum turn on and turn
off delays are yet to be specified by the IEEE committee [12].
In this paper, it is assumed that both delays are negligible.

The optical link budget analyzes for downstream and up-
stream transmissions are summarized in Table I. The launched
powers of the OLT and ONUs are the minimum values as spec-
ified in the baseline proposal [12]. The losses incurred by the
fiber, connectors and splitters are also based on specified values.

The optical power budgets for the upstream and downstream
links are 22 and 26.2 dB, respectively. The minimum receiver
sensitivity required at RX1 and at the OLT are and

dB, respectively. For the loop-back receiver RX2, the
minimum sensitivity required is dB, as the optical path
traversed by the returned frames is only 2 km.

C. Protocol Description

This subsection describes the proposed EPON protocol, the
FULL-RCMA protocol. The basic concept of FULL-RCMA
follows the original RCMA protocol [10]. It enhances the
RCMA LAN protocol to allow (almost) full channel utilization,
even for networks with long links. FULL-RCMA differs from
RCMA in the scheduling of data transmissions to minimize the
guard times needed between transmissions.

FULL-RCMA is a hybrid between token-passing and con-
tention protocols. It can be viewed as a timed token system, with
a target token rotation time of . Once per cycle there is
a contention-based “request period,” during which sources bid
to be first in the token-passing list. The remainder of the cycle
is called the “data period.” At the end of a request period, the
winner of the bidding announces the new token-passing order,
including both sources that lost the bidding and sources already
in the token-passing list. This has benefits of both worlds: high
efficiency during high load from token passing, and low delay
during low load from contention.

During the request period, stations contend to submit re-
quests. Short request frames yield low bandwidth wastage,
and low chances of collisions. An ONU, which is ready for a
data transmission, will be called a ready ONU. A ready ONU
is required to perform a Request Contention operation for
its data transmissions. It first prepares a request frame. The
proposed request frame format is depicted in Fig. 3(a). The
ONU randomly generates a 7-bit request number and stores
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Fig. 3. Frame format. (a) FULL-RCMA request frame. (b) FULL-RCMA header.

it in the request number (RN) field of the request frame. The
random distribution used determines the request’s priority, as
will be described shortly. Its MAC address is also included to
identify itself. The request frame ends with an 8-bit short frame
check sequence (SFCS) for error detection.

If the channel has been idle for sufficient time, the ready ONU
starts a request period by transmitting its request frame imme-
diately. Otherwise, the ready ONU waits until a request period
occurs. The start of a request period is announced by the final
transmission of the previous data period. The request period has
a fixed duration consisting of many slots of length equal to
a request frame transmission time. The exact number of slots is a
design issue, and is discussed in Section III. (The simpler option
of an unslotted request period incurs only a slight performance
penalty, as the request period will usually be much shorter than
the data period.) After the detection of a request period, a ready
ONU broadcasts the request frame in a random time slot uni-
formly chosen from the request period. The randomness avoids
repeated collisions of request transmissions. A collision occurs
when two or more transmissions meet at the passive optical
splitter causing overlapping of signals and causes all transmis-
sions involved to be unsuccessful.

Throughout the request period, each ONU monitors the
echoes from the splitter and sorts the successful requests in de-
creasing order of RN, using the ONU’s MAC address (“source
address,” SA) to break ties. Note that request collisions at the
splitter are detected by all ONUs, and the requests involved are
ignored. Each ONU , whose request did not collide, measures
the propagation time between itself and the passive optical
splitter. This allows it to determine the times of events at the
common reference point, the splitter.

The ONU with the largest RN (with SA tie breaks) is called
the winner. After the maximum round-trip time , it broad-
casts a header [Fig. 3(b)] containing the sorted list of SAs in
the order in which the remaining ONUs will transmit. Mul-
tiple priorities may be implemented simply by assigning the
priority class number to the high-order bits of RN, with large
class numbers denoting high priority. The number of SAs in
the list is specified in the control field. (Strictly, this can be de-
termined by each ONU, but broadcasting improves reliability
in the case of imperfect collision detection.) Immediately fol-
lowing the header, the winner transmits its Ethernet frame. The
transmission of a header by the winner marks the start of a
data period. The aggregate of a data period and its request pe-
riod has maximum duration of a predefined “cycle time” de-

noted . The “cycle time” is designed to limit the channel
holding time of each ONU during the data period. This will en-
sure that real-time services have prompt access to the network,
even under heavy load.

The sorted list of SAs in the first header provides informa-
tion for all other ONUs to schedule their data transmissions.
Due to the limited “cycle time,” each ONU can only transmit
data for a maximum time. Each ONU calculates this time by
knowing , and the number of entries in SA list.
ONUs are allowed to transmit multiple Ethernet frames in their
bursts, as long as they do not exceed the allocated data transmis-
sion time. The actual transmission duration is specified in the
header [Fig. 3(b)] so that the next ONU knows when it should
transmit. If the transmission time is not long enough to clear the
local buffer of an ONU, the ONU sets the “more data” bit of the
control field of the header. By setting the “more data” bit, the
ONU automatically gains access to the next data period without
the need for transmitting a request in the next request period.

ONUs other than the winner listen to the header. Each ONU
whose MAC address is in the SA list knows the order of trans-
mission. When its turn to transmit comes, it will know when
the last bit of the previous transmission will leave the splitter.
This is because it knows the length of the transmission (from the
header), the time that the first bit arrived, and its own round-trip
time (RTT). It can then compute when it can transmit without
overlapping the current transmission on the upstream fiber to the
OLT and without wasting any time. This pipelining of transmis-
sion, similar to that of [3], is the key to achieving high utiliza-
tion. However, FULL-RCMA does not require the OLT to inter-
leave precisely timed grants with its downstream transmission,
as [3] does. The subsequent ONUs must also transmit headers,
but these do not repeat the SA list, indicated by a zero SA length
field.

The final ONU in the SA list transmits a header with the “final
transmission” bit in the control field set indicating that the data
period ends when its data transmission is completed. When the
“final transmission” bit is detected by a free ONU, it knows that
a request period will follow immediately after the data transmis-
sion. Free ONUs include those which either suffered a collision
when transmitting request frames or became ready during the
data period. Only free ONUs are required to contend for data
transmissions in the coming request period.

As usual, the free ONUs transmit a request to join the polling
list. The winner automatically appends the SAs of those ONUs
which had set the “more data” bit in the previous data period to
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Fig. 4. Illustration of the operation of FULL-RCMA.

the newly formed SA list. Placing the existing ONUs at the end
gives the newly joined ONUs higher priority. This guarantees
newly joined ONUs prompt access to the network, while main-
taining an access delay of no more than one cycle time for those
ONUs that requested more bandwidth. Since the latter ONUs
need not recontend, the probability of request collision is re-
duced. If no stations contend, then the ONU which first set the
“more data” bit in the previous data period declares itself the
winner.

The initialization procedure for FULL-RCMA is simple. As
well as at start up, it is invoked to avoid deadlocks if the normal
operation of FULL-RCMA is disrupted by, for example, equip-
ment failure. ONUs monitor the channel idle time. During a
normal data period, the idle time will remain below a threshold,
small compared with and . If this threshold is exceeded,
a request period is started. Unlike a request period that is initi-
ated by a “final transmission” bit in the header of a data period,
this request period does not have a fixed duration, but continues
until an ONU makes a request. This mode is also entered when
there are no requests made in a request period following a data
period with no ONU setting “more data.”

Fig. 4 shows a typical sample of FULL-RCMA activities ob-
served at the common reference point—the splitter. A similar
sample for RCMA is given in [10, Fig. 3]. Relative to RCMA,
FULL-RCMA achieves a significant reduction in guard time be-
tween transmissions by measuring the distance between each
ONU and the splitter, and precisely calculating the time of the
end of transmission. In contrast, RCMA waits until the channel
is idle before the end of transmission is detected. This causes a
delay in detecting the end of transmission. As in the carrier sense
multiple-access (CSMA) protocol family, this delay increases
with the round-trip signal propagation time and thus with the
network coverage. This makes RCMA unsuitable for the EPON
access networks.

Furthermore, an additional mechanism is proposed to facil-
itate a bounded cycle time in FULL-RCMA to accommodate
applications with tight delay requirement, which is not found in
RCMA.

III. PERFORMANCE ANALYSIS

The simplicity of FULL-RCMA makes it very amenable to
analysis. This section shows that, under heavy load, the channel
utilization is indeed almost full. An upper bound is then derived
for the mean delay incurred in accessing the channel. This is
followed by an approximation for the time taken to transmit a
burst of data, including both access delay and transmission time.
These expressions are used to demonstrate the dependence of
the performance on the length of the request period. The ana-
lytical results are also used for the optimization of the protocol
parameters.

A. Greedy Sources: Peak Channel Utilization

Consider a network with greedy ONUs wishing to start
transmission. A greedy ONU is an ONU that always has a max-
imum sized Ethernet frame to transmit. In particular, its local
buffer is never empty. This assumption models the extreme load
condition, and the performance results indicate the upper limit
of the network throughput. Under this assumption, the peak uti-
lization of FULL-RCMA is given by

(1)

where is the duration of a data period, is the duration
of a request period, and is the overhead time within the data
period. The overhead includes all time within the data period
except the transmissions of Ethernet payloads. The peak channel
utilization of FULL-RCMA occurs when all greedy ONUs have
successfully acquired the channel transmission right, that is, all
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Fig. 5. Peak channel utilization of FULL-RCMA as a function of signal RTT
for different guard time settings.

greedy ONUs are already in the polling list. The time for the net-
work to reach this state depends on the time it takes for all ONUs
to successfully transmit their requests, which will be dealt with
in the next subsection.

Given greedy ONUs, the header of the very first transmis-
sion during a data period contains the SA list for all ONUs,
while the subsequent headers contain no SA list. Thus, an
average of one SA is transmitted per header. All greedy ONUs
shared the predefined data period equally. They are allowed to
burst their Ethernet data frames within their channel holding
time. Let , , , and be the respective trans-
mission times for: a single source address field in an SA list, a
header (excluding SA list), an Ethernet frame header (including
FCS), and a maximum sized Ethernet payload. Let be the
guard time between different transmissions. Then

where

is the number of Ethernet data frames transmitted by each ONU
in a burst during a data period. The overhead time within the
data period is then

(2)

Given that a request period can accommodate slots, the dura-
tion of the request period can be expressed in terms of a
request frame transmission time , the guard time , and
the maximum round-trip time , as

(3)

The peak utilization can be determined by substituting (2) and
(3) into (1) to get

(4)

Fig. 5 shows the peak channel utilization of FULL-RCMA
as a function of round-trip time between 10 s and 50 s,
with a “tight” guard time of ns and a “loose” time of

TABLE II
PROTOCOL PARAMETERS USED FOR PEAK UTILIZATION

ANALYSIS OF FULL-RCMA

Fig. 6. Channel utilization versus number of minislots for T between
0.5–4 ms.

s [14], [15]. Other protocol parameters used in this
study are given in Table II.

The maximum RTT depends on the maximum coverage of
the FULL-RCMA splitter. It is independent of the distance be-
tween the splitter and the OLT since the OLT does not use
FULL-RCMA to perform transmissions. Hence, the placement
of the OLT relative to the splitter is not constrained by timing is-
sues, but only be the need for the OLT to be able to detect signals
transmitted by the ONUs. With propagation delay of 5 s km,
a RTT of s is equivalent to a network coverage of
1-km radius around the splitter, assuming that the splitter is lo-
cated in the center of all ONUs. Clearly, both guard time settings
give reasonably high-peak utilization, particularly, for 32 ns (or
32-bit time) guard time setting. The difference of peak utiliza-
tion between the two settings is only about 2%. This indicates
that the higher precision transceivers required for 32 ns guard
times may not be justified on efficiency grounds.

For a guard time of s and a network coverage of
1-km radius around the splitter, Fig. 6 shows the peak utilization
as a function of , the number of request slots, for several values
of . The request period, , increases steadily with ,
causing the steady drop in utilization, but there are also discrete
drops in the utilization in Fig. 6. These are due to the quantiza-
tion of to integers. Once , decreases
by one to restore the condition . This has
a greater relative impact on the utilization when is smaller.

B. Greedy Sources: Time to Join

This section deals with the time for greedy ONUs to join
the network. Specifically, it calculates how long after the start
of a request period they will all be in the polling list. This is
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bounded above by , the time from the simultaneous arrival
of ONUs until the end of the first data period in which all
ONUs are in the list. For simplicity, only the case of a slotted
request period will be considered. Set . For , the
value of depends on the number of ONUs , which success-
fully reserve a slot during the request period. The time required
will then be the time for the current cycle plus the
time for the remaining ONUs to join. Let be the event
that there is already at least one (greedy) source in the list. Then

(5)

where is the probability of successful requests
when ONUs compete for request slots. For computational
purposes, this implicit equation can be rewritten as (6), shown
at the bottom of the page. Subsequent implicit equations can
also be rewritten similarly.

An efficient recurrence relation can be used to find .
Let be the probability of there being slots with no
requests, slots with two or more requests, and slots with ex-
actly one request. Then,
and

(7)

for , with the initial conditions zero except for

(8)

If the network is initially empty and there are no successful re-
quests, then the current cycle will only have length instead
of . Thus

(9)

The value in (9) is plotted in Fig. 7 for the same conditions as
Fig. 6. For fewer than around request slots, the delay is
large due to the high probability of requests colliding, causing
ONUs to have to wait multiple cycles. For above 50 or so, the
delay is dominated by the length of the cycle time, and increases
with , except at the points where is discontinuous.

C. Real-Time Sources: Expected Delay in a Worst Case
Scenario

Another important scenario is a network transmitting real-
time data at regular intervals, such as video or voice frames.
Consider sources producing single packets at equal intervals
of , assumed to be larger than the cycle time. In a stable net-

Fig. 7. Time (milliseconds) to join versus number of minislots for T
between 0.5–4 ms.

work with no other traffic, the work arriving at a given instant
will be cleared within time , and so the highest delay which
could be experienced would occur if all users arrive simultane-
ously. What, then, is the expected total transmission time, ex-
cluding the time taken to join the polling list, for a burst arrival
of packets, each of duration ? Again,
this can be calculated in terms of a two-dimensional recurrence
relation.

Recall that at most packets can be transmitted within
the cycle time, which may be less than the number of request
slots, . Thus, stations may join the token list without receiving
a chance to transmit in that cycle. At the start of a request pe-
riod, there will in general be new sources waiting to join the
polling list and a backlog of sources who have made successful
requests to join the list, but not yet had a chance to transmit. Let

be the time to clear this batch. Once all the sources have
joined the polling list, the time to clear the backlog is the sum
of the actual time to transmit the backlogged packets ( ) and
the time of the reservation periods

(10)

While there are still sources wishing to join, the ex-
pected time to clearance at the start of each request period obeys
a recurrence relation. This splits into two cases depending on
whether or not the length of the polling list, after the request
period, exceeds sources. If there are suc-
cessful requests, then there will be sources able
to transmit, and they will all be transmitted in the current cycle.
This will take time , and leave stations to
be cleared in future cycles. If there are successful
requests, then, will be able to transmit, and the rest will be
backlogged. Weighting these outcomes by their probabilities of
occurrence gives (11), shown at the bottom of the next page.

The expected time to clear sources that arrive when there is
no backlog is then . Note that this delay decreases as

(6)
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increases, while the delay of (9) increases as increases.
Thus, networks carrying both real-time and greedy sources must
compromise on the cycle time, as described next.

D. Mixed Sources: Delay in the Presence of Greedy Sources

Consider real-time sources simultaneously wishing to
transmit amounts of data , , while greedy
sources are transmitting. This section will derive an expression
for the mean delay each real-time source experiences. This
delay will be approximated as the sum of two parts: the mean
time for a source to join the polling list, and the mean remaining
delay given all sources have simultaneously been admitted.

Given sources wishing to join the polling list, the mean
time between the start of the next request period and the end
of the data period in which a source is admitted can be derived
analogously to (5). It is

(12)
On average, the time between the sources becoming ready
to transmit and the start of the next request period is

. Moreover, the sources can start transmit-
ting at the start of the data period of the cycle in which they
join, rather than at the end of the data period. Thus, the total
expected interval between the time one of the sources be-
coming ready to send data and the time it can start transmitting
is .

To calculate the mean time taken for a source to transmit its
data once it has joined the polling list, assume without loss of
generality that for all , with . Between the
time that source is cleared and source is cleared, there
will be sources sharing the available bandwidth, with a
total utilization given by (4). The total time for to
clear is then

where 10 b s is the capacity of the link.
Fig. 8 shows these results for , and

bits (ten packets), for . This shows that
the minimum total time is achieved by having a fast cycle time,
with a small number of request slots per cycle. Having a fast
cycle and, hence, more frequent request periods, increases the
overhead introduced by having excessive request slots per cycle.
However, for up to request slots, this is more than out-
weighed by the reduction in time taken to join the polling list.

Fig. 8. Burst time (milliseconds) versus number of minislots for T
between 0.5–4 ms.

E. Parameter Selection

A simplified model provides useful insight into the optimal
choice of target cycle time and the number of request slots
for the scenario of the previous section. The total time required
to transmit a burst of data can be broken into three components:
the time to join , the actual transmission time , and the pro-
tocol overheads . Since the actual transmission time is in-
dependent of the protocol parameters, the aim is to minimize the
sum of the other two components. The average time to join is
the product of and the expected number of cycles required
to join, which is a decreasing function of .
The protocol overhead is incurred times, once for each
cycle through the polling list, giving a total protocol overhead
of . Combining these, is minimized
with respect to when

(13)

The optimal cycle time is proportional to the square root of
the average amount of data per burst. In practice, a fixed cycle
time will generally be used, since cannot be known in ad-
vance. This study uses a value of 2 ms, which is chosen as a suit-
able value for real time services, being an order of magnitude
less than the 20-ms delay, typically incurred in voice coding.
The choice of a 1- s guard time has been discussed previously.
From Fig. 8, a suitable value is around 32.

F. Performance Comparison

A performance comparison between FULL-RCMA, RCMA
and IPACT is presented in Fig. 9. We compare the peak channel
utilization of these protocols for a range of numbers of greedy

(11)
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Fig. 9. Performance comparison of FULL-RCMA, RCMA, and IPACT.

ONUs. IPACT is based on TDMA with the following peak
utilization [3]:

(14)

where is the maximum data transmission time for each ONU,
is the guard time between two transmissions, and is the

total number of ONUs in the EPON. The suggested values for
these parameters are given in [3], specifically, ms (or
120-k bit time), s, and .

To apply EPON configuration to RCMA that is originally de-
signed for a LAN, two minor modifications are made to the
RCMA operation, namely: 1) each LAN station, when success-
fully made a request, transmits up to 0.12 ms in the following
data period and 2) the distance between a LAN station and the
RCMA splitter is set to 1 km. The results presented here are
computed based on the analysis of the RCMA given in [10].

With the peak channel utilization for FULL-RCMA given in
Section III, a comparison of peak channel utilization of FULL-
RCMA, RCMA, and IPACT is given in Fig. 9. We see significant
improvement in performance of FULL-RCMA over RCMA. It
is mainly due to the enhancements made in FULL-RCMA to
reduce the guard time between transmissions.

The results also show that the performance of FULL-RCMA
is relatively insensitive to the number of greedy ONUs and
FULL-RCMA performs better than IPACT in most cases.
IPACT inherits the property of TDMA that it achieves higher
utilization as the number of greedy ONUs increases. The peak
utilization increases from 60% (that is, better performance
at heavy loading). As oppose to IPACT, the increase in the
number of greedy ONUs causes a slight drop in FULL-RCMA
performance, this is because more greedy ONU’s results in
more overheads in guard time between transmissions. However,
the enhancements made in FULL-RCMA have reduced these
overheads, for example, FULL-RCMA with tight guard time
continues to perform better than IPACT even for the case of 16
greedy ONUs.

IV. SIMULATION STUDY

This section studies the performance of FULL-RCMA under
realistic traffic models via computer simulation. In particular,
Pareto ON/OFF sources are used to model aggregated data traffic,

Fig. 10. Mean packet transmission delay versus channel utilization of
FULL-RCMA for 16 Pareto ON/OFF sources.

and constant bit rate (CBR) sources are considered for real-
time multimedia traffic. We study the delay performance of two
cases: a network with nonreal-time (data) traffic only, and a net-
work with mixture of data and real-time traffic.

A. Pareto ON/OFF Sources

Each ONU is modeled as an ON/OFF source. The duration of
the on and the off periods are Pareto distributed. To capture the
long range dependent property of the data traffic, the shape pa-
rameter of the Pareto distribution function is set to 1.4, which
will produce traffic with a Hurst parameter of 0.8. During an on
period, a source generates traffic into its local buffer at a data rate
of 100 Mb/s. The size of each local buffer is set to 10 Mbytes.
The choice of Hurst parameter is based on the study in [17]. This
traffic assumption models the situation where the bandwidth of
an ONU is shared by a number of users connected by a LAN at-
tached to the ONU. A network of radius 1 km around the splitter
and 1- s guard time are considered, with other protocol param-
eters given in Table II.

Fig. 10 shows the mean packet transmission delay as a func-
tion of channel utilization. The delay is measured from the time
when the first bit is generated until the last bit has arrived at the
OLT, which is located 20 km away from the splitter. The offered
load of the network is controlled by adjusting the Pareto off pe-
riod of all ONUs. The delay curve shows that even under heavy
load, the delay remains low. It starts to increase sharply when the
channel utilization is closed to 100%. This result confirms the
very high utilization achievement of FULL-RCMA even under
realistic traffic. In most load range, the mean packet transmis-
sion delay remains below 1 ms. This short delay indicates the
high efficiency of FULL-RCMA.

B. Pareto ON/OFF and Real-Time Sources

In this section, we study the delay performance of real-time
sources. Consider a network of two types of ONU sources:
Pareto ON/OFF sources and real-time sources. Pareto ON/OFF

sources follow the model described in the previous subsection.
Each source represents a collection of end users connected by
a LAN. Real-time sources are modeled as CBR sources, where
each real-time source starts at a randomly chosen time and con-
tinue to transmit with constant ON/OFF duration. Each real-time
ONU source represents a user generating traffic at a CBR. With
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Fig. 11. Mean packet transmission delay versus channel utilization of
FULL-RCMA for 12 Pareto ON/OFF and four CBR sources.

Fig. 12. Cumulative distribution of packet transmission delay for 12 Pareto
ON/OFF and four CBR sources at channel utilization of 0.9.

this model, we are able to exclude the queueing delay at ONUs,
which is related to the queue priority scheme implemented at
the ONU rather than the performance of FULL-RCMA. This
model is similar to the situation where the real-time traffic is
always served before any other traffic at the ONU.

In additional to the protocol parameters listed in Table II, we
consider a network of 16 ONUs of which four are real-time
sources and 12 are Pareto ON/OFF sources. The OLT is located
20 km away from the splitter. As in the previous simulation ex-
periment, the shape parameter of the Pareto distribution function
is set to 1.4. The rate at which data is generation during an ON
period is 100 Mb/s. The size of the local buffer of each ONU is
limited to 10 Mbytes. The real-time sources generate 200 bits
of information every 20 ms, giving a data rate of 10 kb/s.

Fig. 11 presents the average delay experienced by a Pareto
ON/OFF source and a real-time CBR source. The traffic load
of the network is varied by adjusting the OFF duration of the
12 Pareto ON/OFF sources. The CBR sources experience lower
delay because the packets are generally small; the average delay
of CBR packets remains below 1 ms until the load is extremely
high.

To illustrate the ability of FULL-RCMA to carry real-time
multimedia traffic, Fig. 12 plots the cumulative delay distribu-
tions of the two ONU types. We consider heavy load conditions
where the FULL-RCMA protocol operates at channel utiliza-
tion of 0.9. The figure shows that over 80% of CBR packets
are transmitted successfully from the real-time ONUs to the
OLT within 1 ms. Just below 75% of data packets are trans-

mitted from the ONUs to the OLT within 1 ms. Furthermore,
over 90% of packets of both types are delivered from ONUs to
OLT within 2 ms. These results compare favorably with those
reported for the algorithm of [9]. The low delay variance in-
dicated in the figure allows FULL-RCMA to carry multimedia
traffic with high quality-of-service.

V. CONCLUSION

We have introduced a new EPON solution, using a new MAC
protocol named FULL-RCMA. We studied the physical layer
implementation and MAC layer protocol performance to illus-
trate the feasibility and benefit of our solution. The optical link
budget analyses of the proposed EPON architecture have shown
the possibility of the practical deployment of our EPON solution
using currently available optical components.

We have performed a detailed analysis on the performance
of the FULL-RCMA MAC protocol for our proposed EPON
solution. The protocol has been found to be very efficient. It
can operate at over 90% channel utilization. We further evalu-
ated the effect of several important protocol parameters on the
performance in order to achieve an optimum protocol operation
given a particular network configuration. In addition, we also
studied the performance of FULL-RCMA carrying multimedia
traffic, specifically CBR traffic. The study indicates that delivery
of multimedia traffic with a high QoS can be achieved with our
EPON solution.
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