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Analysis and Design of In-ear Devices

by Philip KINSELLA

The human ear is the target for a wide variety of devices, such as earphones, hearing aids,
Bluetooth devices, and even health monitors. However, the majority of these devices still rely
on percentiles derived from anthropometric data, which can result in devices that are com-
fortable for only a relatively small proportion of the population. Customized devices aim to
alleviate this discomfort by fitting the in-ear devices to the shape of the individual. However,
using current customization processes, these devices can cost hundreds to thousands of dol-
lars. With the advancement of 3D scanning and 3D printing there is the possibility to reduce
these costs and make customization accessible. This research aims at bridging the gap between
3D scanning and 3D printing by developing an automated customization framework for in-ear
devices. The difficulty with automating the customization of in-ear devices is the complexity
of 3D scan data and the variation in shape among the population.

By assessing 3D scanning systems it was determined that automation systems were re-
quired to remove the need for an expert user and make the technology accessible for a larger
proportion of the population. A custom-built 3D scanning was therefore developed that auto-
matically captures and processes the data to reconstruct the shape of the individuals ear based
on the principles of photogrammetry.

Using this 3D scanning system a database of 3D ears was constructed and a state-of-the-art
statistical shape model (SSM) of the ear was generated which formed the basis for automating
the customization of in-ear devices. Using the SSM, a constrained 3D mesh deformation pro-
cess, known as As-Constrained-As-Possible (ACAP), was developed which takes the full 3D
scan data and the SSM and deforms a CAD design such that the device is still functional and
directly 3D printable.

The novelty of combining automated 3D scanning with statistical analysis and constrained
3D mesh deformation has allowed for a form of mass-customization to be developed which
can operate without the need for user intervention. This could potentially lead to reduced cost
and manufacturing time for hearing aids, or simply a more-accessible method for customized
in-ear devices.
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Chapter 1

Introduction

The human ear is the target for a number of consumer and medical devices, including ear-
phones, hearing aids, bluetooth monitors, direct language translators (iTranslate, 2018), and
even health monitors for sleep (Nguyen et al., 2016), biometrics (Nakamura et al., 2018), and
heart rate monitoring (Park et al., 2015; Palladino, 2016). The human ear also has a highly com-
plex and varied shape, which has been determined to be probably unique between individuals
(Iannarelli, 1964). This research asks the question, if the human ear has such a wide variation
in shape, is it possible to produce a custom-fit earpiece for each individual? With the recent
advances in 3D scanning and 3D printing technology it seems feasible that mass-customized
in-ear devices are a possibility.

Decomposing the range of in-ear devices into their parts shows similarities, i.e. each de-
vices comprises an outer shell with or without a soft silicone insert, electrical sensors, and
acoustic channels in the case of audio devices. Although there are many variations of both
earphones and hearing aids, the principal of delivering sound to the ear canal remains the
same.

In-Ear Earphones In-Ear with Hook Earphones   Earphones Silicone Inserts

FIGURE 1.1: A selection of earphone styles and the silicone inserts that are used
to account for variations in size and shape.

In 2018, in-ear devices are becoming more akin to smart devices through the advance-
ment in connectivity, sound quality, and functionality. In-ear devices, including hearing aids,
are able to connect and communicate with more devices such as smartphones, tv’s, or sound
systems allowing for more control of the sound quality, in particular, the directionality and fil-
tering of sound to accomodate social situations with multiple people conversing or significant
background noise (hear.com, 2018). However, there still remains the issue of comfort and fit,
and as these devices become more intelligent, the likelihood of prolonged exposure increases.
This therefore heightens the need for mass-customization. In a mass-manufacture scenario,
the consumer is supplied with different sizing, typically small, medium, and large (see Fig-
ure 1.1) to account for variation in shape. In the case of custom-fit devices such as professional
in-ear monitors, and custom-fit hearing aids, the process requires a direct mould of the in-
dividuals ear-canal, and the subsequent manual processing into the final product (Slabaugh
et al., 2008a). Figure 1.2 details the steps in this process showing the initial ear mould taken
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by a professional, which is then 3D scanned and the data manually processed into the final
customized shape.

(a)

Ear Mould

(b)

3D Scan

(c)
Process
Data

(d)
3D Print
or Mould

(e)
Final

Assembly

FIGURE 1.2: The process for creating a custom-fit in-ear device using the tradi-
tional in-ear mould and manual manipulation.

The customized shape is then 3D printed and the electronics assembled. The combination
of 3D scanning and 3D printing technology creates the perfect platform for consumers to access
customized in-ear devices. With modern 3D scanning technology, the traditional moulding
process can be replaced with a 3D scan that digitizes the shape of the participants ear-canal
(Lantos Technologies, 2018). However, the process to acquire this data still relies on a well-
trained individual to manipulate the typically handheld 3D scanner. Referring to Figure 1.3,
the use of 3D scanning technology as the medium for acquiring the shape of an individuals ear
has altered the paradigm by which a custom-fit in-ear device is designed and manufactured.
The introduction of a 3D scanner removes the need for moulds, making the process digital
manipulation of a 3D scan.

(a)

3D Scan

(b)
Process
Data

(c)
3D Print
or Mould

(d)
Final

Assembly

FIGURE 1.3: The process for creating a custom-fit in-ear device using the new
direct 3D scanning technology, removing the need for moulding of the ear canal.

Figure 1.3 shows the alteration in the process due to the introduction of direct 3D scanning,
illustrating the removal of the need for moulding of the ear canal. Although the technology
by which to capture the shape of the human ear is advancing, the processes to create the final
custom-fit in-ear device from the 3D scan data is, to the best of our knowledge, still predomi-
nantly manual. There is research aiming to automate or semi-automate the custom-fit design
process through the embedding of machine learning to replicate or guide the steps performed
by the human expert (see Figure 1.3 b). The need for a trained expert to manually process
each custom-fit in-ear device limits its accessibility through additional costs and processing
time. Therefore, this research aims to achieve mass-customization through the full automation
of not only the 3D scanning process but the in-ear device customization. Figure 1.4 shows
the proposed mass-customization approach in this thesis, where, through the use of custom-
built 3D scanning systems and automation algorithms, it is possible to 3D print on-demand
custom-fit in-ear devices.

(a)

3D Scan

(c)

Process Data

(d)

3D Print
or Mould

(e)

Final
Assembly

Automated

FIGURE 1.4: The proposed mass-customization process, showing the automation
of the 3D scanning and 3D data customization. This process removes the need
to have trained individuals manually manipulate the 3D scanner or the 3D data.
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The introduction of direct 3D scanning in Figure 1.3 removed the need for moulding and is
one of the driving forces behind the realisation of mass-customization. The following section
introduces the reader to mass-customization, automation systems and the background theory
behind the current state-of-the-art. This allows for formulation of the research questions and
objectives to achieve the process in Figure 1.4.

1.1 Automated Design of Customised Devices for the Human Ear

What is the point of automating customization? With the current level of 3D scanning and 3D
printing technology there is the ability to develop this automation system, but is there a need?
This sections aims to build the background information that establishes the research questions
and will guide the remainder of this work. Figure 1.5 shows the breakdown of the research
topics and the broadness required to understand mass-customization for in-ear devices.

Mass-
Customization

Human Ear

Automated
Customization

3D Data
Analysis

Machine
Learning

Expert
Systems

Statistical
Analysis

3D
Scanning

Active
Systems

Passive
Systems

Automation

3D
Printing

Machine
Type

Materials

FIGURE 1.5: Breakdown of the main topics in this research and their sub-
components.

1.1.1 Mass-Manufacture versus mass-customization of Consumer Devices

Mass-manufacturing, or mass-production, is the high volume production of standardized prod-
ucts using dedicated and often automated manufacturing systems. The initial high costs of



4 Chapter 1. Introduction

mass-manufacturing a product is offset by the high volume and low unit costs (Tanenbaum
and Hollstein K, 2016). While mass-manufacturing has allowed for widespread adoption of
consumer products at a relatively low-cost, there will generally be consumers that like the
product and consumers that don’t like the product, based on their own interpretation of the
aesthetics or features. Mass-customization, on the other hand, requires further classification.
Pine (1993) and Piller and Tseng (2010) define mass-customization as "developing, produc-
ing, marketing and delivering goods, and services with enough variety and customization
that nearly everyone finds exactly what they want". For this research, mass-customization is
the "development, production, marketing and delivering of goods that fits to an individuals
shape". As such, the individual needs become more subjectively related to comfort and fit.
The concept of mass-customization can be broken down to further clarify the approach of this
research.

Gilmore and Pine (1997) propose the four faces of customization as collaborative, adap-
tive, cosmetic and transparent. Collaborative customization is the design of a product to fit
the direct needs of the consumer with the end product determined by the user. Adaptive
customization, on the other hand, offers a single product but provides the consumer with cus-
tomizable options, for example in the earphone industry a standard earphone is supplied with
a small, medium and large silicone earpiece to account for the variation in shape of the hu-
man ear. This can also be seen with many product where various interchangeable colours are
provided, allowing the individual to select the colour which best suits their personal prefer-
ence. This approach is the most utilised version of mass-customization in industry as it allows
for traditional mass-manufacturing technologies to be used whilst maintaining the consumer
benefits of partial customization, i.e. allowing the consumer to express their own individual
style or preference through the combination of various mass-produced components. However,
in terms of this research, the goal is a completely individualised product, therefore, adaptive
customization is not applicable.

Cosmetic customization provides the consumer with a standard product with methods for
altering its presentation such as varying colour or imagery. While this approach provides a
somewhat unique aesthetic for a product it is not applicable to this research as the shape of
the device is not altered. Finally, transparent customization is the provision of goods or ser-
vices without letting the consumer know explicitly that those goods or services have been cus-
tomised for them (Gilmore and Pine, 1997). In this approach, industries endeavour to predict
the behaviour of the consumer and provide goods to potentially meet those needs. In terms
of classification, this research lies between collaborative and adaptive customization where a
consumer’s collaboration is required to provide their 3D shape and the adaptive nature is in
providing a single electronics interface that is varied with the custom-fit shell.

The variation in types of customization can also be determined based on the number of
customisable features and available choices (see Figure 1.6) including personalisation, modu-
larisation and bespoke. Personalisation is defined as a process that changes the appearance
or functionality of a product to increase its personal relevance to an individual (Blom, 2000),
which can include relatively simple concepts such as printing a name or image on a mug to
fitting the shape of a hearing-aid to an individuals ear. Bespoke design is the extreme of cus-
tomization, wherein, a product has been designed from its outset with one customer in mind
and solely aims to satisfy the requirements of that individual. Modularisation, on the other
hand, is the median between personalisation and one-size-fits-all where a single product is
provided but the customer can configure it to fit their specific requirements, such as an ear-
phone with small, medium and large silicone earpieces to account for the size variation of the
human ear.
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FIGURE 1.6: Types of customization showing the standard "one-size-fits-all" to
the extreme bespoke (Campbell, 2006).

This research aims to custom-fit the shape of the in-ear device to an individuals ear with
no alteration to the electronics. Contrary to standard in-ear devices, custom-fit devices follow
the complex curvature of the ear to potentially improve comfort and quality.

FIGURE 1.7: Comparison of standard "one-size-fits-all" earphone (left) with the
personalized or customized version (right).

As can be seen in Figure 1.7, the standard earphone consists of a base shape with a rubber
shell that can be interchanged, whereas, a customised earphone adapts to the full shape of the
ear. The custom-fit earphone, in this case, is being referred to as "personalized" as the elec-
tronics are not customized to the individual, which would be the case for a bespoke product.
With mass-customization, the aim is to produce these customized devices at a scale and cost
similar to mass-manufacturing. The complexity here is, how can a system be developed that
takes account of the variation in human body shape and also the shape and functionality of the
product? In order to give the reader an understanding of the novelty of mass-customization,
the following section discusses the current method for customized in-ear devices.

While the concept of providing a customized product to each individual seems simple, its
success in both a business and technological aspect is highly complex. Piller and Tseng (2010)
describe the three capabilities of achieving mass-customization as Solution Space Develop-
ment, Robust Process Design, and Choice Navigation (see Figure 1.8).
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FIGURE 1.8: The three capabilities to make mass-customization work, adapted
from Piller and Tseng (2010).

The solution space aims to identify the product attributes along which customer needs
mostly diverge, this is related to providing software to empower the user in selecting and
understanding their own needs (Piller and Tseng, 2010). While this is an important aspect of
mass-customization it is not applicable to this research. Robust process design is the aspect
that is most relatable to this research, particularly in providing flexible automation means that
enables high product variance at low switching cost.

1.1.1.1 Comfort and Functionality from customization

An interesting aspect of the work by Piller and Tseng (2010) is their understanding that often,
the consumer does not understand their own needs. This is reinforced by the understanding
that the consumer has only since recently had access to mass-manufactured products, meaning
that if the user were to be able to request a completely customized product, would they be
able to vocalize their own needs? Traditionally, in-ear devices provide silicone earpieces in
the form of small, medium, and large in order to account for variations in shape between
individuals. However, what if a particular individual falls between small and medium, or
medium and large, or completely outside of the typical range? Then there is no possibility with
standard mass-manufacturing that an in-ear device is going to be perfectly comfortable for that
individual. With mass-customized in-ear devices there is a certain subjectivity to the comfort
and fit, in that the user may not understand the benefits due to the long-term exposure to
mass-manufactured in-ear devices. This is verified in the research by Naddeo et al. (2015) and
Brown and Cole (2009) where they determined that knowledge and control can affect a users
perception of comfort. Specifically, the three most important parameters are prior experience,
personal knowledge about the comfort experience, and the expectation of perceivable comfort.
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This means that a user that has had no experience with custom-fit in-ear devices may ex-
pect more from the process, which could result in a poor perceived comfort level. On the
other hand, a user that has experience with custom-fit hearing aids created through traditional
moulding means may perceive the comfort level as greater due to a more realistic expectation
level. As such, it is a considerable task to not only establish a quantitative comfort assess-
ment, but even a qualitative assessment is dependent on the individuals that participate in the
assessment.

While it is important to understand the complexity of evaluating comfort, the assessment
of the achievable comfort levels through this automated customization approach is outside the
scope of this research. This research is focused on the feasibility to automatically fit an in-ear
device to an individual’s unique shape using 3D scan data. This research will move forward
with the understanding that by customizing an in-ear device to an individual, the perceived
comfort should be increased.

As 3D scanning can digitise the complex shape of the human body there is now the means
to analyse how the human body varies and use this data to redefine the small, medium, and
large sizing based on gender, race, age or other factors. Alternatively, by digitising the 3D
shape of individuals it provides a means to produce a custom-shape for that individual. In this
approach, the complexity is now, how can we take the 3D scan data and produce a functional
product that fits the specific individual?

In terms of functionality, Konkle and Bess (1974) analysed the audiological benefits of
custom-fit hearing aids versus stock moulds. In their study, it was found that custom-fit hear-
ing aids provide a better acoustic seal on the ear canal which in turn improves the acous-
tic transfer of low-frequency sounds as opposed to stock moulds where low-frequency noise
seeped through gaps in the acoustic seal.

1.1.1.2 Improved Emotional Attachment to the Customised Device

Mugge et al. (2009) illustrate that customizing a product will increase the match with individ-
ual preferences (functional and aesthetic). Customization will also enhance the product’s ease
of use and reflect the individual’s personal or group identity. Customization is also a way of
expressing ownership of the product. Mugge et al. (2009) hypothesise that consumer involve-
ment in the customization process results in an emotional bond with the product. They state
“the more that consumers can act as co-designers of their product, the more effort they will
invest in the product and the stronger the emotional bond is likely to become”. By assessing
the process in Figure 1.4, it can be assumed that the participation of an individual in the 3D
scanning could promote a positive emotional response towards the mass-customization pro-
cess. However, this requires that the experience be user-friendly, which further justifies the
need for automation of the 3D scanning process in Figure 1.4.

1.1.2 Prevalence of Advanced 3D Imaging and Rapid Prototyping Technology

There is massive innovation taking place in the 3D scanning and 3D printing industry, but,
there is little understanding about the link between the two. 3D scanning is the digitisation of
real life objects such as people or products. This means that by using 3D scanning it is possible
to develop a virtual 3D model of practically any object. The benefits of combining 3D scanning
and 3D printing are clear: while 3D scanning allows for real-life objects to be made virtual, 3D
printing allows for virtual objects to be made real. However, the process of taking the 3D scan
data to be prepared for 3D printing is currently highly laborious due to noise, occlusion, or
surface reconstruction errors. The repairing of these errors requires a well-trained individual
to process the data. With 3D scanning and 3D printing seeing continuing innovation, there
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are opportunities to use the technology for previously unconsidered applications. In indus-
try there is a growing number of companies promoting a novel solution to customization,
such as Normal (Hardawar, 2014), OwnPhones (Ownphones, 2014), and Metamason (Crunch-
base, 2013), each offering a customization methodology using 3D scanning and 3D printing. It
should be noted that while these companies promoted a method for mass-customization, they
have since closed or ceased operations.

There is a lot left to be understood about the link between 3D scanning and 3D printing as
these innovations are highly specialised and still require a skilled individual at some stage in
the process. There is no apparent holy grail for customization as the range of applications is so
broad that there will possibly never be a technology that can adapt to each situation. In order
to advance the customization culture, a system is required to assist industrial engineers in
developing a solution for their customised products, as current solutions are confined to niche
applications and have been developed by small companies that have invested their time. By
analyzing the process of mass-customization as a whole, it can be seen that by developing
innovative methods for 3D scanning, 3D data analysis, and 3D printing, it may be possible
to achieve mass-customization (see Figure 1.4) across a broad range of applications, therefore
promoting industrial growth and a more customised culture.

1.1.3 Why is Automation Necessary for Custom-Fit In-Ear Device Design?

It has been discussed that customization is necessary for in-ear devices as it potentially pro-
vides improved comfort, functionality and emotional connection. However, in order to make
the technology more accessible and reduce the time and cost involved, the process for cre-
ating a custom-fit in-ear device must be majority automated. It should be clarified that the
goal here is mass-customization, which endeavours to make the technology available to the
broader population as opposed to expert moulded products which provide the desired fit but
are relatively expensive and time intensive. Mass-customization, for this research, constitutes
the provision of a product that fits to the unique shape of the individual and requires the indi-
vidual to participate in the process by providing their 3D data as input. Standard methods for
manufacturing require a trained expert to manually augment the input 3D scan data to output
a functional product. While this has been the standard approach it is only possible for a small
proportion of the population due to the cost and time required by the expert user. Therefore,
in order to truly achieve mass-customization, critical stages of the design process should be
performed by a computer as opposed to a trained expert.

This research will be referring to this as an automation system, however, in the literature
it can be found under expert systems, knowledge-based systems (KBS), rule-based systems
(RBS), knowledge-based expert systems (KBES), and rule-based expert systems (RBES). For
this research, automation system was chosen due to the process which was derived as part of
this thesis and will be discussed in detail herein. To summarise, an expert system replicates
the processes performed by the trained expert where the raw 3D scan data is processed into a
functional product using a system of rules developed by the expert which rely on features or
landmarks detected on the surface of the 3D scan data. There are many complications involved
in this process as it mimics a typical human process and is reliant on accurate detection of
landmarks on possibly noisy 3D scan data. This research aims to circumvent the complexities
of the replicative approach by re-envisioning it as a morphometric process where the goal is
to morph an already functional product to fit the 3D scan data as opposed to constructing a
functional product from 3D scan data.
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1.1.4 The Human Ear

To assist the reader, a brief introduction to the anatomy of the human ear is given in order to
cover some of the terminology used throughout this work. The human ear has many anatom-
ical regions, however, the main focus of this research is the outer ear which contains the pinna
and ear canal. A full breakdown of these anatomical regions can be seen in Figure 1.9.

FIGURE 1.9: The anatomy of the human ear where the main focus of this research
is in the outer ear and ear canal (Netter, 2017).

The outer ear acts as a funnel to conduct air vibrations to the eardrum (VMC, 2018) while
also adding directionality to the incoming sound. The pinna is the most noticeable area of the
human ear and can be segmented into multiple anatomical regions, see Figure 1.10.

FIGURE 1.10: Anatomical regions of the pinna (Im-
age obtained from Geoface (2016))

The segmented pinna in Figure 1.10
shows the complex shape that is the human
ear, consisting of 11 anatomical regions. In
fact, the outer ear has such a high level of
variance that it can potentially be used to
identify individuals, in what is known as
ear biometrics (Iannarelli, 1964). Burge and
Burger (1997) have shown that biometrics
based upon the ear are viable in that ear
anatomy is probably unique in each individ-
ual and that features based upon measure-
ments of that anatomy are comparable over
time.

Table 1.1 shows a sample of anthropo-
metric data taken from a study in Drey-
fuss (1960). These measurements were taken
manually by a trained expert from anatomi-
cal landmarks on the participants ear. However, while this provides useful information for
how the shape of the ear varies, it is only a linear measurement between two points that can be
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TABLE 1.1: Outer ear anthropometrical data (Dreyfuss, 1960), see Figure 1.10 for
the location of the anatomical regions.

difficult to identify accurately. From the sample images in Figure 1.11, it is difficult to pinpoint
a specific point in the image that constitutes the concha, tragus or lobe.

FIGURE 1.11: Sample of variation among ears

With the introduction of 3D scanning technology there exists the potential to move away
from 2D measurements, and to provide full 3D shapes to guide the anthropometric design
process. In the following section, the reader is introduced to the current perspective on cus-
tomization and mass-customization with a focus on in-ear devices. Following this, current
research on automating the customization process is discussed and the gaps in the research
are established. From this each critical section from the automation literature is analyzed indi-
vidually in order to determine the appropriate path for this research.

1.1.4.1 Standard customization of an In-Ear Hearing Aid

To understand the novelty of this research, it is important to outline how in-ear device cus-
tomization is achieved in practice, particularly hearing aids are discussed due to the avail-
ability of research information. There are many variations of hearing aids available such as
behind-the-ear (BTE) or invisible-in-the-canal (IIC) devices and are typically differentiated by
cost, size and placement within the ear. BTE hearing aids place the electronics behind the ear
and have a standardised rubber module to transmit the sound to the ear-canal. In-the-ear (ITE),
on the other hand, place the electronics and speaker within the ear and the device’s shape is
adapted to the user’s ear. The complexity here is fitting the required electronics within a small
space and taking account of the variation in human ears. Other variations of ITE hearing aids
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typically aim to reduce the size of the module in order to be placed further within the ear, ei-
ther for visual purposes to reduce the possible stigma on the user, or to improve sound quality
and comfort. Figure 1.12 shows some samples of the various hearing aids that are available in
the market and their placement within the ear.

FIGURE 1.12: Sample of the variation of hearing aids that are available and their
placement within the ear.

Customization of hearing-aids is currently achieved through the use of moulding, 3D scan-
ning, digital manipulation, and 3D printing (see Figure 1.13). In this process an expert is re-
quired at several stages (see Figure 1.13). The primary stage involves taking a mould of the
customer’s ear canal where an expert will inject silicon rubber into the individuals’s ear canal
and remove the hardened mould. The mould is then digitized using a 3D scanner, typically
in the form of a 3D laser scanner. Finally, the digitized mould is processed by a trained expert
into the shape of the hearing aid. The custom-fit hearing aid shell is then 3D printed and the
electronics are added. The critical sections here, relative to this research, is the processing of
the data into the functional hearing aid, which can be split into two sections, detailing and
modelling (Slabaugh et al., 2008b).
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FIGURE 1.13: Customization process for hearing aids (Adapted from Slabaugh
et al. (2008b)).

With the introduction of direct 3D laser scanning of the ear canal (Lantos Technologies,
2018), the moulding of the ear canal and consecutive 3D scanning of the mould is redundant.
What is critical to this research is the manual stages which take the 3D scan data and pro-
cess it into the final customized shape for manufacture. These steps, known as detailing and
modelling, can be seen highlighted in Figure 1.14.

Ear Canal Moulding 3D ScanImpression MeshDetailing Hearing AidModelling

3D Printing ElectricalComponents HearingAid Testing

Manual Section

FIGURE 1.14: A flow chart showing the process of customizing a hearing aid us-
ing moulding, laser scanning and mesh processing. The manual section, which
is the focus of this research is highlighted (Adapted from Slabaugh et al. (2008b)).

The detailing stage, shown in Figure 1.15, incorporates topology correction, surface smooth-
ing, and cutting. When the ear canal mould is digitized the surface can contain defects which
require remeshing or topology correction. The surface will typically contain some noise in the
form of surface errors which are then smoothed to create a continuous curvature. The cutting
process removes parts of the impression that are not required for the hearing aid, typically
cutting through the tragus, antitragus and anticymba (see Figure 1.15 c for the placement of
these cuts). Depending on the style of hearing aid, further cutting can be performed to remove
part of the cymba for In-the-ear (ITE) devices and the crus for In-the-canal (ITC) devices.
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(a) (b) (c) (d)

(e) (f) (g) (h) (i)

FIGURE 1.15: A step-by-step illustration of the detailing process for creating a
custom-fit hearing aid from 3D scan data in (a) to final product in (i). (Adapted

from Slabaugh et al. (2008b))

From the detailing procedure, the custom-fit hearing aid shell is complete, however, it is
not yet functional. Modelling is performed to incorporate the necessary features to create a
functional hearing aid including the shell thickness, vent and electronics placement.

(a) (b) (c) (d) (e) (f)

FIGURE 1.16: A step-by-step illustration of the modelling process which takes
the custom-fitted shape in Figure 1.15 and adds to features for functionality, i.e.

wall thickness, vents, and mounts.

As can be seen in Figure 1.16, the hearing aid shell is thickened to the desired range and
the electronics module is placed in the necessary location. A vent is then added to reduce the
pressure in the ear canal. It is the stages of detailing and modelling that are to be automated
as this process is typically performed by an expert. There are many complexities involved in
this process which are outlined in the following section.

1.1.5 Methods for Automating customization

For this research, the interest is in how can the process for designing and manufacturing
custom-fit in-ear devices be automated. From the previous section the objective for automation
was outlined and from this a thorough review of the literature was performed in order to gain
the necessary knowledge to automate in-ear device design and achieve mass-customization.

1.1.5.1 Automating Customised In-Ear Device Design

As the area of automating the process of customization is so novel there are few research
papers directly related to the topic or the methods for automation are kept from publication
due to the commerciality of the process. A group from Siemens Audiologische Technik GmbH
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(Slabaugh et al., 2008b; Baloch et al., 2010; Unal et al., 2011; Unal, 2010; Zouhar et al., 2009;
Sickel et al., 2011) have produced the majority of work on automation of the customization of
in-ear devices. This section will discuss the progression of their work and the comparison with
other literature. Slabaugh et al. (2008b) illustrated the applicability of feature detection on 3D
scans to the automation of typically manual parts of the hearing-aid manufacturing process
(see Figure 1.14).

In their latest work, Sickel et al. (2011) extend on the previous work on automation by
employing an expert system and feature detection. An expert system is one which aims to
replicate the processes performed by an expert user, i.e. the manual section in Figure 1.14. In
their research, Sickel et al. (2011) outlined the complexity of automatically designing prosthesis
as maintaining the overall core functionality, which for hearing aids is amplifying the sound,
and to ensure that the component fits to the anatomy of the patient. Sickel et al. (2011) aim
to replicate the expert user in the form of rules that are performed by a computer program,
specifically, given an unprocessed ear-canal scan represented as a triangulated mesh, the goal
is to transform it into the desired shape through a series of transformations constrained by a
pre-defined set of rules.

SF inal = TR(SScan)

WorkInstructions

ExpertInterviews

Input Shape

InputConstraints

Rule base

FeatureDetection

Apply Trans-formations
Targetshape

FIGURE 1.17: Automated approach using a rule based system illustrating the
feature detection and application of pre-defined rules (Adapted from Sickel et al.

(2011)).

The process for determining the placement of key features is driven by the detection of
anatomical features on the surface of the ear-canal impression. Specifically, Sickel et al. (2011)
detect the following features, which were deemed distinctive among individuals in terms of
their shape, and their relative size, depth and/or location.
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FIGURE 1.18: Key features of a hearing aid impression which are used to guide
the expert system through the automated customization process.

Sickel et al. (2011) identify 44 anatomical features in total by using generic features such
as peaks, concavities, elbows, and ridges, and a set of derived features from a combination of
these. Collectively, Sickel et al. (2011) define these anatomical features as the Canonical Ear
Signature (CES), which is the distinctive information which constitutes a person’s ear canal.
Comparatively, Slabaugh et al. (2008b) rely on feature recognition on ear-canal scans in order
to automate the detailing and modelling processes in Figure 1.15 and Figure 1.16. However,
contrary to Sickel et al. (2011) they recognize features on the surface of the canal scan through
contour analysis.

FIGURE 1.19: Feature detection on a hearing aid impression by analysing the
variation in contours (Slabaugh et al., 2008b).

No further information is given on the achieved quality or accuracy, the information is
merely given as a possibility to in-ear device manufacture. The method by Sickel et al. (2011)
and Slabaugh et al. (2008b) can be classed as a generative approach to customization. In the
generative design approach, the final customized design is generated successively from raw
3D scan data, following the same steps as the expert user. Alternatively, Unal et al. (2011) intro-
duced the use of 3D statistical analysis to guide the customization process. In this approach,
a database of raw 3D scans and manually constructed target shapes is generated, which is
then statistically analyzed to generate the principal components (PC). Unal et al. (2011) use
the statistical model as a means to transform a raw 3D scan to the customized shape using a
predictive model from the PC’s following the steps in Figure 1.20.
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FIGURE 1.20: Predicting the customized shape from a statistical model (Adapted
from (Unal et al., 2011)).

While it is still necessary to perform the detailing and modelling stages as per Figure 1.15
and Figure 1.16. The use of a statistical model circumvents the need for detection of land-
marks on the surface of the raw 3D scan in order to transform the input data into the desired
customized shape. However, it should be noted that the use of statistics is a limitation in
some aspects. As stated by Unal et al. (2011), for some individuals with highly varying ear
canal shape and length, it was not possible for the system to automatically place the necessary
cutting planes, resulting in a failure. It was proposed by Unal et al. (2011), that the addition
of anatomical landmarks could pose an improvement to the process. The approach by Unal
et al. (2011) can be classed as a morphometric approach where the goal is to use pre-learned
statistical models to morph the input data into the desired shape. Comparatively, the gen-
erative and morphometric approaches aim to achieve the same goal but by different means.
The morphometric approach uses pre-defined data as a guide for predicting the output shape,
whereas, the generative approach uses a set of pre-defined rules that successively generate
the output shape. While the two approaches achieve the same goal there are advantages and
disadvantages to consider for mass-customization which are discussed in Section 1.1.6.

1.1.5.2 The Performance and Accuracy of Current Automation Systems

Research by Sickel et al. (2011) and Unal et al. (2011) is at the forefront of automating custom-
fit in-ear device design. The method by Sickel et al. (2011) relies on the detection of features
on the surface of 3D scanned ear-canal impressions and pre-defined rules that aim to replicate
an expert user. In order to evaluate their system, a dataset of 198 ear-canal impressions were
tested against ground truth data established from an expert user. Curve features, however,
were evaluated qualitatively by the expert user due to the absence of ground truth data. Their
feature detection system was evaluated against feature point placement (δp), cut plane location
(δloc), cut plane orientation (δor), area sensitivity (δsen) and area specificity (δspe). The combi-
nation of these features constitutes the replication of the expert user. For the interpretation of
the results, experts provided error tolerances for various features equating to a 3mm tolerance
for location and 15deg tolerance for orientation, which were used to define two additional per-
formance metrics, detection rate (∆det) and tolerance rate (∆tol). Detection rate is computed as
the percentage of test cases for which the algorithm successfully detects the corresponding fea-
ture and the tolerance rate is computed as the percentage of test cases for which the detected
feature is within the acceptable tolerance.

Their results indicate an acceptable performance for most features with an overall mean
tolerance rate of 87% for points and 83% for planes. The full results can be seen in Table 1.2.
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TABLE 1.2: The performance of the method by Sickel et al. (2011) showing the
detection rate and the tolerance.

Performance Measure Feature Type Rate in %

δdet (detection)
3D Point 98.6
3D Point 98.6

δtol (tolerance)
3D Point 87.0
3D Plane 82.0

Of interest here is not the accuracy of the detected features, seen in Table 1.2, but how the
system performs for the automation of the customization process. The critical table here is
Table 1.3 which shows that the automation approach achieves less than 10% reduction in time
when compared with the expert user and it was established that the system was not able to
reach full automation of the hearing aid manufacturing approach.

TABLE 1.3: Achieved improvement in time compared to an expert user by using
the automation system of Sickel et al. (2011).

Automated Total Time (s) Time Difference (s) Ratio (%)

No 652 - 100
Yes 597 55 91.6

Comparatively, the method by Unal et al. (2011) does not provide time improvements com-
pared to an expert user but does provide the estimated error compared to ground truth data.
Specifically, the maximum distance between the ground truth data and the estimated shapes
from the statistical model were 5.0± 1.7mm, and 3.6± 0.9mm for the final shape.

1.1.5.3 Complexities in automating hearing-aid design

With the state-of-the-art failing to reach full automation it is necessary to understand why in
order to determine the most appropriate path for this research. Sickel et al. (2011) outline the
complexities with automation as:

• Poorly acquired 3D scans with gaps and excessive noise.

• Misuse of the framework. The rigidity of the generative, rule-based system, can lead to
errors if the steps are not performed in the correct order.

• Translating special design instructions into rules or constraints requires re-programming
the framework.

• Determining acceptability in custom-fit due to the subjectivity in user comfort and ex-
pectations.

One of the main complexities that Sickel et al. (2011) encountered is the excessive noise in
the 3D scan data. As their system relies on the detection of feature points on the surface of
the scan data it is a requirement that the scan data be smooth and consistent across consec-
utive scans. The predictive method could potentially be more robust to noise input 3D scan
data as the statistical model is typically learned on noise-free data. The method by Sickel et al.
(2011) also relies on a step-by-step process that is synonymous with the process of the expert
user, however, depending on the user there is no guarantee that the pre-defined steps will be
followed in the correct order by the user, which was found to cause errors in their automa-
tion process. It is known that each individual has a potentially unique ear-canal shape, and
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can sometimes require specific hearing aid designs determined by an audiologist. One of the
complexities experienced by Sickel et al. (2011) was applying these special instructions to their
pre-defined rule-based system.

1.1.6 Application to this research

By analyzing the literature, the methods for automating the customization of in-ear devices
can be split between generative and morphometric. The generative approach aims to construct
the final customized shape successively from raw 3D scan data, whereas, the morphometric
approach predicts the customized shape from a learned statistical model. A disadvantage of
both approaches is the need to detect landmarks on the surface of the scan data to place cut-
ting planes to form the functional customized shape. The functional customized shape, in
this case, contains the wall thickness, acoustic vents, and electronic mounts (see the detail-
ing steps in Figure 1.15). While both methods are able to output a customized product, there
are clear disadvantages. For example, the predictive model, while powerful, works on a rela-
tively sparse set of detected landmarks. Similarly, the generative method attempts to replicate
the expert user through the placement of cut-planes and other CAD functions guided by the
detection of anatomical landmarks. These disadvantages pose the following questions:

• How do we statistically analyze the full 3D scan data to form a predictive model, without the use
of landmarks?

• Can we use already fully functional CAD designs as opposed to performing the processes after
customization?

Similar to the process of Unal et al. (2011), a statistical model will be used to guide the
customization process and incorporate robustness in the estimation of the final shape from
noisy input 3D scan data. Typically, the final functional product has to be formed through
the use of cutting planes and detailing steps (see Figure 1.15). However, in reality products
are designed using computer aided design (CAD) software, not by placing cutting planes at
anatomical landmarks. Therefore, this research will aim to adapt standard CAD designs with
a statistical shape model (SSM), such that, a functional product is deformed using the SSM.
This introduces a new class of automated customization which is being defined as deforma-
tive customization. The new automated deformative customization approach is outlined in
Figure 1.21.

Raw 3D
Scan

Align
with SSM

Estimate
Defor-
mation

Deform
Functional
Product

3D Print

FIGURE 1.21: The proposed deformative customization approach showing the
introduction of functional design deformation.

From Figure 1.21 the path to mass-customization has been determined. In order to achieve
this a review of the methods for 3D scanning the human ear, using machine learning for sta-
tistical analysis and mesh deformation, and 3D printing is required. The following section
analyzes the literature on 3D scanning, with a particular focus, where possible, on the hu-
man ear. Section 1.1.8 discusses machine learning for automation and statistical analysis and
Section 1.1.9 discusses the design of customized in-ear devices and the use of 3D printing to
achieve mass-customization.
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1.1.7 3D Scanning Technology and It’s Application to the Human Ear

From the previous section it was discussed that one of the difficulties in achieving fully auto-
mated customization was dealing with noise in the 3D scan data. To ensure successful com-
pletion of the goal of this research, the current state of 3D scanning and its application to the
human ear was researched.

3D scanning is a critical component of this research, however, depending on the complexity
and material of the object to be scanned there are advantages and disadvantages to the various
3D scanning methods. There are two types of 3D scanners, contact and non-contact. Of interest
to this research are non-contact 3D scanning methods, which can be further classified into
active and passive scanners.

1.1.7.1 Passive 3D Scanning Systems

Passive 3D scanning relies solely on 2D images to extract 3D depth information from a scene
without the assistance of an external source such as projection of light patterns onto the scene.
Several techniques exist to recover 3D scene information from a single or multiple images:

Shape from focus: Vary the camera focus and estimate the pixel-wise depth from image sharp-
ness.

Shape from shading: Uses the shadows in a grayscale image and the known reflectance map
to recover 3D shape

Shape from texture: Recovers the 3D shape only if the object is covered by a regular surface
pattern. Surface normal and distance are then estimated from the perspective effects in
the images.

Shape from stereo disparity: The scene is imaged from two viewpoints and the difference
(disparity) is calculated based on the corresponding pixel positions in the images.

Shape from focus, shape from shading, and shape from texture, are all techniques that can
use a single image to recover the 3D shape. However, such methods are often not practical in
terms of either robustness or speed or both. Therefore, this research will focus on shape from
stereo disparity or more commonly referred to as multiple-view passive 3D scanning. With
multiple-view 3D scanning, the scene is observed from two or more viewpoints by either mul-
tiple cameras at the same time (stereo) or a single moving camera at different times (structure
from motion) (Pears et al., 2012). Stereo is the simultaneous capture of multiple viewpoints
using two or more cameras with the most common being binocular stereo vision which re-
lies on two viewpoints. This can be extended to three cameras, trinocular stereo, or can even
include unlimited cameras distributed around the viewing sphere of the desired object. In
contrast to this, structure from motion (SFM) uses a single moving camera where the image
sequence is captured over a period of time. The advantage here is that a single camera can be
used to reconstruct an object of small to unlimited size. Figure 1.22 illustrates the process for
reconstructing the 3D shape of an object from a sequence of images.
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FIGURE 1.22: The process of reconstructing a 3D shape from a collection of 2D
images.

As can be seen in Figure 1.22, the standard approach for passive imaging involves the
detection of features/keypoints within an image, the description of these features, and then
the search and retrieval of matching features between images. The recovered matches are
then used to determine the position of the cameras relative to each other and the 3D scene
information. The reader is directed to Pears et al. (2012) for an overview of passive 3D imaging,
detailing the processes for detection, description, search and retrieval, and reconstruction. As
this research is focused on passive 3D imaging in regards to robustness to occlusion, low level
of texture, and automation, the applicable research will be discussed in the following section.

1.1.7.2 Passive Systems for the Human Ear

This section aims to identify key research on passive 3D reconstruction of the ear, or similar re-
gions, in order to assess its viability to this research. On the single image approaches, some re-
search has attempted to overcome the limitations and complexities to successfully reconstruct
the ear. Cadavid and Abdel-Mottaleb (2008) used shape from shading from video sequences
in order to reconstruct and recognize the ear. In this approach a set of frames is extracted from
a video clip and the ear region segmented. Then the 3D ear models corresponding to each
frame are derived using the shape from shading technique. In order to align the models, the
iterative closest point (ICP) algorithm is used and cross validation is performed for recogni-
tion. The shape from shading method using video sequences does successfully construct a 3D
model of the ear; however, the technique is highly sensitive to lighting variations as it relies on
illumination and reflectance in order to derive the 3D model.

Li et al. (2012) and Li et al. (2015) aim to improve the 3D ear reconstruction process by
employing a 3D ear morphable model (3DEMM). A morphable model, also known as a statis-
tical shape model (SSM), is a statistical representation of an object containing the dimensional
variation within the trained dataset. The complexity with a 3DEMM is that each vertex must
be meaningfully corresponded across each mesh within the dataset, given the high variability
in shape and size of the human ear it is not a simple task to construct. 3DEMM provide priori
information which can be used to assist in the 3D reconstruction process as a full representa-
tion can be constructed from low level input such as a single image. Li et al. (2012) detect key
anatomical landmarks on the ear image which are then registered to the 3DEMM and the final
shape is constructed. This process is similar to Unal et al. (2011) and Sickel et al. (2011), but in
two dimensions. It therefore falls into the same disadvantages, i.e. the detection accuracy of
the anatomical landmarks.
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FIGURE 1.23: 3D ear reconstruction from a single image using a 3D morphable
model Li et al. (2012).

In consecutive research, Li et al. (2015) aim to improve the alignment and registration pro-
cess for the 3DEMM by using contour detection on the ear as opposed to feature point detec-
tion which they determine significantly reduces the workload as there is no longer the need to
manually label dozens of feature points. While the 3DEMM is a powerful representation of the
variation of the ear and can allow the user to reconstruct the 3D shape from a single image, the
construction of the database and 3DEMM is a significant disadvantage. Li et al. (2012, 2015)
use the UND J2 database (Yan and Bowyer, 2007; UND, 2007), which contains 1800 3D profile
of the human ear. While this is the largest public 3D (and corresponding 2D) ear dataset, the
3D shape is acquired from a single viewpoint and by analyzing the data it was seen that the
majority contain self occlusion or hair which makes the data unreliable for this research. The
purpose of the UND database is for biometric analysis typically in the form of ear recognition
which does not require highly detailed or full 3D scan data. However, the goal of this research
is automated product design, which at its outset requires highly detailed 3D scans in order to
generate an accurate fit.

In the multi-view passive 3D reconstruction, Sun et al. (2009) use a stereo camera setup
consisting of two Canon EOS 450D digital cameras with a resolution of 4272x2848 pixels. To
obtain dense feature points in the images, Sun et al. (2009) employ the Harris corner detector
(Harris and Stephens, 1988) and describe each feature point using the DAISY descriptor (Tola
et al., 2010). To determine accurate matching points the epipolar constraint and euclidean
similarity metric are used (see Pears et al. (2012) for more information on epipolar geometry
and similarity matching metrics). The resultant 3D model is highly dense consisting of 5000-
8000 vertices.
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FIGURE 1.24: 3D ear reconstruction using stereo-vision, showing the wireframe
3D model(left) and the rendered 3D model (right) (Sun et al., 2003).

Of interest here is the automatic nature of the 3D reconstruction without priori information.
Sun et al. (2009) have shown that a feature description and matching approach can successfully
reconstruct the human ear, however, similar to Li et al. (2012, 2015) the data is taken from a sin-
gle plane as a stereo camera setup was utilised. Comparatively, Zeng et al. (2009) utilised the
same stereo camera setup but employed a variation in feature description and matching, ob-
taining 2000-3000 vertices per mesh which can be considered a quasi-dense 3D reconstruction.
Liu and Yan (2007) aim to reconstruct the entire ear region by capturing and reconstructing 10
views, however, their feature detection and matching algorithms require manual interference
and produce a sparse output of 300-600 vertices, which is insufficient for the purpose of this
research.

Research from Sun et al. (2009) and Zeng et al. (2009) have shown that it is possible to
densely and accurately reconstruct the human ear using passive 3D reconstruction and this
has also been verified in industry (Ten-24, 2009).
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FIGURE 1.25: 3D head reconstruction using an industrial passive 3D scanning
rig (Ten-24, 2009).

It should be noted that the industrial system by Ten-24 (2009) consists of over 170 DSLR
cameras with a cost value of over $100, 000. One of the main difficulties seen in the literature
is the dense matching of feature points across images due to the low-texture of the human ear,
however, it has been shown that feature description approaches are successful in obtaining
a quasi-dense and dense reconstruction of the ear. For this research several questions remain
about the reliability and repeatability of the passive 3D reconstruction process, in the literature
there were no discussion on the inherent noise in the scan data due to the inaccuracies in
the 3D reconstruction process or the ability of the process to consistently output the same
accuracy. There was also no discussion on the ability of the algorithms to account for variations
in skin tone as all of known research has used Caucasian skin tone. These concerns will be
evaluated further in Chapter 2. The following section assesses the literature on active 3D
scanning systems for the human ear.

1.1.7.3 Active 3D Scanning Systems

One of the disadvantages of passive 3D scanning is the necessity to match feature points across
images, which can result in erroneous matches. The process is also highly sensitive to varia-
tions in lighting and shadows. Active 3D scanning systems avoids this process by using ex-
ternal information, such as a projection device. In comparison to passive stereo-vision, active
systems exchange one camera by a projector, which projects a spot, stripe, or patterned area
onto the target object (Pears et al., 2012). This alleviates the complexities of establishing corre-
spondences as the 3D information is recovered based on the distortion of the projected pattern,
meaning active 3D imaging systems can generate a model of surface geometry even when the
surface appears featureless while remaining relatively insensitive to ambient illumination and
surface color (Pears et al., 2012). Active 3D scanners can be based on different operational
principles; the three most common commercial systems are time-of-flight, interferometry, and
triangulation.
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Time of flight 3D scanners are based on the principle of accurate timing from a signal leav-
ing the system to when it is reflected back, however, due to the large operating distance and
level of accuracy achieved, time of flight systems are not applicable to this research (See Fig-
ure 1.26). Interferometry is based on the principle of phase difference between a beam of light
of known length and unknown length. The interference pattern caused by the combination of
the out of phase beams can be measured to define the distance to the object. While interfer-
ometry has a very high level of accuracy, achieving resolutions of micro-meters; the operating
distance is much too small to be applicable to 3D scanning of the human ear.

FIGURE 1.26: Diagram showing the typical accuracy at different operating dis-
tances of the most common 3D imaging technologies (Pears et al., 2012).

Both active and passive 3D scanning systems are based on the same geometric principle
of triangulation, namely intersecting light rays in 3D space (Pears et al., 2012). As discussed
previously, the most common active 3D imaging system are based on spot, stripe, and area
projection. Spot scanners are the simplest active 3D scanning system where a collimated laser
beam is projected onto the target and the knowledge of both projection and collection angles
(α and β) relative to a baseline (H) determines the 3D coordinate of the point on the surface
(Pears et al., 2012).

This research will not focus on spot scanners due to the slow nature in acquiring the target
surface point-by-point, however, it is a good start in understanding the functioning principles
of active 3D scanning systems. Stripe or line scanners aim to acquire more information per
frame by projecting a line instead of a spot. However, following similar triangulation prin-
ciples as the spot scanner. The complexity with these systems is the necessity to translate or
rotate the systems in order to capture the full view. Area based methods project many planes
of light simultaneously and use a coding strategy to recover the underlying 3D structure.

1.1.7.4 Active Systems for the Human Ear

For active 3D scanning of the human ear the majority of literature focuses on laser stripe scan-
ning which could be due to the low cost and simplicity of operation. Coward et al. (1997, 2000,
2002) use a laser stripe scanning system in order to reconstruct the human ear. The application
of the 3D reconstruction is in the detection of anthropometric landmarks for studying the vari-
ation between left and right ears, and determining the correct positioning of prosthetic ears on
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a patients face. In their system, the participant is placed on a rotating platform and the laser
and camera are held stationary. The laser stripe is captured at 1° intervals, constituting 60,000
points for a full face and a precision of 0.5mm.

Liu et al. (2015) also use a laser scanning system for the reconstruction of the human ear.
However, contrary to Coward et al. (1997), Liu et al. (2015) keep the participant stationary
and translate the laser beam across the ear using a rotating mirror. While this is more com-
pact, it only captures a planar view of the human ear which could possibly be more occluded.
Whereas Coward et al. (1997) captured the full-view of the ear. Coward et al. (1997) does not
determine the time to acquire the full-view of the ear, however, Liu et al. (2015) have a scan
time ranging from 0.2s to 6.0s depending on the number of desired images and resolution of
the laser increments.

While the laser scanning systems have successfully reconstructed the ear, the stripe based
method has a significant issue regarding self-occlusion due to the angle between the laser and
the camera. As the human ear contains complex curvature and protrusions it may not be
possible to reconstruct certain parts of the ear from a single viewpoint.

To circumvent the redundancy with laser scanning systems, area-based methods capture
the entire region simultaneously. However, there is no literature with a direct application to
the human ear but a significant contribution towards 3D face reconstruction. Wickramaratne
et al. (2009) designed and built an active 3D scanner for the face based on fringe projection and
triangulation, achieving submillimeter accuracy, the result of which can be seen in Figure 1.27.

FIGURE 1.27: Active 3D scanning of the face (Wickramaratne et al., 2009).

Similarly, Zhang and Yau (2007); Ouji et al. (2013) reconstruct the human face using active
3D scanning. Of interest here is the ability of active systems to reduce the redundancy of
laser stripe based systems whilst remaining highly detailed. As no research has explicitly used
area-based method for the ear this will require further evaluation in Chapter 2.

1.1.7.5 Application to this research

It has been shown that both passive and active 3D scanning systems have reconstructed the
human ear with varying levels of complexity and resolution. Passive systems are highly mod-
ular and inexpensive as they can use widely-available camera technology. Modularity is a
valuable parameter as the systems can easily adapt to various 3D scanning applications and
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rely primarily on advances in reconstruction algorithms to improve the quality. The difficulty
with passive systems is their variance under environmental conditions and the computational
complexity in reconstructing the overall 3D geometry from the 2D input. The resultant output
is also more prone to noise when compared with active 3D scanning systems.

Active systems are advantageous in smooth, texture-less regions as they do not rely on cor-
respondences between multiple views of the same object. The disadvantage of active systems
is the need to move the system to acquire the full 3D object. While it is possible to acquire a
3D shape from a single view, there is no angle that will prevent occlusion with the human ear
due to its complexity. Contrary to passive systems, to use multiple active systems to capture
the full 3D shape requires synchronization as projection of a pattern onto the surface creates
destructive interference. For passive systems, the placement of multiple cameras around the
scene is much more cost effective but requires strict control of the environmental conditions.

1.1.7.6 Remaining Questions for Applicability to the Human Ear

From analyzing the available literature on passive and active 3D scanning systems, the follow-
ing questions remain which are critical to this research:

1. Are Active or Passive systems more appropriate for the human ear?

2. What level of automation can be achieved?

3. What is the effect of variations in skin tone on the 3D reconstruction?

The advantages and disadvantages of both passive and active systems was discussed in
the previous section. While active systems produce high quality and accurate surfaces, they
are susceptible to occlusion and require a trained individual to manually move the system
around the target to construct the full 3D geometry. While you can position multiple active
systems around the target, it requires synchronization due to the destructive interference of
the projected pattern. Passive 3D scanning systems, on the other hand, are more susceptible
to noise but are much more modular and relatively inexpensive. A key advantage of passive
systems, which will be discussed in Chapter 2, is the ability to improve reconstruction accuracy
with software alone. This makes passive systems somewhat future proof, as improvements in
algorithms can be directly applied to the system, similarly with improvements in imaging
technology.

Throughout the literature there was minimal discussion on the automation of the 3D scan-
ning process. By positioning multiple passive systems around the target, the acquisition of the
required data is completely automatic and instant. However, the complexity is in processing
the data. While this is a complex process, there are multiple software packages available to al-
low for some automation, this will be discussed in Chapter 2. For active 3D scanning systems,
the processing of the data is handled by the software and can even be performed in real-time,
the difficulty for automation is in the motion of the system and ensuring that all critical angles
are captured so as to minimize the occlusion.

A critical issue with both active and passive systems is the reconstruction of dark and
textureless regions. Throughout the literature, all examples were of caucasian skin tone. Of
interest to this research is the ability of both active and passive systems to handle darker com-
plexions. These remaining questions will be answered in Chapter 2 and Chapter 3. The follow-
ing section aims to understand how the 3D scan data can be used in a product design scenario,
particularly machine learning for automated customization.
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1.1.8 Analyzing 3D Scan Data for Automating the Customization Process

In the previous sections the methods for 3D scanning the human ear were discussed. However,
in order to accomplish the goal of this research, which is automating the design and manufac-
ture of custom-fit devices for the human ear, it is necessary to further analyze this 3D scan
data. In Section 1.1.5 the current processes for automating customization were discussed, this
section aims to gather further information on employing machine learning for the generation
of statistical shape models as per Unal et al. (2011) and the possibility for using the statistical
analysis for product design.

1.1.8.1 Generating a Model of the Shape Variation

It has been determined that a statistical shape model (SSM) will form a critical component
of this research due to the advantages shown in Unal et al. (2011). What is remaining to be
understood is the complexity in generating the SSM for the human ear. From the literature a
SSM can be constructed following the steps in Figure 1.28.

Step 1

Abstract Data

Step 2

Align Data

Step 3

Establish Cor-
respondence

Step 4

Principal Component
Analysis (PCA)

FIGURE 1.28: Generalized steps for constructing a SSM.

Abstracting the data is the first step in the generation of a SSM and was added due to
the broadness in data sources that SSM’s are learned on. For example, a SSM can be generated
from point clouds, mesh or surface data (Paulsen et al., 2002; Dalal et al., 2007; Dalal and Wang,
2012), from volumetric data for medical analysis (Heimann and Meinzer, 2009), and even from
lower dimensional spaces (Unal et al., 2011; Rustamov et al., 2013).

The next step is the alignment of the dataset, this can be through biased registration where
all the models are registered to a randomly selected model in the dataset, or a groupwise regis-
tration process can be used. Registration in a groupwise scenario is highly complex, especially
in the presence of non-rigidity. In simple terms, registration is the transformation of multiple
three-dimensional datasets into the same coordinate system so as to align overlapping com-
ponents of the data (Tam et al., 2013). One of the most widely used methods for registering or
aligning 3D data is the Iterative Closest Point (ICP) (Besl and McKay, 1992).

With all of the models in the dataset now aligned, i.e. they have the same coordinate system
and overlapping regions. It is now required to establish the correspondence which is a one-
to-one mapping from one model to the next. This is one of the most complicated steps for
generating a SSM as there are numerous issues:

1. Noise in the data

2. Non-rigidity or pose variations

3. Holes or partiality in the data

The goal for this research is the use of the full 3D scan data as the basis for SSM as it may
potentially result in a more accurate model for product design. Therefore, methods that rely
on sparse representations of the model, i.e. landmarks or subsampling, will not be considered.
Non-rigidity is an important consideration as the shape of the human ear is so varied that it
may be required to establish an accurate correspondence. For a full overview of methods and
considerations for establishing correspondences between 3D shapes, the reader is directed to
Van Kaick et al. (2011).
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1.1.8.2 3D Non-Rigid Shape Matching for One-to-One Correspondences

Due to the amount of available literature on 3D shape matching, this research will focus on
methods for dense non-rigid shape matching that do not rely on pre-learned data. Functional
map based 3D shape matching (Ovsjanikov et al., 2012) is a state-of-the-art method for es-
tablishing correspondences across 3D shapes. Functional maps are based on the principle of
establishing a mapping between real-valued functions as opposed to spatial points on a sur-
face. By mapping between real-valued functions it removes the spatial constraint and makes
the correspondence pose-invariant as shown in Figure 1.29.

(a) Target (b) cat10 (c) cat1 (d) cat1 (e) cat6

FIGURE 1.29: Functional map based 3D shape matching. The shape (a) is
matched with (b-e), the surface colour represents matching areas with the target
shape. Notice the colour similarity even with large pose variation (Ovsjanikov

et al., 2012).

The functional map framework can potentially be an improvement over methods in the
spatial domain such as the widely-used non-rigid Coherent Point Drift (Myronenko and Song,
2010), the validation of which will be discussed in Chapter 4. One of the key advantages of the
functional map framework is its extensibility with new feature descriptors or manifold learn-
ing algorithms. The functional map framework has been applied to the analysis of variation
within a dataset (Rustamov et al., 2013), however, it is difficult to relate the resultant variation
analysis to a standard SSM. More recently, the functional map framework has been extended to
improve the reliability and robustness of the correspondences (Nogneng et al., 2018; Mandad
et al., 2017; Rodolà et al., 2017; Vestner et al., 2017), the framework has also shown applicabil-
ity to machine learning where the goal is to improve the robustness of the correspondences
through the use of a pre-defined training set (Defferrard et al., 2016; Bronstein et al., 2017).

1.1.8.3 Application to this Research

By assessing the literature, it was found that to construct a SSM an accurate and meaningful
correspondence has to be established. As it is desired to use the full 3D scan data as the source
for the SSM, this presents a difficult task due to the variations in topology and density of the 3D
scan data. The functional map framework presents a state-of-the-art method for establishing
correspondences in the presence of pose and shape variations. The review of the literature has
laid the foundations for how we statistically analyze the full 3D scan data, without the use of
landmarks?. Chapter 4 establishes the use of the functional map framework for the generation
of a SSM from 3D scan data to answer this research question. The following section aims to
wrap up the remainder of questions for this research relating to the design of in-ear devices
and 3D printing for mass-customization.



1.1. Automated Design of Customised Devices for the Human Ear 29

1.1.9 Design of In-Ear Devices For Automated Rapid Prototyping

Section 1.1.5 discussed the process of automating the customization of in-ear devices, and
Section 1.1.7 and Section 1.1.8 detailed how 3D scanning can digitize the shape of the ear and
how that data can be processed for automation. This section aims to illustrate the final step of
the mass-customization process which describes the design of the in-ear device and the process
for 3D printing.

(a)

CAD Design

(b)
Automated

Customization

(c)
Material

Specification

(d)

3D Print

FIGURE 1.30: In-ear device design and 3D printing for mass-customization

The customization process in Figure 1.30 (b) is the novelty of this research and the methods
in the literature have been discussed in Section 1.1.5. This section aims to discuss the design
of in-ear devices (Figure 1.30 (a)) and the processes for manufacturing the customized device
using 3D printing (Figure 1.30 (d)) and the available materials (Figure 1.30 (c)). It should be
noted that the advancement of the 3D printing materials and processes are outside the scope
of this research. The purpose of the inclusion of this information is to provide a full overview
of how the automated customization process fits together.

1.1.9.1 Design of Customized In-Ear Devices

Current technology that use the ear are; earphones (outer and in-ear), Bluetooth devices, hear-
ing aids, direct language translators (iTranslate, 2018), and even health monitors for sleep
(Nguyen et al., 2016), biometrics (Nakamura et al., 2018), and heart rate monitors (Park et al.,
2015; Palladino, 2016). For customization it is important to understand how these devices
interact with the human ear to determine the best possible design.

(a) Snugs (b) Normals (c) Ownphones

FIGURE 1.31: Types of customized earphones to inform the design process.

From Figure 1.31, three types of customized earphones are shown. Figure 1.31 (a) shows the
Snugs (Snugs, 2017) brand which are made through moulding and manual data editing. Fig-
ure 1.31 (b) and (c) are customized options made through the use of 3D scanning technology.
It should be noted that both Normals (Hardawar, 2014) and Ownphones (Ownphones, 2014)
have ceased operations. For this research, the range of customized earphones have shown that
typically the outer shell which fits to the ear is the only custom component and standard ear-
phone electronics are simply mounted into the custom shell. In regards to hearing aid design,
a similar approach can be followed. For this research, a custom shell will be created to be fit-
ted to available earphones in order to demonstrate the customization process. Particularly, the
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design of Figure 1.31 (a) is to be adapted for mass-customization. Given that the process for
Snugs is manual, the advantages of the automated approach will be directly relatable.

1.1.9.2 FDM, SLS and SLA 3D Printing

With the type of customized earphones assessed, it is important to consider how the de-
vices will be manufactured. With mass-customization it is not possible to use standard mass-
manufacturing process due to the unique nature of each device. 3D printing is essential to
produce the one-off devices for each individual. However, the type of machine is dependent
on the requirements.

Fused deposition modeling (FDM) is one of the more widely used 3D printing technologies
due to it’s relatively low cost and wide-availability. FDM 3D printers work by melting and
extruding thermoplastic filament through a nozzle. The deposition of material is built up over
layers. While this process is widely-used, it has the lowest resolution and accuracy of the three
technologies. Selective Laser Sintering (SLS), on the other hand, uses a high-powered laser
to fuse small particles of polymer powder. Similarly, this is a layer-by-layer process where a
new layer of powder is set after each layer. The benefit of SLS is there is no need for support
structures and it is ideal for complex geometrics, including interior features, undercuts, thin
walls, and negative features (RedStack, 2017). A disadvantage of SLS is the relatively low
variation in available materials with the machine typically working with Nylon.

The final type of 3D printer, Stereolithography (SLA), is the oldest but still one of the most
popular. SLA uses a laser to cure a liquid resin into hardened plastic in a process called pho-
topolymerization. Parts that are printed using SLA have the highest resolution and accuracy,
the clearest details, and the smoothest surface finish of all the available 3D printing technolo-
gies. One of the key advantages of SLA 3D printing is the wide-availability of materials, from
hard engineering plastics to soft silicone-like.

1.1.9.3 Achievable Surface Quality with SLA 3D Printing

Surface quality is a key criteria for 3D printing, parciularly in-ear devices where the 3D printed
device is expected to be used as the end-product. Contrary to alternative 3D printing tech-
niques, such as FDM and SLS, SLA based 3D printing achieves a very smooth surface finish.
This has been quantitatively verified in Choudhari and Patil (2016). Within the SLA based
machines there are variations which must be considered, including laser SLA, DLP SLA, and
mask SLA, see Figure 1.32. The choice of SLA type impacts the achievable level of detail and
the printing speed.

FIGURE 1.32: Types of SLA based 3D printing, showing the different means by
which to cure the photosensitive resin (Frey, 2017).
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As per Figure 1.32, the three types of SLA 3D printing are laser, DLP, and mask. In Formlabs
(2017a), a comparison of surface quality was performed using laser and DLP-based SLA. It was
determined that laser-based methods provide superior surface quality due to pixelation effect
of DLP and mask-based approaches as seen in Figure 1.33. With all 3D printing technology
there is the layering effect where horizontal lines are visible. However, it was established that
with DLP and mask-based approaches, there are also vertical lines due to the pixelation effect,
which creates a less aesthetic surface when compared to laser-based methods.

FIGURE 1.33: The pixelation effect caused by DLP and mask-based SLA in com-
parison with laser-based approaches (Formlabs, 2017a).

It can be seen in Figure 1.33 that the motion of the laser-based methods do not cause pix-
elations, comparatively, the stationary DLP and mask-based approaches cause pixelation due
to the technology limitation. The selection of the machine type is dependent on the application
and the degree to which pixelation of the surface affects the end result.

1.1.9.4 Considerations for 3D Printing Speed

Speed is an important aspect of mass-customization, although it should be noted that stan-
dard 3D printing times for the customized in-ear device in Chapter 6 using the widely avail-
able Form2 3D printer (Formlabs, 2017c) is approximately 1 hr 30 minutes. As the automated
customization process discussed in Chapter 6 takes less than 5 minutes, and even adding 25
minutes for post-processing, the time to delivery using this process would be 2 hrs.

1.1.9.5 SLA Type Selection

Depending on the type of machine that is selected, there can be significant improvements
to the 3D printing time, although with some compromises. As discussed in Section 1.1.9.3
there are three types of SLA based 3D printers; laser, DLP, and mask. Laser based SLA is the
slowest of the three as it must trace the path of the model åusing an XY scanning galvanometer.
Therefore, the larger the part is, the longer the 3D printing time. This is also relevant for 3D
printing of multiple parts in a batch. However, as discussed in Section 1.1.9.3, the laser based
machines produce the finest surface quality and level of detail.

DLP and mask based SLA operate in a similar manner. DLP SLA based 3D printing projects
the desired pattern onto the surface of the resin where it solidifies, and the process then repeats
this layer-by-layer. Contrary to laser-based methods, this process does not need to trace a path
and it therefore has a much faster layer curing time when, and it does not vary with part size.
Similarly, mask based SLA 3D printing solidifies the entire layer at the same time, but the
method for projection is different than DLP SLA. In this method, an LCD screen is used to
display a mask, UV light of the designated wavelength is then passed through the screen. Due
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to the masking effect of the LCD screen, pixels that are dark will absorb the light, and pixels
that are transparent will transmit the light. Both DLP and mask-based SLA achieve similar
layer curing time, the main source of variation is the difference in power of the projected light
source. See Figure 1.32 for an overview of each technique.

1.1.9.6 Direct or Indirect 3D Printing

It has been stated in Chapter 6 that the 3D printing time for the customized in-ear earphone is
approximately 1 hr 30 minutes. This is assuming a direct 3D printing of the in-ear device. By
directly 3D printing the in-ear device, the part can be immediately used after post-processing.
Another process exists, which is being deemed indirect 3D printing, where the a means for
the component to be manufactured is 3D printed. This means that the 3D printer will output
a custom mould for the device, from which the customized device is created using injection
moulding. This processes is detailed in Formlabs (2018) and detailed in Figure 1.34.

(a)

Ear Mould

(b)

3D Scan

(c)
Design
Mould

(d)

3D Print

(e)
Injection
Mould

(f)

Crack Shell

(g)

Finish Part

(f)

Verify Fit

FIGURE 1.34: Indirect 3D printing of earphones using 3D printed moulds and
injection moulding. Adapted from the processes discussed in Formlabs (2018)

The advantage of the indirect process is the ability to use standard injection moulding ma-
terials, including medical grade silicone. This alleviates some of the issues in terms of quality
with 3D printed parts. However, the need to injection mould introduces additional time and
manual labour in the process. As detailed in Formlabs (2018), the curing of the silicone adds
an additional 25-30 minutes to the process, and requires the use of a pressure chamber for
optimum results. Following the curing, the 3D printed mould needs to be removed, which is
typically a manual process. When the moulded part is free it may need additional post-curing
which is estimated at 5-10 minutes in a specially designed chamber at 60°. Alternatively, the
part can be left in ambient conditions for 8-12 hours to perform the post-curing.

While the indirect method has advantages in terms of material properties, the additional
time and manual labour is a disadvantage for mass-customization.

1.1.9.7 Ultra-Fast 3D Printing and the Considerations for Design

Recently, a new approach to SLA 3D printing has been introduced, being called ultra-fast 3D
printing or continuous 3D printing. In this approach, the main time consuming components
of the SLA process have been optimized such that the component can be printed continuously,
rather than layer-by-layer. With SLA 3D printing, the main time-consuming component is the
resetting of the material after each layer. This involves the printed part lifting out of the resin,
a wiper blade resetting the resin and the part lowering for the next layer, for a full overview of
SLA based 3D printing the reader is directed to Varotsis (2017).
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One of the emerging ultra-fast 3D printing technologies is the CLIP, which stands for con-
tinuous liquid interface production (Tumbleston et al., 2015). CLIP works by projecting light
through an oxygen-permeable window into a reservoir or vat of UV-curable resin. The advan-
tages here is that there is no need to reset the material after each layer and the process can
work continuously.

The CLIP process is considered a bottom-up process, where the part is pulled out of the
liquid resin vat. Alternatively, there is the top-down process where the part is lowered into
a vat of resin. The benefit of this approach is there are no issues with layer adhesion, and
depending on the material properties and projection power, it is possible to print continuously,
as shown in Gizmo3DPrinters (2017). With speeds of 3 mm per minute, it would be possible to
3D print a set of earphones in approximately 10-15 minutes. With commercial speeds reaching
3 mm per minute, the focus is now on what materials can be 3D printed that are suitable for
the ear.

1.1.9.8 Automation of the 3D Printing Process

FIGURE 1.35: The Formlabs Form Cell, an au-
tomated approach to SLA 3D printing Formlabs

(2017b).

Automation has been the theme of this re-
search. However, it was discussed in Chap-
ter 1, that automation of the 3D printing pro-
cess is not a goal, due to time restrictions.
This is also based on the understanding that
the remaining process to be automated for
SLA 3D printing is the post-processing. In
the SLA 3D printing process, the typically
manual tasks are; calibrating the platform,
loading material, and post-processing. The
majority of available SLA-based 3D printers
have already automated the platform cali-
bration and material loading, for example
the Form2. The remaining process to be au-
tomated for SLA 3D printing is the post-
processing. This is an exceptionally difficult task and it is not known if there are any potential
solutions due to the variability of support structures and part shape. To create a functional
component from SLA-based 3D printing requires the post-processing steps in Figure 1.36.
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Step1 Support Removal
Step2 Cleaning
Step3 Post-Curing
Step4 Sanding
Step5 Coating

FIGURE 1.36: Post-processing steps for taking a 3D printed SLA component to
be functional.

One of the most advanced automated systems for SLA 3D printing is the Form Cell (Form-
labs, 2017b) seen in Figure 1.35. In this process, the printing and some of the post-processing
operations are completely automated. For post-processing, the cleaning and post-curing of
the part are now automated. The remaining post-processing operations that require manual
intervention is the removal of the support structures, sanding of the surface, and any optional
surface coating. It should be noted that support removal can occur before the cleaning process
or after the post-curing process. To the best of our knowledge, there are no known solutions
for this problem and remains an area for future research.

1.1.10 Literature Review Outcome

To achieve mass-customization of in-ear devices, a broad understanding of 3D scanning, 3D
data analysis and processing, and 3D printing is required. The aim of the literature review
was to determine the gaps in knowledge in order to direct this research. In Section 1.1.5 the
principles of automating the customization of in-ear devices was discussed and the current
state-of-the-art literature was assessed. From this, it was seen that, there are generally two
types of customization, generative and morphometric. The generative approach aims to com-
pletely replicate the steps performed by a trained expert, whereas, the morphometric approach
aims to predict the target shape using statistical analysis. The generative approach requires the
detection of landmarks on the surface of the 3D scan data which is highly sensitive to noise.
The morphometric approach, on the other hand, circumvents the need to detect landmarks
on the surface of the 3D scan data. However, the morphometric method by Unal et al. (2011)
still requires the modeling process (see Figure 1.16) to generate the functional product. It was
determined that, if it were possible to use a standard CAD designed product with a predictive
statistical shape analysis, it would circumvent the need detect landmarks on the surface and
would allow for direct 3D printing from the statistical model.

To achieve this requires knowledge of machine learning for 3D statistical shape model
(SSM) generation and 3D data processing. The literature discussed in Section 1.1.8 has shown
that the generation of a 3D SSM is highly complex, as it requires each vertex on the training
data to be in meaningful correspondence. For the human ear, this may pose a difficult task due
to the highly varying shape. It was determined that the functional map framework presents
the best possible approach for establishing a one-to-one correspondence in a dataset of 3D
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scanned ears. The derived method for generating a 3D SSM of the human ear is detailed in
Chapter 4.

1.2 Aims and Objectives

This research aims at bridging the gap between 3D scanning and 3D printing by developing
advanced tools that will automate the manufacture of customized products. This consists of
tool-sets for automating the manipulation of CAD designs relative to 3D scan data using statis-
tical shape models and constrained 3D mesh deformation techniques. Using these advanced
tools it is possible to develop mass-customization of products, which as stated, is the process
of creating something unique to each individual. The overall objective of this thesis is to deter-
mine the feasibility of applying digital automation systems to the design of customized in-ear
devices from 3D scan data. Particularly, the methods and processes will be tested against a
custom-fit in-ear earphone design. This objective is subdivided into three goals:

1. The assessment and automation of current 3D scanning technology for the human ear.

2. The development of algorithms that automate the customization of in-ear devices rela-
tive to 3D scan data.

3. The verify of the automation algorithms through a case study of a custom-fit in-ear ear-
phone.

In order to customize a 3D in-ear device it is critical to be first able to digitize the area in a
realistic manner such that it can be further used for statistical analysis, and with automation
as the key criteria of this research, the process must be majority automated. Therefore, 3D
scanning must be optimized and further developed for this purpose. By digitizing the 3D
shape of the human ear it is possible to develop algorithms to perform similar actions to the
expert user which could automate the customization process. Following this, the customised
shape can be 3D printed to create a functional in-ear device shell. These stages are elaborated
in Figure 1.37.
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3D Ear
Scanning

Testing of
Available
Equipment

Design &
Testing

With automation as the key criteria, avail-
able systems are tested against levels of oc-
clusion, holes in data and surface detail

Taking the results of the testing, a system is
designed to envelope the automation theme,
taking into account the level of quality and
detail required

3D Data
Analysis

3D SSM

Through the literature review, the 3D SSM
was seen to be the key element for guiding
the customized deformation process

Customization
Algorithms

Using the gaps in the literature, the cus-
tomization algorithms are designed to use
the full 3D scan data as the guide for cus-
tomization

3D
Printing

Product Design
Using an in-ear earphone as the test case,
the process for applying mass-customization
using the algorithms and processes is shown

Manufacturing

From the studies of 3D printing, illustrate
how mass-customization and 3D printing are
aligned and the types of machines that can
be used

FIGURE 1.37: Thesis objectives split into the three main areas of 3D scanning, 3D
data analysis, and 3D printing.

1.3 Research Questions

In Figure 1.37, the three main areas of this thesis are 3D scanning, 3D data analysis, and 3D
printing. Each of these areas is further broken down into objectives that were determined to
be critical for mass-customization. For 3D scanning, an assessment of available technologies is
required to understand the level of automation available and the limitations in terms of level
of occlusion and detail in capturing the human ear. It should be noted that this assessment is
restricted to technologies that were available at the time and comprises two high end active
3D scanners and standard imaging cameras (see Chapter 2). By understanding the limitations
of currently available technologies it is possible to construct a system that will be optimized
for mass-customization.

A 3D statistical shape model (SSM) will form the basis for automatically customizing the
in-ear device. To construct a SSM, a database of 3D scans is required to analyze the variance.
As such, the 3D scanning system will be used to generate the required data that will be the
cornerstone for mass-customization. By understanding the gaps in current methods from the
literature review in Section 1.1, algorithms were developed that use the SSM as a guide for
which to deform a product design. In the final section, an in-ear earphone is designed to test
the mass-customization algorithms. Each of these sections aims to answer research questions
related to current gaps in the published literature and industry practice, in order to address
the novelty and importance of the outcome, as summarized in Table 1.4
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TABLE 1.4: Research questions to be addressed relating to the ability to 3D scan
the ear and the processes for applying the data to customization and direct 3D

printing.

!"# $%&'()"*'+ #'),$-$.$/0
!""#""$#%&'()'*+,,#%&'-.'
"*/%%0%1'"2"&#$"

3,(4("#'$("&'/+&($/&#5'-.'
"*/%%0%1'/44,(/*6

.#7#8(4$#%&'()'/%'/+&($/&#5'
-.'"*/%%0%1'"2"&#$

!4482'*6("#%'/44,(/*6')(,'-.'
99:

!%/82;#'&6#'-.'"*/%'5/&/'&('
/""#""'&6#'7/,0/%*#'0%'"6/4#

!4482'%(%<,0105'-.'"6/4#'
$/&*60%1'/%5'"&/&0"&0*/8'/%/82"0"'
&#*6%0=+#"

!5/4&'&6#'99:')(,'+"#'0%'4,(5+*&'
5#"01%

>"#'()'-.'$#"6'5#)(,$/&0(%'
&#*6%0=+#"'&('$(,46'&6#'4,(5+*&'
5#"01%

?#"#/,*6'/%5'*,#/&#'/'$#&6(5'&('
5#)(,$'&6#'4,(5+*&',#8/&07#'&('
&6#'99:@'A608"&'4,#"#,70%1'
(,010%/8'5#"01%')#/&+,#"

9*(40%1'"&+52'()'*(%"&,/0%#5'-.'
$#"6'5#)(,$/&0(%'&#*6%0=+#"

.#7#8(4'/81(,0&6$"'&6/&'*/%'
5#)(,$'B!.'5#"01%"'&('-.'"*/%'
5/&/

!4482'*(%"&,/0%#5'-.'$#"6'
5#)(,$/&0(%'+"0%1'&6#'99:'/"'/'
1+05#

.#"01%'()'/%'0%<#/,'5#70*#@'
4/,&0*+8/,82'0%<#/,'#/,46(%#

>"#'B!.'4,(1,/$"'&('5#"01%'/%'
#/,46(%#@'+"0%1'/7/08/C8#'
$(5#8"'/"'/'1+05#

.#&/08'/%2'80$0&/&0(%"'),($'&60"'
5#"01%'4,(*#""

D,($'&6#'*+"&($0;/&0(%'4,(*#""@'
/""#""'&6#'*($480*/&0(%"'(,'
80$0&/&0(%"

!"#$%#&'%$"'%()*)$#$)+,-.%/+&%0'-)1,.%2-),1%$")-%32-$+*)4#$)+,%5&+3'--612

!
"#
"$
%&
'
"(
)*%

+*,
*'

")
-%
.*
+%
/*,

0)
%'

,)
".
*1
02
)%
'
34
,)
3%
(*
%+
*3(
5"
,/
*.
"#
31
"2
*

+/
%'

*6
!
*2
1,
(*
.,
),

3'+'!3(,415'+)"$6+

!"#$%)-%$"'%*+-$%#55()3#7('%89%-3#,,),1%*'$"+0%/+&%$"'%'#&617

18

19

:+;%0+%;'%-$#$)-$)3#((<%#,#(<4'%$"'%/2((%89%-3#,%0#$#.%;)$"+2$%$"'%2-'%+/%
(#,0*#&=-6

:+;%0+%;'%2-'%#(&'#0<%/2((<%/2,3$)+,#(%>?9%0'-)1,-%#-%+55+-'0%$+%
5'&/+&*),1%$"'%5&+3'--'-%#/$'&%32-$+*)4#$)+,6

Question 1 revolves around a critical component of this research, using 3D scanning tech-
nology to develop a 3D database of human ears. Question 1 was derived due to the variation
in 3D scanning technologies and the complexities in 3D scanning the human ear. An outcome
of this question is a summary of 3D scanning technologies and a database for statistical anal-
ysis of the human ear. In terms of novelty, successful completion of research question 1 will
result in a completely automated method of 3D scanning the human ear, from capture to full
processing. However, it should be noted that the main focus of this research is the genera-
tion of the automation algorithms. The 3D scanning system is a necessity for the successful
completion of the following research questions.

Question 2 has been introduced due to the observation that variations in the human ear
have been taken either by hand or through the use of 2D images and presented in table form
(see examples in Table 1.1). However, by using a 3D database of human ears, captured from 3D
scanning equipment, it becomes possible to analyse and present this data in three dimensions.
The outcome of which is invaluable when designing devices which must adhere or conform
to highly varying topology.

Question 3 is related to the main objective of this research, which is the development of a
method for automatic customization of in-ear devices based on 3D scan data. 3D scan data, in
its raw form, consists of points in 3D space, however, by incorporating the SSM it is possible to
introduce consistency and guide the deformation of a pre-designed product. The methodology
for this is discussed in Chapter 4 and Chapter 5.

Question 4 aims to apply the mass-customization approach to an in-ear earphone design
and outline the advantages and limitations of the process in a realistic scenario. The method-
ology for 3D printing the custom-fit devices was discussed in Section 1.1.9, including types of
machines, materials, and limitations with a sample customized in-ear device in Chapter 6. It
should be noted, that the automation and development of the 3D printing technology is not a
goal of this thesis.
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1.4 Main Contributions

Through in-depth analysis of 3D scanning and automation systems the following contributions
to knowledge have been made and are discussed throughout the thesis.

1. Design and testing of an automated 3D scanning system for the human ear based on
low-cost multiple-camera photogrammetry.

2. Development of a 3D database of the human ear that can be used for SSM and anthropo-
metric analysis.

3. Development of a state-of-the-art framework for non-rigid Statistical Shape Model (SSM)
generation; circumventing the complications with currently available systems (outlined
in Chapter 4).

4. Development of a 3D mesh deformation based automation framework for design of
custom-fit in-ear devices that does not rely on prior knowledge of anthropometrics and
is completely automatic (detailed in Chapter 5).

1.5 Thesis Overview

This thesis consists of seven chapters that show the progression of the research. Due to the
broad nature of this research the thesis has been structured so as to assist the reader in under-
standing the overall goal of this research whilst maintaining a readable flow.

• Chapter 2: Determining the optimal 3D Scanning System for the Outer Ear
This chapter aims to illustrate the complexity involved in 3D scanning the human ear by
assessing various 3D scanning technologies and determining the optimal approach for
this thesis relating to the ability to automate the process, the occlusion/holes in the data
and achievable surface quality. It should be noted that accuracy is not assessed in this
case due to the complexity in generating ground truth, or digitally comparable, sample,
which is discussed and reasoned throughout Chapter 2 and Chapter 3

• Chapter 3: Design of a 3D scanning System for the Human Ear
From Chapter 2, the optimal 3D scanning approach has been selected and this chapter
develops the system that will 3D scan the human ear based on a set of predefined re-
quirements that are expected to be important for mass-customization, the reasoning for
which is discussed in Chapter 2.

• Chapter 4: Establishing the Base Variance using Statistical Shape Analysis
This chapter is a milestone for this research as it constitutes the basis for customization
that has been established. In this chapter, the methodology for generating a full 3D Sta-
tistical Shape Model (SSM) is discussed, resulting in, to our knowledge, the most detailed
3D SSM of the human ear to date.

• Chapter 5: Deformation Guides in CAD Designs to Streamline the Automation Process
In this chapter the methodology for adapting the automation system to various in-ear
device designs is outlined. It is shown that by manually defining regions on the 3D CAD
design that are deformable or rigid, it is possible to generate a range of different products
completely automatically.

• Chapter 6: Automated Customization of an In-Ear Device From 3D Scan Data
This chapter combines the knowledge in Chapter 5 and Chapter 6 to illustrate how to
use the SSM and 3D mesh based deformation to generate a completely customized in-
ear device from a previously unseen 3D scan.
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• Chapter 7: Discussion and Conclusions
In this chapter the mass-customization process is discussed, outlining the advantages
and detailing the limitations.





41

Chapter 2

Determining the Optimal 3D Scanning
System for the Outer Ear

From the literature review in Section 1.1, it was seen that several techniques are able to scan
the ear with varying levels of quality. However, there was no definitive answer to the research
question:

What is the most applicable method for 3D scanning the ear?

The purpose of this chapter is to select a 3D scanning technology that will be optimized
for this research. In industry, 3D scanners have been developed that can scan the ear canal
(Lantos Technologies, 2018) and all of the known research has focused on in-ear devices for
the ear canal (Sickel et al., 2011; Unal, 2010; Unal et al., 2011). While this is important for in-
the-canal hearing aids, it limits the system to being solely in the canal. With the variety of
in-ear devices discussed in Chapter 1, it is important to be able to reconstruct the outer ear
as well as the canal. Therefore, this research will focus on the 3D scanning of the outer-ear in
order to develop an automated customization framework for devices that fit to the concha (see
Figure 1.9). The remainder of this research will focus on methods for accurately and reliably
scanning the entire outer ear region, including behind-the-ear, and the entrance to the ear
canal.

A full overview of 3D scanning technologies and their applications to the human ear can
be seen in Section 1.1.7. To recap, there are two areas of 3D scanning which are explored in
this section, passive and active. Passive 3D scanning does not project a light source or pattern
onto the target and can be categorized as either multiple view approaches, or single view
approaches. Single view approaches rely on information sources such as shading, texture,
and focus and are known as shape from shading, shape from texture and shape from focus
respectively. Single view approaches are outside the scope of this research as they are typically
not practical in terms of robustness or speed or both (Pears et al., 2012). The main focus of this
research, for passive systems, is multiple view. With multiple view approaches the scene is
observed from two or more viewpoints, either by a single moving camera (structure from
motion) or multiple cameras stationed around the scene (multiple view stereo).

Active 3D scanning systems, on the other hand, are typically handheld systems that project
a pattern onto the target and record the distortion. To capture the entire object, the systems
have to be moved around the target object manually or can be synchronized to project and
capture from multiple views in succession. Alternatively, the active 3D scanning unit can be
mounted to a robotic arm system do which automates the capture motion and removes human
error from the process (Artec3D, 2015).

2.1 Qualitative Evaluation of 3D Scanning

In this chapter, the 3D scanning equipment is to be assessed qualitatively due to the lack of
a ground truth sample. This means that there is no common object by which to compare
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the different 3D scanning technologies. ISO 20685-2:2015 states that, "to verify or specify the
accuracy of body scanners, a calibrated test object with known form and size is used". This
means that an object of known dimensions, either 2D measurements or full 3D data, is used to
compare the 3D scanning equipment. For this research, the objective is to determine how the
systems perform in the 3D acquisition of the human ear, particularly the complex occluded
regions, not the achievable accuracy in the hardware, so a standard calibration object is not
sufficient.

After much research into the issue of quantitative assessment, it was determined that for
it to be applicable to this research the calibrated object should be a 3D ear. This means that a
highly accurate 3D scanning method, possibly magnetic resonance imaging (MRI), would be
used to digitize a 3D ear. This digital 3D model would then be 3D printed and scanned by
the active and passive systems. This would give a digital means by which to assess the 3D
reconstruction of both active and passive systems. However, after much consideration it was
determined that the 3D printed object would require full skin texture due to the limitation of
passive systems on the 3D scanning of textureless surfaces. At the time of this research, it was
not feasible to 3D print in full texture and access to an MRI machine was limited. Therefore,
it was determined that the assessment of the 3D scanning systems would be qualitative. This
was justified based on the understanding that the 3D scanning was developed as a means for
achieving customization and is not the main novelty of this research.

Quantitative assessment, where possible, is provided. For active 3D scanning systems, it
is known from the specifications that the achievable accuracy is 0.1mm. Whereas for passive
3D scanning systems, the accuracy is dependent on a number of factors including the image
quality, the placement of the cameras and the object being scanned. To provide a quantita-
tive means by which to assess the passive systems, the root-mean-square reprojection error
is provided which details how accurately the reconstructed 3D shape projects back to the 2D
images.

2.2 3D Scanner Requirements for Mass-Customization

In this chapter, the objective is to discover the most applicable 3D scanning method for mass-
customization. Applicability, for this research, is determined by the feasibility of the 3D scan-
ning system to fit within an automation system, meaning the capture and processing of the
data can be performed without expert interference. Applicability is also being determined by
the quality of the captured 3D data. Quality in this chapter is not a quantitative measure due
to the lack of a ground truth comparison but rather an evaluation of the captured detail and
the completeness of the data.

The following are the methods for assessment of the 3D scanning techniques and for the
capturing the data. Broadly, this consists of using a range of 3D scanners to scan the ear and
rate the performance against a set of critical parameters that were deemed important for mass-
customization. In order to correctly answer research question 1 (see Table 1.4), further explo-
ration into each technique was required. To objectively analyse each 3D scanning technique,
criteria of assessment are established here and will be used in the following section to deter-
mine the suitability of each scanning method for the human ear. These include quality and
scanning criteria.

Surface quality: For this purpose, the surface quality is determined visually by the overall
smoothness and similarity to the scanned object. While this is not a quantitative assess-
ment, due to the lack of a ground truth, it provides a means of comparison.

Holes/Occlusion: Holes can be identified as regions that the scanning system was unable to
reconstruct. Software is typically used to fill in these holes, however, this is undesirable
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for this research as it is an approximation of the surface and may not be an accurate
representation, and/or requires operator intervention. Holes in the data is linked to
occlusion, in that, it was most likely not reconstructed correctly due to occlusion.

Captured detail: This is similar to surface quality, however, is more related to the ability of
the 3D scanning system to reconstruct minor details with high resolution. For example,
a high level of detail would be given to a system that can reconstruct the hairs on the
human face. This is not critical to this research, of overall importance is the ability of the
3D scanning system to reconstruct critical details such as the inner ear region.

The scanning criteria were established based on the processes of acquiring the 3D data
and not the quality. These are related to the applicability of the system to fit within a mass-
customization system. They are as follows:

Scanning time: This is the time to acquire the entire region of interest. This is not including
the processing time and is related to the time it takes to start and stop the acquisition
process.

Ease of use: The ease of use criteria is subjective and can vary depending on the user’s
expertise, however, for this research the ease of use is determined as the simplicity in
acquiring the data and not the use of the accompanying software as each 3D scanning
system will typically have its own software package.

Processing time: The processing time is the time taken to make the 3D data usable for the
purposes of this research, which includes 3D reconstruction, noise removal, cropping the
region of interest, and making the result watertight, meaning there are no holes in the
data.

Automatability: This is the percentage of the process that can be automated. It is known
that 3D scanning involves a majority of steps including the acquisition of the data and
the processing of the data into the 3D reconstruction. The ability of any of these processes
to be automated is advantageous to the overall goal of this research.

Using this criteria, both passive and active systems are tested against a human ear.

2.3 Passive 3D Scanning

Structure from motion (SFM) is the simultaneous recovery of 3D structure and camera pose
(position and orientation) from image correspondences typically taken from a single moving
camera, but can also be applied to multiple cameras (Pears et al., 2012). There are three critical
areas of SFM:

Correspondence: Which pixels between images are deemed to be the same point from differ-
ent viewpoints.

Motion and reconstruction: Determination of camera motion, pose, and the reconstructed 3D
position of the observed points.

Segmentation: Removal of dynamic objects in the scene or the highlighting of the region-of-
interest.
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The main difficulty with all passive 3D scanning systems is the correspondence problem,
which is typically viewed as a search and retrieval, i.e. for a point in the reference image, where
is the corresponding point in the target image. This is especially difficult when considering the
human ear or to be more specific, human skin. This is due to the fact that human skin has a
low texture, meaning the colour does not vary much within a given area. SFM has typically
been applied to building or landscape reconstruction where there are clearly defined areas and
multiple textures that are relatively simple to track. However, when considering the human
ear, there are several areas of similar texture that can be difficult to track, as illustrated in
Figure 2.1.

FIGURE 2.1: Variations in the shape of the human ear, and a sample of the texture
taken from multiple keypoints. Each keypoint has a 4 pixel diameter that shows

the similarity in texture between regions around the ear.

It is clear from the images in Figure 2.1 that the passive reconstruction of areas with low
texture is difficult. However, as discussed in Section 1.1.7, the use of feature description and
advanced reconstruction algorithms has successfully reconstructed the ear. For a full overview
of passive 3D imaging please review Section 1.1.7.

2.3.1 Equipment and Experimental Setup for Passive Imaging

To assess the passive reconstruction method, the following equipment is used:

Camera: Canon 1200D DSLR

Ring Light: Voking LED macro ring light

Software: Agisoft PhotoScan

The Canon 1200D DSLR is an entry level camera with an 18MP APS-C CMOS sensor which
equates to an image resolution of 5184×3456 pixels. The Canon 1200D is equipped with an 18-
55 mm lens and an aperture range of 5.5 to 22. The 18-55 mm focal lens provides the capability
to test the range of distances that the data can be taken, optimally the distance should be
minimal to ease the process of acquiring the data. Agisoft Photoscan is a stand-alone software
product that performs photogrammetric processing of digital images and generates 3D spatial
data (Agisoft, 2006).

To capture the data, the participant is sat in a chair. 15 images are then captured to form
the full viewing sphere of the participants right ear. A selection of the captured images and
the position of the cameras can be seen in Figure 2.4 and Figure 2.6 respectively.
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2.3.2 Critical Imaging Parameters for the Passive System

Prior to testing the passive system, the following parameters must be assessed in order to
ensure that the output quality is optimal. From Section 1.1.7, the results achieved in the litera-
ture were discussed, however, the imaging parameters used were not discussed. As different
combinations of imaging parameters produces highly varying results, it is important to ad-
just them to fit the environment and scanning object. Lighting conditions are the most crucial
and the imaging parameters in Figure 2.2 must be adjusted to compensate for environmental
and shooting conditions. The goal of this adjustment is to produce an image that is sharp, i.e.
contains no blurring due to depth-of-field issues, and has even light distribution.

FIGURE 2.2: The exposure triangles: Changing the ISO, aperture, or shutter
speed can impact the image quality (Gray, 2018).

These three parameters are known as the exposure triangle and determine how light or
dark an image will appear when it’s been captured by the camera. The aperture is the diameter
of the hole by which all light must pass through before reaching the image sensor. The bigger
the hole, the more light that reaches the sensor. Aperture is quantified as an f-stop and is a
ratio that relates to the size of the opening (Gray, 2018).

The shutter speed is how long the image will be exposed for, or how long the shutter
will remain open to allow light to enter (Gray, 2018). Care must be taken when the target
is dynamic as a slow shutter speed will result in blurring. As the target for this research is
a seated individual the shutter speed does not have to be set to the fastest which will allow
for a smaller aperture to give a larger depth-of-field without losing light intensity. The final
parameter is the ISO, and it controls the sensitivity of the camera’s sensor to the given light.
Higher values of ISO mean the sensor does not need to collect as much light to reach the
desired exposure, and vice versa for a low ISO. However, care must be taken as at higher
ISO values there is a significant amount of noise or grain introduced in the image (Mansurov,
2018).

The combination of these parameters creates the depth-of-field, which refers to the range
of distances that appears acceptably sharp. Or, in other words, it is the farthest and nearest
points which are in acceptable focus. This is crucial for passive 3D imaging as feature or
intensity correspondences are key. Therefore, sections of images that appear blurred will be
unreliable for matching.
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All DSLR cameras available have an automatic mode which aims to select the best parame-
ters for the scene based on some metrics, however, this can be unreliable when using multiple
views as the image parameters may not be the same across all images. For this research, the
image parameters are set manually through iterative assessment of the image quality. This
means that a captured image is assessed based on whether the target area is sharp and has
a sufficient depth-of-field and that there are no shadows present. For the acquisition of the
images in this chapter, the imaging parameters were selected as; an ISO of 1600, an aperture of
8, a shutter speed of 1/200, and a focal length of 47.

2.3.2.1 Removing of Shadows

A disadvantage of passive 3D scanning systems is its sensitivity to environmental conditions.
As discussed in Section 1.1.7, passive 3D scanning systems rely on correspondences between
consecutive frames of the same object. Therefore, changes in lighting or colour can affect the
overall reconstruction. In particular, if shadows are present on the target object they will be
reconstructed as flat surfaces. To improve the overall reconstruction process for passive sys-
tems the environment must be controlled. To accomplish this, lighting equipment is used to
illuminate the scene. Particularly, a 135W lightbox was placed near the target to ensure that
there was sufficient diffuse lighting for the scene.

To ensure that there were no shadows in the view of the camera an 18 LED ring-light was
used. A ring-light is a piece of equipment that is placed around the front of the camera lens
and illuminates the scene. The effectiveness of the ring-light is in reducing the shadows in the
field of view of the camera. Figure 2.3 shows examples of the image quality under the different
lighting conditions.

(a) Without back-
ground lighting

(b) With lightbox (c) With lightbox
and ring-light

FIGURE 2.3: Variations in image quality as a result of environmental changes
with the introduction of a lightbox and a ring light

From the images in Figure 2.3, it can be seen that by using appropriate lighting equipment,
a uniform and shadow free environment was created for passive 3D scanning. When a small
aperture is used with the camera it limits the amount of light that can enter but also increases
the depth-of-field. Therefore, significant external lighting is required to ensure adequate image
quality. In Figure 2.3 (a), it can be seen that at an aperture of 8, an ISO of 1600 and a focal
distance of 47 mm the light is not sufficient to capture the image. It should be noted that
these images were taken in a room with overhead fluorescent lighting and no external ambient
lights. Figure 2.3 (b), introduced a lightbox to the side of the camera to create sufficient diffuse
lighting. However, due to the angle of the lighting relative to the camera, a shadow was
formed in the inner-ear region. Figure 2.3 (c) shows the scene with a lightbox and a ring-light.
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As can be seen, there are no visible shadows in the scene relative to the camera viewpoint. As
the ring-light is mounted on the front of the camera lens, all objects in the field-of-view of the
camera are practically free from shadow, which is an ideal scenario for passive 3D scanning.
However, care must be taken to not over-saturate the scene.

2.4 Active 3D Scanning Systems

Active 3D scanning, contrary to passive, projects a light source onto the target and measures
the deformation. Both active and passive 3D scanning systems are based on the same principle,
intersecting light rays in 3D space. However, active systems typically replace one camera of a
passive system with a projection device, which can be a digital video projector or a laser.

From Section 1.1.7, it was discussed that laser systems have been primarily used for the
reconstruction of ears. It was determined that due to the relatively slow nature of the systems
and quality of the results seen in the literature, that area based 3D scanners would be tested
for the ear. Specifically, two variations of area-based 3D scanners are used to determine the
validity of active approaches for the human ear.

Structured Light 3D Scanner: Creaform Go!Scan G1 (Creaform, 2012)

Structured Light 3D Scanner: Artec Eva (Artec, 2012)

The Creaform Go!Scan is a white light (LED) 3D scanner that can capture with a resolution
of 0.5 mm and an accuracy up to 0.1 mm. The Artec EVA, on the other hand, has the same
resolution and accuracy, but also has a working distance between 0.4-1.0 m with a field of
view of 214×148 mm at its closest range. Contrary to the Creaform, the Artec EVA uses a flash
bulb as opposed to an LED for its structured light source.

2.4.1 Experimental Setup for Active 3D Scanning

Similar to the process in Section 2.3.1, the participant is sat in a chair and the active systems
are manually moved around the participant’s ear until the desired region is covered. One of
the advantages of the active systems is the continuous feedback during the scanning process,
this gives the user an understanding of the acquired surface. Compared to the passive system,
it is not known until the data is processed whether enough images have been taken.

2.5 3D Scanning Results

By performing the process discussed in the previous section, the following results were ob-
tained.

2.5.1 Structure From Motion

To acquire the images the Canon 1200D was used to capture 15 images of a participant’s ear.
As this is only to test the viability of the SFM process the resolution of the images is not of
critical concern. To capture the images, the camera was placed at 15 different positions to
around the participants right ear. The sequence to capture the images took approximately 1
minute, however, it should be noted that should 15 cameras be used simultaneously then the
capture would be instant.
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FIGURE 2.4: Sample images from the structure from motion process. Showing 4
out of 15 images.

Agisoft PhotoScan Pro was used to process the images into a 3D reconstruction. The result
of this process can be seen in Figure 2.5 and Figure 2.6. Figure 2.5 shows the recovered camera
positions from the SFM process.

FIGURE 2.5: Camera positions recovered from Agisoft PhotoScan Pro using the
captured 15 images. The blue plane is representative of the position and angle

of the camera.

As can be seen in Figure 2.5, the camera positions cover the majority of the viewing angles
for the participants ear. It is possible to gain even more detail in the images through the addi-
tion of more viewing angles, however, this proves sufficient to illustrates the applicability of
SFM to the reconstruction of the human ear.
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FIGURE 2.6: Result from SFM reconstruction. The process has produced the
overall shape, however, there is a lack of detail in the result.

The 3D reconstruction process took approximately 11 minutes. This includes matching
points between images (1 minute 44 seconds), aligning the cameras (7 seconds), dense recon-
struction (3 minutes 20 seconds), mesh generation (3 minutes 32 seconds) and texture gener-
ation (1 minute 57 seconds). It should be noted that texture generation is optional and not
a requirement for the proposed customization approach. The overall output quality is a wa-
tertight mesh consisting of 524,452 faces and 264,259 vertices. The root-mean-square (RMS)
reprojection error is 1.4 pixels.

2.5.2 Artec EVA

To capture the participant’s ear the system was held at the optimum distance, as determined
through software feedback which is between 400-600mm. The system was then gradually
moved around the participant’s ear, capturing different angles to try to minimize the occlusion.
It should be noted that it is difficult to maintain a similar scanning path between consecutive
3D scans due to human error.



50 Chapter 2. Determining the Optimal 3D Scanning System for the Outer Ear

FIGURE 2.7: Ear reconstruction from the Artec EVA, showing three views of the
output mesh

From the Figure 2.7, it can be seen that the surface quality is excellent, however, there
is a substantial amount of occlusion and holes in the data that would need to be repaired
manually. The output mesh had a density of 194639 faces, however, this is not an accurate
measure of quality. The scanning process took approximately 10 seconds and the output seen
in Figure 2.7 did not require any extra process as the system was able to reconstruct the mesh
in real-time. Of particular interest to this research is the inner ear region, which the Artec EVA
was unable to scan, therefore, limiting its application to this research (see Figure 2.8).

FIGURE 2.8: The inner ear region as captured by the Artec EVA

It should be noted that it may be possible to acquire this region if the Artec EVA is po-
sitioned at a certain angle. However, in terms of automation, it is difficult to constrain this
process to ensure that the inner-ear region is consistently scanned. The robotic method by
Artec3D (2015) would potentially be a solution to this problem, however, the cost is substan-
tial.
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2.5.3 Go!Scan

To fully test the structured light approach, the Creaform Go!Scan G1 was tested which follows
the same principle as the Artec EVA. Contrary to the Artec EVA, the Creaform Go!Scan G1 re-
quires a calibration procedure to be performed when the system has been left idle or powered
off. To calibrate this system, a checkerboard pattern was captured at different distances and
angles. The resultant 3D scan can be seen in Figure 2.9

FIGURE 2.9: 3D scanning result from the Creaform Go!Scan, the desired area is
marked in black.

Tracking was a serious issue using the Go!Scan as several attempts were required to obtain
the data. This could be a limitation of the system as it has a part size range from 50mm to
500mm and a scanning area of 143x108mm, which the ear is just below.

2.6 Discussion

This initial exploration clearly identified the advantages and disadvantages of the two tech-
niques. The overall results can be seen in Table 2.1 and the reasoning behind the marking is
discussed in the following sections.
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TABLE 2.1: Comparison of 3D scanning technologies relative to the established
criteria. Each criteria is weighted with relevance to this research. Weights are
from 1-3 and the score is from 1-5 where 1 is a low score and 5 is the highest

score.

Quality Criteria Scanning Criteria

Totals
Surface
Quality

Holes/
Occlusion

Captured
Detail

Scanning
Time

Ease of Use
Processing

Time
Automate-
ability

Weights 2 2 1 3 2 1 3
Passive SFM 3 5 4 5 5 2 4 59

Active
Artec EVA 5 3 4 5 5 4 2 55

Creaform Go!Scan 5 1 2 5 5 4 2 49

The criteria are weighted as they do not have the same relevance to this research. The
weights are in the range 1-3, where 1 is normal and 3 is extremely important. Time to scan
and automate-ability were given a weighting of 3. This was deemed acceptable as the process
must be fast enough to deal with the dynamic nature of the human body. The automate-ability
is also critical to this research and was deemed important to the success of the overall goal.

Ease of use, holes/occlusion, and surface quality were given a weighting of 2. As the scan-
ning process must be used to scan hundreds to thousands of individuals it was deemed impor-
tant that the process be simple. Holes/occlusion is important to this research as the resultant
data must be usable and of sufficient quality for customization and automation. The process-
ing time and capture-able detail were deemed to have normal importance. The processing
time was given a weighting of 1 as it is not of critical importance. As the processing of 3D scan
data is highly computational intensive, reduction in processing time can be achieved through
high-end processors or even cloud computing. Captured detail was also given a weighting of
1 as it is not critical to the end goal of this research, captured detail is referring to the resolution
obtained, for example, reconstructing the hairs on the individual’s face. Of higher importance
is the surface quality and not the capture-able detail.

The individual processes are then rated from 1-5, where 1 equates to a poor performance
in that area and vice versa for the higher values. The following section will now discuss each
scanning technique against the criteria of assessment in order to justify the marking in Ta-
ble 2.1.

2.6.1 Structure From Motion (SFM)

The SFM approach successfully output a 3D reconstruction of the participants ear. With re-
gards to the criteria of assessment, the goal is to assess this process against the surface quality,
holes/occlusion, and captured detail.

2.6.1.0.1 Surface Quality: The surface quality from the SFM process is average. Surface
quality, for this research, is a subjective measure which is defined as the similarity to the tar-
get object and perceived noise level in the data. It is possible to test the surface quality on a
quantitative level by using a ground truth comparison which is scanned and then compared
digitally. However, this was not possible for this research due to limitations in available ob-
jects. Analysing the result in Figure 2.6, the surface is rough in certain areas and not consistent
with the target surface. This can be said to be a limitation of the passive 3D reconstruction
algorithms. However, the data taken was not completely optimized and was merely a test of
the process.

2.6.1.0.2 Holes/occlusion: There are no visible holes in the output, however, there is a rel-
atively high level of noise particularly in the inner ear region. This could be due to partial
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occlusion from a lack of images in that particular region or a combination of the imaging pa-
rameters. By increasing the resolution of the images the inner ear region it is more likely to be
reconstructed due to the increase in available information. One of the advantages of SFM is
the ability to add or remove images as necessary, making the system highly modular.

2.6.1.0.3 Captured detail: The captured detail is a measure of the accuracy to the target
surface, i.e. the visibility of a hair in the reconstructed mesh. For the SFM approach, the level
of detail was deemed medium with the system able to reconstruct the complex external ear
region with the majority of noise only in the internal ear. Of important to this research is that
the captured object be occlusion free, and from the results in Figure 2.6 it can be said that the
multiple view approach of SFM presents a potential solution to this problem.

Overall, it can be seen that for the quality criteria the SFM has delivered average perfor-
mance. It should be noted, however, that this was a simple test of the process without op-
timization of the imaging parameters and manual motion of the camera. By optimizing the
imaging parameters and acquisition process the overall reconstruction should improve. For
the scanning criteria it is also necessary to assess the process based on time to scan, ease of use,
processing time, and automatability.

2.6.1.0.4 Scanning time: The system was relatively efficient in capturing the data, taking
approximately 1 minute to capture the full ear. However, manually moving the camera can
affect the repeatability and quality of the images due to human error in the positioning and
motion of the camera. The advantage of SFM with regards to the scanning time is the expand-
ability of the systems without affecting the overall scanning. Adding a second camera would
not increase the scanning time, and by using multiple stationary cameras the scanning time
could be effectively instantaneous.

2.6.1.0.5 Ease of use: The ease of use parameter, to reiterate, is not a function of the use
of the software but capturing of the data. The SFM process therefore has a very high ease of
use, using standard cameras that the majority of users would be experienced with. However,
while the use of the camera itself is simple, the knowledge required to set up the imaging
parameters can dramatically affect the overall scanning quality and creates a difficulty with
using the approach in different environments. If the system is moved from one environment
to another it may be necessary to reconfigure the imaging parameters.

2.6.1.0.6 Processing time: The processing time was slow compared to the real-time active
systems with the results in Figure 2.6 taking approximately 11 minutes to fully process. While
this time is significant it should be noted that this is dependent on the computing power avail-
able, and can be reduced depending on the number of images required for processing. The
SFM approach must calculate matching features between images, on average the technique
calculates from 20,000 to 100,000 features per image and aims to match them with the images
deemed acceptably similar. Therefore, for each image there is a significant amount of pro-
cessing required to generate the camera positions and alignment. After the process the dense
reconstruction is calculated which takes the output from the previous process and outputs
a high resolution reconstruction. This is a pairwise process which calculates a depth-map for
each image pair deemed matching. The combination of these approaches is the main computa-
tionally intensive resource and is not easily overcome. However, with advances in processing
algorithms and the use of cloud computing it is possible to do these high intensity calculations
relatively easily.
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2.6.1.0.7 Automatability: The automatability parameter is strictly relevant to this research.
The aim of this research is to automate the process of customizing in-ear devices. Therefore,
it is desirable that the scanning process also be automated. The SFM process is applicable to
automation, meaning that the acquisition and processing can be performed using algorithms.
The SFM software provides an interface for plugins that can be used to automate the process-
ing of the images and outputting the mesh. With the steps for processing the raw images into
a 3D model remaining the same it allows for simple scripting to perform the same operation
for new data. This is dependent on the consistency in the process and the variation in image
quality that may be seen.

Overall, the SFM process scored very well across the criteria of assessment and the resul-
tant 3D mesh seen in Figure 2.6 is comparable in quality to that of a high-end active 3D scan-
ning system seen in Figure 2.7 which illustrates the power of passive approaches given that
the reconstruction was performed with a single camera. The main concern remaining with
SFM is its application to scanning different textures relating to variations in skin tone. From
the known published literature in Section 1.1.7 there are no references to the 3D scanning of
different textured skin using passive 3D scanning and is therefore a remaining area of research
required, which will be assessed in Chapter 2. Given that the algorithms successfully output a
3D reconstruction of the ear, it is now viable to invest time into fully optimizing the system.

2.6.2 Structured Light 3D Scanner

Similar to the SFM process, the active 3D scanning systems were assessed against the same
criteria.

2.6.2.0.1 Surface Quality: For active systems it was seen that the surface quality was very
high and representative of the target shape. As the system projects a pattern on the surface
it can be said to record the true shape, whereas, the passive 3D scanning systems approxi-
mate the shape by matching features between frames. The active systems therefore scored the
highest in terms of surface quality.

2.6.2.0.2 Holes/occlusion: Both active 3D scanning systems had consistent holes in the in-
ner ear region, which is not desirable as the inner ear region is the main interest of this research.
It should be noted that only a single pass was performed to capture the data. It can be said
that if the system was at a specific angle it may have been able to capture the inner-ear data.
However, it seems likely that the inner-ear may span a range of sizes and positions that is not
possible for the majority of active 3D scanning systems to capture due to the projection angle.
As active 3D scanning system are continually improving, this limitation may be overcome in
the near future. However, the issue stands for the systems that were tested.

2.6.2.0.3 Captured detail: The active systems captured the highest detail out of the 3D scan-
ning approaches which was anticipated due to the projection of a pattern onto the target sur-
face.

Overall, the active systems scored very high on the quality criteria. However, their inabil-
ity to scan the inner-ear region limits their applicability to this research. It should be noted,
however, that if the projection and camera of the active 3D scanning systems was specifically
designed to be applicable to the inner-ear region, then the output quality would be very high.
In terms of processing criteria, the active systems must be assessed on time to scan, ease of use,
processing time, and automatability.
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2.6.2.0.4 Scanning time: The active 3D scanning systems were able to scan the data at a
much faster rate than the SFM approach, taking approximately 8 to 10 seconds. It should
be noted that one pass of each technique was performed, and the time is dependent on the
expertise of the user. In practice, the active 3D scanning systems typically require multiple
passes or a highly experienced user to fully reconstruct the area.

2.6.2.0.5 Ease of use: Similar to the SFM approach, the active systems are rated on the ease
of use of acquiring the data not use of the software. The acquisition process for both active
systems involved the pressing of a button to start the process and pressing the button again to
stop the process. However, contrary to the SFM approach, the active systems reconstruct the
data in real-time. To do this, the systems must track the 3D position of the target which can be
subject to to loss of tracking depending on the complexity of the surface and the expertise of
the user.

This was a severe issue with the Creaform Go!Scan which required multiple trials in order
to output a successful pass. This was not an issue with the Artec EVA, and can therefore be
said to be a function of the reconstruction algorithms and not the scanning process. The loss of
tracking hinders the ease of use of the system and the necessity to redo the scanning process is
undesirable for this research.

2.6.2.0.6 Processing time: As discussed previously the active systems were able to recon-
struct the data in real-time. The output of this process can be seen in Figure 2.7 and Figure 2.9.
By their nature, active systems reconstruct the entire field of view, therefore there will always
be unwanted or redundant data in the scan that must be removed. Contrary to the SFM pro-
cess, there is no process to automate this. To take the reconstructed data and output a usable
mesh the result must be manually segmented, which depending on the software or experience
level of the user, it can take 5-10 minutes. Automated approaches could be constructed based
on the principle of detecting keypoints on the surface and using them to guide the segmenta-
tion, however, this would introduce unwanted complexity in the process.

2.6.2.0.7 Automatability: The active 3D scanning systems that were tested are handheld
3D scanning systems that rely on manual motion to capture the desired data. It is possible to
automate the motion process using robotics (Artec3D, 2015), however, the cost of the robotics
may outweigh the advantage of the automation. Similar to SFM, it is possible to place multiple
active systems around the target object. However, the systems must be synchronized to cap-
ture the data successively as the simultaneous projection would cause destructive interference.
With the cost of active systems being in the range of $15,000-30,000, multiplicity of the systems
is a considerable cost. Another limit of the active approach is the difficulty in automating the
processing of the data. The automatability for active 3D scanning systems is therefore low.

Overall, the active 3D scanning systems performed very well and achieved a very high
surface quality, however, both systems suffered from holes, particularly in the inner-ear region.
The output data consisted of 200,000 faces, which is a very dense 3D mesh. However, much of
the detail is outside the region of interest and therefore limits the applicability of the systems
to this research.

2.6.3 Comparison of scanning technologies

To compare the 3D scanning technologies it is important to reiterate the purpose of this re-
search, which is, to automate the manufacturing process of custom fit products. To fully ac-
complish this, the 3D scanning process must also be automatable. While not a direct goal of
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this research, it is important to the overall concept that the process be free from a need for
expert users.

From the initial experimentation in Figure 2.6, it was seen that the passive system had an
average surface quality with considerable noise in some areas and a comparably high process-
ing time. However, the process can be highly automated and can be said to be future proof.
This means that the systems can be easily and cost effectively adapted to future improvements.
With new cameras the overall quality will be improved. Also, improvements in algorithms can
be directly applied to the process. The passive nature of the system allows for modularity in
the capture of the data, making it possible to use a single moving camera or multiple stationary
cameras positioned around the subject. The active 3D scanning systems, on the other hand,
exhibited very good surface quality, highly representative of the target shape, and had a very
low processing time with the data being reconstructed in real-time. The remaining processing
involved simple, but time-consuming, segmentation of the region-of-interest.

From the results in Table 2.1, it can be seen that SFM was awarded the highest overall
score, achieving its highest marks in automatability, scanning time, and holes/occlusion. The
active approaches, on the other hand, scored their highest marks in surface quality, captured
detail, scanning time, and ease of use. Comparatively, SFM was given a higher value in
holes/occlusion due to its ability to reconstruct the data from as little as two image frames.
This allows for occluded areas to be more easily accessed. Active systems, on the other hand,
have to project a pattern at a certain angle which restricts the areas that can be scanned as the
projector and camera are rigid and therefore can only reconstruct areas that simultaneously
fall within the view of both the camera and the projector. SFM also scored higher in automata-
bility due to its ability to automate the processing of the data, which is highly applicable to
the end goal of this research. The active systems were not able to be automated unless auto-
matic segmentation algorithms were developed, which was deemed outside the scope of this
research. The active systems scored higher in surface quality as they achieved a very good
approximation of the surface. However, by optimizing the SFM process the surface quality
could potentially be comparable to the active systems. Optimization in this sense, is the use of
higher resolution images and controlling the overlap between consecutive images so the entire
ear region can be scanned without occlusion. Therefore, the following chapter describes the
development of a custom 3D scanning system based on the principles of SFM.

2.6.4 Further Research

The testing and evaluation described in this chapter have given an understanding of the appli-
cability of active and passive systems to the 3D scanning of the human ear. However, during
this processes several issues were discovered that need to be further assessed in the following
chapter. These difficulties include, dealing with human hair, variations in skin colour, and
controlling motion, data capture and data processing.

Dealing with human hair:From this testing process it was discovered that 3D scanning has
a particular challenge with human hair. To understand this problem it should be noted
that human hair is not only on the outer surface but also present in the ear-canal, partic-
ularly with older people. External hair, such as from the scalp, can be removed from the
scanning process using a simple hair net, however, for hair in the inner-ear this is a much
more difficult problem. It is not possible to mask this hair in the data and if it remains
in the scanning process it may resolve itself as bumps or sharp regions in the inner-ear,
which is a problem for the application to this research.

Variations in skin colour: In the above testing a caucasian skin color was used due to the
availability. However, in the literature in Section 1.1, there has been no discussion of the
performance with people of darker complexion. It is known that active systems have
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difficulty in reconstructing regions of black colour, due to the absorption of the projected
light. There has also been no known published research on using passive systems for
varying skin tones. Therefore, this must be tested in the following chapter.

Controlling motion, capture, and processing: From the testing it was determined that the
SFM method was most promising for further exploration. This decision was based
largely on the grounds of the modularity and automation capabilities of the system. The
following chapter will explore how to control the motion, capture and processing of the
SFM system.

2.7 Conclusion

The aim of this chapter was to assess 3D scanning techniques against a set of criteria in order
to answer the research question:

What is the most applicable method for 3D scanning the ear?

It was seen that both active and passive 3D scanning system were successful in recon-
structing part of the human ear with advantages and disadvantages. The passive 3D scanning
system reconstructed the overall shape but lacked detail in some key areas. Whereas, the ac-
tive 3D scanning system was not able to scan the inner-ear region but the remainder was in
very high quality. By analyzing each technique with the established criteria it was seen that the
passive 3D scanning was deemed more applicable to the overall goal of this research. How-
ever, there are still several areas in the SFM process that must be improved in order to fully
answer the above research question, including improved surface quality, processing time, and
data capture. The remaining improvements will be addressed in the following chapter and the
resultant data will be shown to fully answer the above research question.
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Chapter 3

Development of a 3D Scanning system
for the Ear

In the previous chapter it was seen that SFM was the most appropriate 3D scanning system
for the human ear due to its flexibility in capturing the data, lack of occlusion, and ability to
be automated. However, the result seen in Figure 2.6 is not sufficient for this research, but
requires optimization of the imaging parameters and the acquisition process. This chapter
illustrates the design, prototyping, and testing of an improved 3D scanning system following
the passive SFM approach.

3.1 Requirements for the 3D Scanning System

It was outlined previously that to be applicable to this research the 3D scanning process must
be consistent, fast, and automated. With the overall goal of this research being to automate the
process of manufacturing custom-fit products, removing the need for a trained expert is es-
sential. A fast scan time was deemed necessary due to the dynamic nature of the human body.
However, to our knowledge there has not been a quantitative limit proposed in the literature
and therefore it will be set to a maximum of 10 seconds per scan. This should be sufficient to
gather the necessary data while also limiting the motion artefacts in the results. Automation is
the key requirement here; with the goal being overall automation of the customization process
it is beneficial that the scanning process be highly automated. It should be noted that the scan-
ning system is being developed as a means to automate the customization of in-ear devices
and is not the main novelty of this research. Due to the inability of available 3D scanning sys-
tems to reconstruct the human ear (see Chapter 2, a custom system is required. The following
section discusses the proposed system design that aims to achieve these requirements and is
split between the design of the motion system, the electronics, and the calibration respectively.

3.2 Motion Design for the 3D Scanning System

To begin the design of the system it is necessary to reiterate the overall scanning requirements,
i.e. what is it that we want to achieve with the custom build 3D scanner. To be applicable to
this research, it is necessary to scan the ear in full, meaning behind-the-ear and the inner-ear
region. Therefore the 3D scanning system must be capable of viewing and reconstructing the
full ear, the required viewing area is highlighted in Figure 3.1.
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FIGURE 3.1: Capture Area: The target within the green area is the focus for this
research and requires segmentation from the full result.

(a) Front View (b) Rear View

In Chapter 2 the capture of the data was manual, meaning that the user moved the camera
to a start position, controlled the motion during the capture, and then triggered the end. This
process, while simple, cannot be deemed repeatable as variations in the start and end point will
create more or less data. Also, during the capturing process it was observed that consistently
moving a camera from one point to another is not a simple task for a human, there will always
be variations in the captured data, whether this is due to human error in camera positions or
variations in the path of motion. Therefore to establish repeatability in the scanning process
it is required to control the motion and the capturing of the data using electro-mechanical
systems. By controlling the motion and capture parameters it also allows the user to control
the speed, however, there will be a limit to what can be accomplished as a faster scan time will
lead to less data due to the limited frame-rate of standard DSLR cameras.

It has been determined that to automate the scanning process, the motion and capture must
be controlled. One could do this by mounting a camera onto a robot arm and constructing a
virtual path, however, the cost of the robot arm limits its applicability to low-cost manufactur-
ing. In photography there is a piece of equipment known as camera dolly (see CameraGrip
(2017) for examples), which is used to provide a smooth motion for capturing time-lapse im-
ages or videos. This is achieved through the use of smooth rails rails which the DSLR camera is
mounted on, and the motion is provided manually or electro-mechanically. A manual system
can be seen in Figure 3.2 (a) and motorized system in Figure 3.2.
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FIGURE 3.2: Camera Dolly: Used to provide smooth and controlled motion to a
mounted camera.

(a) Manual Motion (b) Motorized Motion

Linearity in the motion is not desirable, as per Figure 3.1, it is required to capture the region
behind the ear. If this were accomplished using only linear motion the distance would be so
large that the target may move out of focus, as illustrated in Figure 3.3 (a). In order to keep the
image consistently sharp, the camera should remain at a constant distance from the target. To
achieve this the camera rail should be curved, as seen in Figure 3.3 (b).

FIGURE 3.3: Showing the different focus caused by linear motion. Due to the
distance of the cameras this would cause blurring

(a) Linear Motion (b) Curved Motion

By using a curved rail it constrains the motion to a set path which is ideal for instilling
repeatability in the process and also for maintaining consistency in the results.

3.2.1 Rail design for the motion constraint

With this concept in mind it is now necessary to design and manufacture a curved rail. To
achieve this the concept was designed in 3D CAD software and manufactured using 3D print-
ers. It should be noted that, to the best of our knowledge, there are currently no available
motorized curved camera dollys. The few curved systems available are purely manual and
typically very expensive, an example of which can be seen in Figure 3.4 .
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FIGURE 3.4: Curved camera dolly: Manufactured from aluminium and typically
manual.

The rail consists of a curved track to guide the cameras, a platform on which to mount
the cameras, and wheel bearings that will provide the smooth motion of the platform along
the track. Wheel bearings are standard components, therefore, the platform and rail were
designed around 18 mm radial wheel that are 5 mm thick. The necessity for controlled motion
created a difficulty when designing the curved camera dolly. The majority of available linear
motorized camera dollys use a belt driven system where a motor is placed on the platform or
at the start point and the platform is moved using the belt drive, as seen in Figure 3.2 (b).

The design used in this research aimed to adapt the curved system in Figure 3.4 with the
motorized system in Figure 3.2 (b). To transmit the motion to the platform it is proposed to
place a motor on the platform, behind the camera system, and to secure the pulley on each end
of the rail. Contrary to Figure 3.2 (b), it is not possible to mount the motor at the end of the
system as the curvature would cause the belt to interfere with the platform. By mounting the
motor on the platform it increases the overall weight but also allows for a higher weight to be
pulled. The rail in Figure 3.5 is the conceptualization of this process.

FIGURE 3.5: Curved rail concept: Similar concept to the mechanical curved rail
but has components for adapting motorized control.

The radius of the rail is 150mm, this was chosen due to the minimum focal distance of the
cameras, this distance could be reduced by using macro lenses , however, it is sufficient for the
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purpose of this research. The total arc length of the rail amounts to 540mm. Manufacturing
of the rail posed a difficulty due to the overall size and curvature. It was not possible to use
standard manufacturing methods to create this rail as it would cause a significant amount of
waste material and therefore be highly expensive. In order to manufacture the rail, the use
of 3D printing technology is ideal. However, due to the limited size of available 3D printing
machines, it was decided to split the rail into several parts and then assemble them afterwards.

To split the rail, the arc was divided into 4 evenly spaced sections and mounting holes
on both sides and underneath were added. Each section was then 3D printed using PLA
plastic, which was chosen due to the ease of printing and the overall size of the parts. In future
work, it would be more beneficial to print in ABS or Nylon due to their enhanced mechanical
properties.

FIGURE 3.6: To manufacture the curved rail, it is split into 4 sections for 3D
printing on a 200x200x200 mm volume 3D printer.

To join the rails, three mounting holes were added on each side; one on the bottom and
one on each side. This was to ensure rigidity and strength as the weight of the camera system
could cause the joints to break. It can be seen, in Figure 3.6 that there is a curved section at the
back of the rail, this has been designed to account for the pulley. There are also box sections
cut out behind each mounting hole to allow for a screwdriver or allen key to be used.

With the rail designed it was then necessary to design the platform on which to mount the
camera system and the wheel bearings. To ensure that the platform follows the curvature of
the rail, a three wheel system was used, as seen in Figure 3.7. To account for the wheel bearings
there are three slots which allow for varying levels of tension to be achieved. There are four
holes on the sides that will accommodate the camera mounts and the rear of the system is
where the motor will be mounted.
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FIGURE 3.7: Assembled platform: Showing the mounted wheel bearings and the
stepper motor on the rear of the platform

To transmit the motion, a Nema17 stepper motor is used, as illustrated in Figure 3.7. A GT2
timing belt is used in conjunction with with the Nema17 pulley and is mounted on each end
of the rail and placed around the pulley wheel, as annotated in Figure 3.7.

FIGURE 3.8: Assembled rail: Showing the rail and the intended positioning of
the platform. The three wheel bearings slot into the curved section on the rail
and are constrained there. The belt drive mounts on each end and any rotatory

motion of the pulley wheel is transferred to the timing belt.

The final design consists of the guide rail that has sections on each end to mount the pul-
ley, the platform holds the motor and has three wheel bearings positioned inside the rail for
smooth motion and two bearings outside the rail to provide tension to the timing belt. The
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design was then printed using an Ultimaker 3D printer in PLA plastic for testing. One of the
advantages of the sectioned method is the ability to extend the path as needed, by 3D printing
an extra section, the path can be extended simply by mounting the new section and extend-
ing the timing belt length. The original design incorporated three sections, however, during
testing it was determined that a fourth was required to fully cover the region of interest. The
remaining components incorporate the electronics and will be discussed in the following sec-
tions.

3.3 Electronics Design for the 3D Scanning System

The previous section outlined the mechanical system that will constrain and provide smooth
motion to the camera platform. The following section shows the electronic components that
are required in order to transmit and control the motion, and to trigger the camera imaging.

3.3.1 Controlling motion

FIGURE 3.9: Arduino and RAMPS con-
troller: Used to program stepper motors

and digital inputs and outputs

As discussed previously, the motion is generated
through a Nema17 stepper motor that is mounted on
the camera platform, the motion is then transmitted
using a belt drive mounted on each end of the rail.

However, it is now required to control the stepper
motor. To do this an Arduino Mega with a RAMPS
controller was used. An Arduino is a programmable
micro-controller unit that can be used to perform a
multitude of tasks, while the RAMPS controller is an
extension of the Arduino specifically designed to con-
trol stepper motors.

A stepper motor is controlled by providing a set of
functions that tell the motor how many steps to take
and in what direction. To do this a driver is required,
which can be seen in Figure 3.9.

3.3.2 Number of cameras

For the experiment in Chapter 2 a single moving camera was used. However, there are no
limits on the number of cameras that can be used in a passive 3D scanning setup. The system
can be setup to use a single moving camera or to have multiple cameras stationary around
the object. Of critical importance is to cover areas of occlusion, meaning areas that are not
visible from a single viewpoint. If part of the region is not visible to the camera then there is
no possibility for it to be accurately reconstructed.

From the result in Chapter 2 (Figure 2.6), the inner-ear region lacked detail, which was
attributed to occlusion experienced by the camera. By analyzing the shape of the ear it can be
determined that a minimum of two moving cameras should be used to avoid occlusion in the
results. Due to the complex curvature and self occlusions of the ear it is not possible to view
some areas from a single viewpoint, as illustrated in Figure 3.10 .
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FIGURE 3.10: One vs two view camera system illustrating the reduced occlusion
by using multiple views. The red is the visualization of expected occlusion.

The 3D scanning system developed in this research will therefore use two Canon 1200D
DSLR cameras mounted on the curved rail seen in Figure 3.8.

3.3.3 Controlling camera trigger

In Chapter 2, the camera was manually triggered, meaning the user explicitly pushed a button
to capture each image. However, now that the cameras are being mounted on a motion rig, it
was required to trigger the cameras for each individual image remotely.

There are two possible methods to trigger the camera externally; via USB or through a spe-
cial remote control. As this system used two cameras, triggering via USB is not recommended
as the signals must be sent sequentially, meaning that there could be issues with synchroniza-
tion of the cameras. As the acquired images are to be used in a feature matching procedure it
is important that they are of the same object at different viewpoints. However, if the cameras
are not synchronized there can be discrepancies in the positioning which can cause issues in
the matching procedure.

Therefore, an external remote was built to trigger the cameras. An external triggering
remote works by grounding the electrical signal in the audio port of the DSLR cameras. The
process used the Arduino Mega seen in Figure 3.9. The Arduino Mega can be programmed to
ground a signal and therefore be used to trigger the cameras. By doing so it allows the user to
trigger the motion and the capture of the cameras in a synchronous manner. This is a simple
but effective method for triggering the cameras and can also be extended to be completely
wireless by using the wireless extension board available for the Arduino.

3.4 Calibration of the 3D Scanning System

Calibration is an extremely important process for all 3D scanning technologies. It is required to
take the arbitrary 3D positions recovered by the reconstruction and make them metric, mean-
ing that the scanned object is to scale. To calibrate a camera the intrinsic and extrinsic pa-
rameters must be recovered (Beyeler, 2015; Laganière, 2014). Intrinsic parameters refer to the
focal length, optical centre, skew, and lens distortion for the specific camera. These parameters
constitute the camera intrinsic matrix that can be used to take camera coordinates to world
coordinates. Extrinsic parameters, on the other hand, define the location and orientation of the
camera with respect to the world frame.

By knowing both the intrinsic and extrinsic parameters it is possible to do a full 3D metric
reconstruction. There are two methods to achieve this using passive 3D scanning systems,
static and dynamic. Static calibration is performed prior to any 3D scanning and is similar to
hard-coding in programming terminology. This means that the calibration for that particular
camera at that focal length is now fixed. Therefore, if the system is moved or bumped then the
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calibration procedure must be performed again. The advantages of static systems is that the
calibration procedure typically only needs to be performed once and is relatively simple for
systems with a low camera number. The more cameras that a system has the more difficult the
calibration procedure will be as the cameras must resolve their extrinsic parameters relative
to each other, meaning that for a system with 5 cameras, each camera must have its world
position defined relative to the other cameras.

Static calibration can be performed by capturing images of a known pattern, such as a
chessboard pattern as shown in Figure 3.11. The goal of this procedure is to recover the extrin-
sic and intrinsic parameters discussed earlier.

FIGURE 3.11: Static calibration: A chessboard pattern is capture from the camera
at different angles and the intrinsic and extrinsic parameters are recovered.

Dynamic calibration, on the other hand, calculates the calibration parameters during each
consecutive scan. To do this there must be an object of known size placed in the scene. For
this research, coded targets were placed in the scene with a known distance between each of
the targets. The targets were designed to be positioned around the ear during the scanning
process, as seen in Figure 3.12. The coded targets also serve additional purposes of stabilizing
the subject during scanning, and automating the post-processing.
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FIGURE 3.12: Dynamic calibration: Using a pattern of coded targets with known
distances it is possible to recover the intrinsic and extrinsic parameters during

each scan

The 12-bit concentric circle coded targets (Agisoft, 2014), seen in Figure 3.12, are detected
by the algorithms (Wijenayake et al., 2014) and refer to numeric values. For example, the left
side of the calibration grid, from the top to bottom, equate to the numbers 1,3,5,7,9, and 11
respectively. The right side of the grid equate to the numbers 2,4,6,8,10, and 12 respectively.
These targets are tracked by consecutive frames of the cameras and as the distance between
each target is known, it is possible to reconstruct the 3D scan to scale. There are also other
methods for dynamically calibrating a system, for example, by placing an object of known size
in the scene, such as a coin, if the coin is detected in the images then it is possible to scale the
resultant 3D scan to be metric. However, for this research the dynamic calibration with the
coded target grid in Figure 3.12 was used. It is known that to collect the necessary data for this
research that the system will have to be moved between locations, therefore, it is not viable to
perform static calibration each time. It should be noted, however, that static calibration can be
performed at any time and the system is not limited to any particular calibration procedure.

3.5 Resulting 3D Scanning System for the Ear

From Section 3.2.1, it was determined that to accurately and reliably reconstruct the human ear,
a curved motorized camera rail will be constructed based on the design in Figure 3.8. To trans-
mit the motion a Nema17 stepper was placed on the camera platform and controlled using an
Arduino Mega and a RAMPS board (seen in Figure 3.9). It was determined that two cameras
were necessary to avoid occlusions in the inner-ear regions. Therefore, both cameras had to be
triggered from the Arduino, as discussed in Section 3.3.3. In terms of lighting, two lightboxes
were placed on either side of the ear to provide diffuse lighting to the target and a ring-light
was mounted on each camera to remove shadows from the ear region. To stop the motion,
limit-switches were placed at either end of the rail in order to signal to the Arduino when to
stop the stepper motor. A 3D CAD design of the final system can be seen in Figure 3.13.
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FIGURE 3.13: Final design: showing the full rail, platform and camera mounts.
The cameras are placed vertically to maximize the pixels used. The rail is
mounted on aluminium profile to set the desired height and the calibration grid

placed at the pre-defined distance from the cameras.

The fully printed and assembled system can be seen in Figure 3.14. It should be noted
that the original system consisted of three rail sections, however, during the testing process it
was determined that a longer rail was required due to the size of the cameras. To accomplish
this a second middle section was 3D printed and assembled to the rail. A testament to the
modularity was the simplicity in extending rail without having to redesign any components.
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FIGURE 3.14: Manufactured system: showing the fully manufactured system
with the 3D printed rail and platform, and the lighting equipment

From the initial testing of the system the maximum number of images that can be captured
is 76. This is a limitation of the camera and can be improved if required. The total time to
acquire the images is approximately 8 seconds per side, which was one of the requirements in
order to limit dynamic motion artefacts in the results.

FIGURE 3.15: Sample images from the custom 3D scanning system. Showing a
sample of the total 76 images.

The images in Figure 3.15 shows the importance of the two cameras to minimize the occlu-
sion in the images.
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3.6 Image Processing and Reconstruction

To process the data commercial software Agisoft PhotoScan will be used. This software was
chosen due to its availability and success in the initial experimentation. The software also has
the capability to be automated which is highly applicable to this research. Passive 3D scan-
ning relies solely on algorithms for the reconstruction, therefore, it is possible to programme
a custom method specifically designed for the human ear, however, that is outside the scope
of this research. The following are the steps required to accurately and reliably reconstruct the
human ear and were established through numerous trials involving the processing of the data
and the visual assessment of the results.

FIGURE 3.16: Steps for processing the raw images into a 3D model using Agisoft
Photoscan.

Step 1:
Sit participant in chair

and adjust height

Step 2: Noise Removal

Step 3: Camera Optimization

Step 4: Dynamic Calibration

Step 5: Dense Point Cloud Generation

Step 6: Mesh Generation

Step 7: Texture Generation

Camera alignment is the process of approximating the intrinsic and extrinsic calibration
parameters and establishing a sparse set of matches between the images. Agisoft Photoscan
(Agisoft, 2006) provides multiple scales at which camera alignment can be performed; lowest,
low, medium, high, and highest. The high resolution setting uses the images at the original
scale whereas the highest resolution up-scales the images by a factor of 4. The lower reso-
lutions downscale the image, medium by a factor of 4, low by a factor of 16, and lowest by
a factor of 20. By decreasing the scale it improves the overall processing time but can miss
certain important details.

After selecting the image scale, the algorithms detect feature points in the images and then
describe these points using a feature descriptor. This process generates a set of feature vec-
tors for each image which are then matched against each other using an approximate nearest
neighbour approach. This process can be computationally intensive as the algorithms match
upwards of 100,000 points per image from up to 76 images.

Once this process has resolved, the output is a 3D sparse point cloud of roughly 50,000
points and the camera intrinsic and extrinsic parameters. During this process there will be
matching points that are erroneous due to low texture or regions with similar texture in the
images. These points must therefore be removed and there are several functions which can
achieve this, namely reprojection error, reconstruction uncertainty, image count, and projection
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accuracy. Reprojection error measures the difference between the original pixel position and
new pixel position after the 3D point is projected back to the image coordinates using the
camera intrinsic matrix. A threshold is then applied to remove erroneous points, which for
this research is 0.5 pixels. This research used the reprojection error as the noise filter.

After the noise is removed, the camera intrinsic parameters are optimized to fit the noise
free data, this improves the approximation of camera coordinates and distortion coefficients.
Following this, the dynamic calibration is performed (as discussed in Figure 3.12), where the
coded targets are detected in the images and the known distances applied to determine the
model scale. Steps 5-7 in Figure 3.16, takes the sparse point cloud from Step 1 and calculates
a dense point cloud using processes similar to Furukawa and Ponce (2010). The dense point
cloud does not contain any connectivity information, it is simply an unordered set of points.
The next step is to calculated the connectivity information and generate the mesh. The final op-
tional step is to calculate the texture information, this is the realistic colours. For the purposes
of this research the colour is not necessary.

3.6.1 Processing Parameters for Each Stage

For this research, the following step-by-step process and parameters were used to reconstruct
the human ear and generate the 3D ear database for statistical analysis.

3.6.1.1 Camera Alignment:

The first step of the SFM process, as outlined in Figure 3.16, is the alignment of the cameras.
To achieve this, feature points are detected in the images and used to match across each image,
such that a sparse point cloud is generated. In terms of processing parameters, the images
are processed at high resolution, meaning the images are processed at the original size. The
keypoint limit remains at 0, meaning there is no limit on the number of keypoints per image
and the tiepoint limit is also set to 0. At this stage of the research, the system is processed
at maximum quality to determine the limit of achievable quality. It is possible to alter these
parameters to reduce the processing, however, quality is of more importance than speed at
this stage. By processing the images using these parameters, the sparse point cloud density is
in the range of 15,000-20,000 vertices.

Resolution: High

Keypoint Limit: 0

Tiepoint Limit: 0

It should be noted that, the achievable sparse point cloud density is dependent on the
texture in the image and the resolution of the images. As the target object, in this case the
human ear, has a relatively low texture, it is assumed the point density will be relatively low
when compared to alternative applications such as aerial mapping, where there is a much
higher level of texture in the images.

3.6.1.2 Noise Removal:

The sparse point cloud generated from the camera alignment will contain errors in the po-
sitioning of some of the points due to the inaccuracies in the matching process. There are
several methods to remove these points, for this research the reprojection error was used. The
reprojection error will remove all points above a certain distance threshold.

Reprojection Error: 0.5 pixels
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3.6.1.3 Camera Optimisation:

With the erroneous points removed it is important to optimise the intrinsic and extrinsic ma-
trices of each of the cameras. In this process, the focal length, skew factors, and lens distortion
parameters are optimised relative to the remaining points in the sparse point cloud. If there
were severe errors in the results this could have created a poor positioning for some of the
cameras which would then require optimisation.

3.6.1.4 Dynamic Calibration:

As discussed in Section 3.4, this research used dynamic calibration, which is the generation of
the scaling parameters to return a metric reconstruction. There are two steps to accomplish
this, the detection of the coded targets in the images, and setting of the distance between each
of the targets. As the distance between each of the coded targets is known, it is simply input
into the program. Detecting the parameters is relatively simple with the only parameters to
set being the type of target being detected and the tolerance.

Marker Type: Circular 12-bit

Tolerance: 30 pixels

3.6.1.5 Dense Point Cloud Generation:

Dense point cloud generation uses pair-wise depth map calculations to recover the detailed
features from the images. This is the most computationally intensive section of the reconstruc-
tion. For each pair of images that have feature matches above a threshold of 100 matches, a
depth map is calculated.

Similar to the sparse point cloud generation, there are two main parameters which will
vary the output quality, which are, scale and depth filtering mode. The scale for the dense
point cloud generation are ultra, high, medium, low, and lowest. Contrary, to the sparse point
cloud generation, the ultra setting relates to the processing of the original size, while each
following step implies downscaling by a factor of 4. At higher resolution the algorithm will be
able to account for minute details on the surface of the target. However, the processing time
can be extremely high, for example, processing a set of images from the 3D scanning system at
ultra setting would take longer than 12 hours for the full 76 images.

For this research, there is a trade off between achievable resolution and acceptable pro-
cessing times. It is not viable to spend 12-16 hours per dataset as the goal is to process over
one hundred samples. Typically, if the SFM approach is being used to reconstruct a once-off
object then the processing time is non-essential. However, for this research, the processing
time is crucial. It should be noted that if higher computational power is available then it may
be possible to reconstruct the ultra quality within a reasonable time. However, with higher
resolutions there is also the possibility of increased noise.

The depth filtering modes relate to the overall smoothness of the dense point cloud, and
have mild, moderate, and aggressive modes. Mild filtering will filter out some of the minor
noise, while aggressive filtering will remove the majority of small feature and noise. For this
research, the human ear consists of relatively smooth surfaces, therefore the aggressive filter-
ing will be applied.

Scale: Medium

Depth filtering: Aggressive
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3.6.1.6 Mesh Generation:

The dense point cloud is a high resolution representation of the target object with the majority
of the detail required, however, there is no information on the connectivity between each of
the points. Mesh generation is the process of generating the face data, which is the connec-
tions between each of the points. Mesh generation also constitutes the smoothing of the result
and the removal of disconnected components. To generate the connectivity information the
following parameters were used:

Surface Type: Arbitrary

Source Data: Dense Cloud

Face Count: Medium

The face count dictates the overall density of the mesh. It was determined that the medium
face count provides sufficient resolution for the purposes of this research. To complete the
meshing stage a smoothing algorithm was applied to remove any remaining high frequency
noise. To ensure the final mesh be watertight, any open holes are closed and all disconnected
components removed. This is an essential process for the statistical shape model and automa-
tion stage. It should be noted that through scripting, this process is automated between con-
secutive 3D scans.

3.6.1.7 Texture Generation:

Texture generation is non essential to this research, however, it may be useful for future re-
search or for alternative applications. Texture generation, for this research, refers to the photo-
realistic colours of the 3D mesh data. This step is performed by projecting the image colours
onto the 3D mesh and blending between images.

Mapping Mode: Generic

Blending mode: Mosaic

Texture size: 4096x1

Enable color correction: True

3.7 3D Scanning Process

For each 3D scan the process in Figure 3.17 is proposed to ensure that accurate and reliable
results are obtained.
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FIGURE 3.17: Process for generating the 3D scan data.

Step 1: Sit in height adjustable chair

Step 2: Remove hair using hair net

Step 3: Place ear in grid

Step 4: Home the cameras

Step 5: Focus the cameras

Step 6: Start the scanning process

Step 7: Process resultant images

As the system is fixed, a height adjustable chair allows for variation in height to be ac-
counted for. The process from setting up the participant to downloading the images takes
approximately 2 minutes. Processing of the images accounts for the 3D reconstruction of the
target and follows the step-by-step procedure described in Figure 3.16.

3.8 Validation of the 3D Scanning System

The following shows the results from each section of the 3D scanning process.

3.8.1 Camera Alignment

The camera alignment can be seen below. It is clear that when the resolution of the alignment
process increases, the overall density of the sparse point cloud also increases.

FIGURE 3.18: Alignment of the images, showing the position of the cameras and
the resultant sparse point cloud.

(a) Camera Positions (b) Sparse Point Cloud
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Figure 3.18 (a) shows the position of the images relative to the sparse point cloud. Fig-
ure 3.18 (b) shows the sparse point cloud after the noise removal process where points with a
reprojection error above 0.5 pixels are removed.

3.8.2 Dense Point Cloud

Figure 3.19 shows the dense point cloud calculated from the camera alignment. As can be seen
there is significantly more information, however, also containing some high frequency noise.

FIGURE 3.19: Dense point cloud: the fully reconstructed model from the sparse
point cloud, showing some high frequency noise and minor occlusion.

In the inner-ear region, the data is occlusion-free. However, behind the ear it can be seen
that there is some minor occlusion. Due to the variation in shape of the ear, it is very difficult
to capture this data reliably. In order to capture this data, it may be required to capture the full
head as opposed to one ear at a time.

3.8.3 Mesh Generation

From the dense point cloud in Figure 3.19, the final mesh can be constructed which contains
the connectivity information from the point data. For this research a medium mesh resolution
was used, which is approximately 50,000 faces. The mesh is fully textured and as can be seen
in Figure 3.20, is relatively noise free.

FIGURE 3.20: Textured mesh: fully textured and noise free model with some
minor occlusions that will not impact this research.
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3.8.4 Repeatability

An important criteria for this research is to test whether the system is repeatable, i.e. for a
given subject, is the system accurate enough to reconstruct the same shape taken at different
times. As the system relies on point-to-point matching, there is the possibility for variations in
the overall reconstruction.

FIGURE 3.21: Showing the repeatability achieved with the system. The green
and yellow colour show minor variations and blue and red show larger nega-
tive and positive variations respectively. The scale is a metric signed distance in

centimetres.

To test this, a scan of a participant was taken and then repeated several minutes later. As
can be seen in Figure 3.21, the majority of the variation is in the range of -0.2mm and +0.2mm
(yellow and green colours). From the test there was a discrepancy between the placement of
the target’s ear within the calibration grid which caused some minor issues. However, the
registration algorithms were able to take account of this, the slight blue and red colour on the
frame shows that the grid had to be shifted to align the two ears. As the process requires, an
individual leaning against the frame, some of the distortion could be attributed to bending of
the calibration grid.

3.8.5 Variations in skin tone

One of the important questions remaining from the literature review (Section 1.1) is, can pas-
sive 3D scanning systems accurately reconstruct variations in skin tone? It is known that even
active 3D scanning systems struggle with extremely dark surfaces. Figure 3.22 shows a sam-
ple of the acquired dataset, overall the quality is comparable to caucasian skin tone. However,
some minor occlusion occurred in the helix, as marked in Figure 3.22.
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FIGURE 3.22: Invariance to skin colour. Some minor occlusions are visible in
the left hand image caused by the image acquisition, and some errors in the lobe
due to the position to the calibration grid. However, the overall reconstruction

is accurate and smooth

As can be seen in Figure 3.22, the algorithms were able to accurately reconstruct the dark
complexion of this subjects ear. There is some noise and minor holes in the data, which could
be due to issues with the image acquisition. During the process the participant had their ear
placed very close to the grid which may have caused issues in the alignment process. However,
the overall reconstruction is successful and has the majority of the desired information such as
the inner ear region.

3.9 3D Ear Database Construction

With the custom built 3D scanning system meeting the requirements for this research, it was
possible to collect the data for a 3D ear database. As discussed previously, the 3D ear database
is required to study the variation of the human ear and also to construct a statistical shape
model (SSM) of the human ear.

A SSM is a valuable tool for analysing 3D data within a specified object population that
can be used for determining best-fit, or for this research, a custom-fit. The negative aspect of
the SSM is that the accuracy is dependent on the size and quality of the dataset. Using the 3D
scanning system developed in this research the data quality was not an issue. However, there
were limitations in the size of the database that could be constructed due to time constraints.

For this research, the goal was to gather a database of approximately 100 participants aged
between 18-100 and of mixed gender. It was not possible to scan younger participants due
a requirement for informed consent. It was also not feasible to use paid participation which
constrained how many participants could be recruited. To gather the most participants in a
limited time frame external public events were used.

The primary event was the Tech and Gadget Expo, where the 3D scanning system was
setup and over a two day period was able to scan approximately 86 people. The majority of
participants were Caucasian males with a relatively even spread of ages. The second event
was the Swinburne Open Day, at which the system was setup and scanned approximately 30
people. Efforts were also made to recruit interested participants through email lists, which
resulted in approximately 15 participants. All participation in the experimentation was con-
ducted following the guidelines of the Swinburne Human Research Ethics guidelines and pro-
cess (approval number 2013/309).

In total the 3D ear database, in Table 3.1, constitutes 118 people, of which 28 were women
and 86 men with approximately 90% of the database being Caucasian.
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TABLE 3.1: The distribution of ages within the 3D ear database showing a rela-
tively spread out range.

Age Range 18-25 25-30 30-40 40-50 >50 Total

Men 10 14 24 15 23 86
Women 5 4 3 10 5 27

Unfortunately, there is a large discrepancy between male and female participants, which
could be due to the event at which they were recruited. However, the age range is relatively
even with each age group. In the literature there was no discussion of 3D scanning variations
in skin colour and it remained a question for this research. As the remaining 10% of the 3D ear
database are not Caucasian it allows for the testing of the algorithms, which, from the previous
section, the SFM process was shown to successfully reconstruct coloured skin.

3.10 Discussion

The custom-built 3D scanning system has proven to be able to reliably and repeatedly re-
construct the human ear, from Figure 3.21 the overall variations can be seen to be within an
acceptable range of ±0.2 mm. The system has also proven to able to reconstruct variations in
skin colour, something which was not seen in the literature and remained a concern for this
research. The clear advantage of the system is the minimal knowledge required for the user
to acquire and process the resultant data, making it highly applicable to situations where ex-
pert users are not available or feasible. Reviewing the overall construction of the system, the
design is high modular, meaning that the principle can be applied to a wide range of 3D scan-
ning applications and this particular system has proven to be able to reconstruct the human
face and even the inner mouth. 3D printing was necessary to manufacture the curved rail
and with variations in the design different paths can be easily achieved. However, the system
also lends itself to further development based on a stationary setup where multiple cameras
placed around the desired target are used instead of moving cameras. Even with variations
in the number of cameras the same algorithmic process can be applied to achieve the 3D re-
construction. The design can be said to be future proof, meaning that new technology can be
easily integrated into the current system for improvements in the overall quality. For exam-
ple, by investing in more advanced cameras the overall imaging quality would improve, or
new algorithms for 3D reconstruction can be easily integrated through a software update and
the improvements seen instantly. Contrary to active system which are constrained to a spe-
cific pattern and the improvements are typically only in speed, passive 3D scanning systems
are much more flexible. The results in Figure 3.20 justify the decision to custom-build a 3D
scanning system for the human ear and has achieved qualities that are not seen in commercial
systems such as repeatability, ease of use and automation. In order to ensure consistency in
the assessment of the custom-built system it was assessed against the same criteria as seen in
Chapter 2.

3.10.1 Criteria Assessment

Similar to the processes seen in Chapter 2, the custom built 3D scanning system must be as-
sessed against the same criteria in order to justify the use of passive 3D scanning for the ear.
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Surface Quality: This is tested by visual inspection and is determined due to the overall
smoothness and similarity to the target shape. For the custom built system, the surface
quality is very high, with the output from the meshing procedure containing some high
frequency noise, by using smoothing functions the overall surface quality is excellent. It
should be noted that it was not possible to generate a ground truth dataset to quantita-
tively test the surface quality. As a statistical shape model (SSM) is used to approximate
the 3D scan data, it is more critical that the level of occlusion be minimum as opposed
to a high level of detail. The predictive nature of the SSM will allow for minor surface
issues to be accounted for.

Holes/Occlusion: From the reconstruction process holes in the data are very rare and are only
seen on target shapes with a high level of variation, for example in Figure 3.22. While
the 3D reconstruction software has functions to account for holes in the data, it is an
approximation and therefore not a true representation of the surface. When compared
with the active 3D scanning systems in Chapter 2 Figure 2.7 and Figure 2.9, the holes in
the passive system are much fewer and not in the critical areas within the inner-ear.

Captured detail: For the custom built system the captured detail is below that of the active
3D scanning systems. This is due to the approximation of the surface using image data,
as opposed to using a projected pattern to measure the true surface. However, as the
3D scan data is to be used with a SSM, the captured detail is not as critical as the holes
or occlusion. With improvements to the imaging quality and by possibly adding extra
image viewpoints, the captured detail could potentially be improved.

Scanning time: With the curved rail and the stepper motor controlling the motion the time
to acquire the images is consistent at approximately 8 seconds per ear. This time can
be decreased, however, it should be noted that by changing the time there will be more
or less data captured. As the frame-rate of the camera is fixed, by increasing the speed
of the motor, less images will be captured, and vice versa. Alternatively a fixed array of
cameras could be used which would capture the data instantaneously. However, the cost
of the cameras becomes significant.

Ease of use: Once the system is setup the ease of use is very high, requiring only to click
"start" and then download the images. However, the process to setup the system requires
knowledge of photography which restricts the ease of use of the system. If poor imaging
parameters are set then the overall quality of the 3D reconstruction will be poor as well.
Therefore, training must be provided to those that are setting up the system in different
environments, or different targets, as the imaging parameters may need to be changed.

Processing time: For the full 76 images that processing time is extremely high, taking approx-
imately 1 hour and 30 minutes per ear, with the following time per section:

Accurate Alignment: 32 Minutes

Dense Point Cloud: 59 Minutes

Mesh Generation: 1 Minute

Texture Generation: 4 Minutes 50 Seconds

This time was achieved on an Intel Core i7 2.3GHz with 8GB RAM. This processing power
is average and a better processing time could potentially be achieved by using higher power
computers or cloud computing.
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3.10.1.0.1 Automatability: The process from acquisition to processing of the images is highly
automated. To capture the images there is a simple one click system that has been programmed
using the Arduino, all camera controls are automated and the only user control input is setting
the directory for downloading the resultant images. Following this is processing of the images.
While this is typically manual, the commercial software allows for custom plugins to be writ-
ten that allow for majority automation. By writing the plugins in the Python programming
language 100% of the processing was automated.

The automation program has been written to process batches of images, meaning that if
a queue of 100 participants has been scanned it is possible to set up the interface to process
all of these jobs with 100% automation. Using this approach, the 3D ear database has been
processed with 100% automation.

3.10.2 Repeatability

One of the critical criteria for this research is testing whether the 3D scanning system is capable
of outputting the same results reliably. The output of this process can be seen in Figure 3.21.
The overall variation is minimal in the majority of areas, as can be seen by the green colour.
It should be noted that the calculated distance is signed, therefore dark blue will represent
extreme negative and dark red represents extreme positive. With the majority of the compar-
ison in yellow and green colour, this shows that the overall variation between the models is
minimal with the average range between +0.3mm and -0.5mm.

The overall range for variation is acceptable given that the SFM process works by matching
feature points across images, meaning that variations in the acquired images will result in a
different output.

3.10.3 3D Ear Database

The 3D ear database successfully achieved the goal of at least 100 participants ranging from
18-100 years of age. However, there were several issues with the acquisition and processing
of the data that need to be addressed. In the lab setting the removal of hair was done using a
wig cap, which is a nylon mesh material. However, for the external events mesh caps were not
available and a different method needed to be used. This therefore caused some discrepancies
between the lab results and the external results. It was seen that several participants had issues
with the hair nets and the time to resolve these issues limited the number of participants that
could be collected.

It was determined that for the external events there would be no hair nets used, instead
the participant will aim to remove as much hair as possible from the scene. For the majority
of participants this was satisfactory as 73% of the database were males with short hair. The
choice to remove hair nets from the process affected the female participants and it was seen in
the results. However, the internal ear-region is still visible which is the most important area
for this research. With further time, more effort would be made to more reliably remove hair
from the scene.

Aside from external hair there were also issues with internal hair in the ear region, partic-
ularly with older males. In the SFM process hairs in the internal ear region tend to inhibit the
reconstruction process, resolving themselves as flat surfaces, which renders that data useless
for the purposes of this research. This could not be avoided in the collection process as it was
not possible to shave the participants.
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3.10.4 3D Scanning System Cost and the Possibility for Mobile Phone Technology

It was discussed previously that the choice of two cameras for this research was to reduce
occlusion and the use of a motion rail was to reduce the overall cost of the system. The full
cost of the system developed in this chapter is under $1000, however, it would be ideal to use
a stationary system with multiple cameras as opposed to a motion rail. This would allow for a
faster acquisition time and introduce greater consistency. In terms of cost, a commercial system
consisting of over 170 DSLR cameras has been used to capture the full 3D human body. In this
research, the maximum images that can be captured through motion is 76. It is highly likely
that a number of those images are redundant and that the necessary cameras for reconstruction
of the human ear or human head could be closer to 30-40. This would cost approximately
$20,000-30,000 which is comparable to the cost of some active 3D scanning systems. While this
is a relatively high cost for the system the intention is not for the consumer to purchase the
unit but to access it through commercial service providers.

There is the possibility to use widely available mobile phone technology to capture the
data. However, the small image sensor is not comparable to a large DSLR image sensor which
determines the achievable image quality. With the onset of machine learning there exists the
opportunity to use mobile phone technology in the future, however, by reviewing the compa-
nies that used mobile phone technology to capture the 3D ear data (discussed in Section 1.1.2)
it was determined that the limitations inhibit its applicability to this research. The limitations
include, the necessity for the individual to scan themselves which is reliant on that individual
having the experience or knowledge to do this successfully. With the variety of mobile phones
available, it is difficult to instil consistency due to the variation in image sensor and processing
algorithms. Allowing the user to 3D scan themselves is good for the business as it means there
does not have to be a defined locality and the end-product can be delivered by mail. How-
ever, this removes control from the process so there needs to be a method for determining if
the captured data is good enough for the purpose of customization which is highly complex
to achieve. The limitations with mobile phone technology illustrates the benefits of using a
high-end stationary DSLR camera rig.

Overall, the custom-built 3D scanning system has achieved the initial requirements and
scored highly on the criteria of assessment from Chapter 2. However, there are still advantages
and disadvantages to this setup. The system, while user friendly, does require knowledge of
imaging parameters in order to setup the system for the given environment. This involves set-
ting the desired aperture, ISO, and shutter speed. While many people are familiar with these
parameters, it is uncertain whether an individual will be able to optimize them for passive
3D scanning. As the resultant output is dependent on the accuracy of these parameters it is
essential that they be optimised for the given environment. One of the difficulties with this
research was moving the system between locations in order to acquire enough data for the 3D
ear database. In moving the system, it was seen that optimization of the imaging parameters
was especially difficult as the output can be somewhat subjective or easily misinterpreted. The
lab environment was considered the perfect setup where the lighting was consistent and the
background noise could be controlled. However, at the public events the lighting was gen-
erally very high up and the system relied heavily on the lightboxes and ring-lights for the
majority of the illumination. It was also not possible to control the background noise at the
public events, meaning that there are people moving in and out of the background through
some of the images. However, through the automation of the reconstruction process this back-
ground noise was taken account of and did not impact the overall result. The main difficulty,
therefore, was the variation in imaging parameters between the lab environment and the pub-
lic environment.
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3.11 Future Research

While the 3D scanning system has accomplished the initial requirements and criteria, there are
still some areas that require further work. However, for this research, the quality achieved is
satisfactory and will allow for the overall goal to be completed.

3.11.1 Stationary Setup

The system used in this research consists of two cameras mounted on a custom-built curved
rail that acquire 76 images of the human ear, which are then reconstructed. The motion to
acquire the 76 images is substantial when considering the motion of the human body and the
difficulty in holding perfectly still for a period of approximately 10 seconds, but the recon-
struction process is able to account for slight motion. A two camera system was designed due
to cost restraints and the uncertainty in applicability to 3D scanning the human ear. With the
accurate and reliable power of the passive 3D scanning system fully tested it is now feasible
to invest time and funding into further development. By using a stationary setup of multiple
DSLR cameras, the capture time will be effectively instantaneous and it will also assist with
the calibration and alignment procedure of the 3D reconstruction.

3.11.2 Static Calibration

Regardless of whether a stationary or moving system is used, it is possible to perform a static
calibration. The dynamic calibration used to gather the database was beneficial as the sys-
tem was moved between locations to acquire the data. By statically calibrating the system
it removes the necessity for the dynamic calibration grid and will allow for a more relaxed
acquisition process for the participant.

3.11.3 Custom 3D Reconstruction Algorithms

The algorithms used to perform the 3D reconstruction are proprietary to Agisoft PhotoScan,
however, with the reconstruction power of passive 3D scanning fully tested it is now viable
to invest time in the development of algorithms for specific applications of this research. Pho-
togrammetry is a generic term for the 3D reconstruction of objects from 2D images, and the
algorithms which perform this are general. As the target for this research is known, it is possi-
ble to apply machine learning or prior knowledge reconstruction to improve the performance
and possibly quality.

3.11.4 Possibility of Using Mobile Phone Technology

There are opportunities to use existing mobile phone technology to perform the 3D scanning,
particular with the majority of flagship mobile phones, such as iPhone X, containing more than
one rear facing camera. Future research will involve the use of machine learning algorithms
and mobile phone technology to determine the feasibility of a lower cost system to fit within
the automated customization approach of this research.

3.12 Conclusion

From Chapter 2 the research question, What is the most applicable 3D scanning method for the
ear?, was left open, as the passive 3D scanning system had to be optimized in order to prove its
applicability to the 3D scanning of the human ear. In this section the design and construction
of a 3D scanning system was outlined and qualitatively evaluated. The results proved that the
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passive 3D scanning system is able to reliably and repeatedly 3D scan the ear with a relatively
high level of detail and automation, therefore answering the research question.

Of significance here is the ability of the 3D scanning system to automate the capture and
processing of the data, which is a desirable aspect for this research. The modularity and pas-
sive nature of the system lends itself to future improvements with new cameras or using a
stationary system. The true test of the system was the construction of the 3D ear database
which constitutes 86 men and 27 women. The age range of the participants can be seen in
Table 3.1 with the majority of the database consisting of Caucasian males.

One of the unanswered questions from the literature was, can the 3D scanning system
reconstruct variations in skin complexion?. It is known that both active and passive systems
have difficulty with extremely dark texture-less areas. However, from Figure 3.22 it can be seen
that the custom-built 3D scanning system can reconstruct dark complexion. The significance
here is that in a production scenario, the 3D scanning system will be able to reliably reconstruct
the target object regardless of the skin tone.

With the primary research question answered the following chapter will aim to setup and
use the 3D ear database to analyze the variation in shape among the population and process it
for use with the automated customization algorithm.
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Chapter 4

Establishing the Base Variance Using
Statistical Shape Analysis

In the previous chapter the 3D ear database was constructed which constitutes 100 3D scans
of the human ear. As it stands the data consists of unordered points and faces in three-
dimensional space, which can be transformed into a functional product through an expert
user (see Figure 1.15 and Figure 1.16). However, as outlined, the process to accomplish this is
not simple. This research aims to use 3D data in a way that to the best of our knowledge has
not been fully demonstrated in product design and manufacture. The aim is the development
of an automation system for manufacturing custom-fit products by using a statistical shape
model (SSM) with constrained 3D mesh deformation. This chapter aims to answer a critical
research question, which is:

How do we statistically analyze the full 3D scan data, without the use of landmarks?

While it has been said that a SSM is important to this research it has not been discussed in
detail as to why it is important.

4.1 The Application of a SSM to Customization

Using the 3D ear database constructed in Chapter 3 in its current state, it is possible to com-
plete the goal of this research, however, it could potentially be unreliable. As discussed in
Section 1.1, research by Lee et al. (2016) attempted to inform the design process of in-ear de-
vices through 3D fit analysis using 3D scan data. However, in their approach, it is not possible
to determine if the selected data covers the full range of shape variation of the population as
it does not use any statistical data. A SSM is a compressed representation of shape variation
within a dataset and allows the user to construct the desired standard deviation for which
to assess size and fit. By selecting, for example, 10 models from −3σ to +3σ it is possible to
design a product that will fit 99.7% of the population, as can be seen in Figure 4.1.
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FIGURE 4.1: The normal distribution showing the amount of variance within
each standard deviation. The median line represents the mean shape.

However, if the raw 3D scan data was used to assess the fit, as per Lee et al. (2016), it would
be uncertain which models to use and if the chosen models were varied enough to cover the
population. For example, if a dataset of 10 randomly selected participants was used to assess
the fit of an in-ear device, there would be no knowledge of where those participants lie on the
normal distribution in Figure 4.1. Therefore, the fit would not be suitable for someone outside
of this range. Using a SSM for product design allows for the variation to be explicitly set, for
example, to be between ± 2σ or ± 3σ, where σ is the standard deviation.

Using a SSM for product design is a relatively novel process due to the complications in
not only constructing the 3D database but in establishing and using the SSM. This chapter
will, therefore, establish the methodology for generating a SSM that can be analyzed and used
for product customization. Specifically, this chapter will demonstrate the complexity in estab-
lishing an accurate one-to-one correspondence among highly varied shapes, and in particular
dense 3D scan data as opposed to sparse landmarks. The quantitative analysis in this chapter
is therefore directed towards the establishment of the correspondences as opposed to the eval-
uation of the SSM. As a relatively small dataset was used in this research, it is likely that the
evaluation will be poor when the aim is to show the accuracy of the correspondences when
compared with standard approaches.

The example in Figure 4.2 shows a publicly available SSM of the human body consisting
of 6449 vertices, whereas in Chapter 3, the output density of the ear region was above 20,000.
While low resolution models may be suitable to applications such as basic sizing studies or
pose tracking in computer vision, in this research, the objective is to use a SSM for form-
fitting product design, which requires a much higher density mesh which limits the available
algorithms that can be used.
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FIGURE 4.2: A SSM of the human body. Showing± 3σ and consecutive principal
components from 1 to 10. The model consists of 6449 vertices.

Figure 4.2 shows the current standard for SSMs. The SSM is shown with ± 3σ and the
first 10 principal components that capture different features such as height (PC1) and weight
(PC2). From the model, the first three principal components constitute 90% of the total variance
within the dataset and by using the first ten principal components the total explained variance
is 97%. Principal component analysis (PCA) is a statistical procedure that uses an orthogonal
transformation to convert a set of observations of possibly correlated variables into a set of
values of linearly uncorrelated variables called principal components. The variables in this
case, are the positions of the corresponding vertices across each model. By performing PCA,
as per Figure 4.2, it is possible to construct a model of the variance within the given dataset.
However, as discussed, the outcome from the majority of available techniques is a relatively
sparse model. From Figure 4.2, the output is a mesh with 6449 vertices which is a relatively
low resolution model that is unsuitable for the present studies, however, may have alternative
applications. As this research is focused on form fitting product design, the dataset must be of
higher resolution.

FIGURE 4.3: The SSM of Figure 4.2 highlighting the ear region, showing that the
output data is not sufficient to model the ear.

By focusing on the ear region in Section 4.1 the detail is completely lost and unusable for the
purpose of this research. In order to be applicable to this research, the output data must have
high detail, meaning that each model in the 3D ear database from Chapter 3 should be used in
full resolution or with minimal loss of quality. This creates a difficult problem as the majority of
available algorithms are not suitable for high density meshes. The following section introduces
the requirements for this research as established in this section and the algorithms that will be
used are discussed in Section 4.3.
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4.2 Requirements for the Human Ear and this Research

By analyzing the literature in Section 1.1.8 and focusing the available methods towards the
data generated in Chapter 3, the following requirements were established in order to create a
SSM that uses the full 3D scan data as its basis, as opposed to landmark data.

Dense:For this research, a one-to-one correspondence is required, meaning that for each point
in the mean shape there should be a corresponding point in each model. Typical ap-
proaches for a SSM rely on landmarks placed on the surface to guide the registration
and fitting (Dalal and Wang, 2012; Pishchulin et al., 2015). However, the excessive work
required to train and detect landmarks limits the modularity of the approach. The diffi-
culty with one-to-one correspondences is the increased complexity and overall compu-
tational resources required. The overall process for registering the 3D ear models will be
outlined in Section 4.3.

Non-Rigid: This refers to the ability of the algorithm to account for large surface deformation
in order to determine correct correspondences. For models with pose variation or high
deformation it is necessary to include non-rigidity. By analyzing the 3D ear database gen-
erated in Chapter 3, non-rigidity was deemed necessary due to the large shape variation
witnessed within the population for the human ear. Contrary to standard applications
for SSMs such as bones or organs, the human ear is a relatively complex surface with
many folds and ridges which creates difficulties for rigid registration. Also, for alterna-
tive applications to the human body such as the human hand, which has a high level of
dynamic motion, it is beneficial to incorporate non-rigidity at an early stage.

Groupwise:This is not an essential parameter to this research but is beneficial to remove bias
in the overall results. Groupwise refers to the process of generating the correspondences.
Typically, this is a pairwise process where one model is chosen as the base, either the
first model or a random model, and is then sequentially matched against the remaining
models and the mean model is generated from the matching points, which creates a bias
towards the chosen model. Groupwise registration aims to remove the bias by iteratively
updating the mean shape by registering all of the models to a generic shape or chosen
shape.

Non-Landmark Based: The majority of available statistical shape modelling algorithms rely
on the use of landmarks, therefore, requiring a trained expert to train the detection al-
gorithms and can actually be prone to errors or inaccuracies depending on the level of
the expert. For this research, it is not viable to manual landmark each model within the
dataset as there is no access to an individual with this skill level and the requirement for
landmarking is counter-productive to the overall goal of automating the construction of
custom-fit products. By creating a system that does not require landmarks it allows for
modularity and rapid adaptation to regions other than the ear.

So, for this research, the overall aim is to generate a SSM using algorithms that non-rigidly
determine a groupwise, dense correspondence without relying on landmarks. The chapter is
broken up as follows; the chapter introduction summarized the concept of the statistical shape
model discussed in Section 1.1, followed by the requirements for this research in Section 4.2,
the methodology for generating a SSM is illustrated in Section 4.3 and the resultant SSM and
analysis is outlined in Section 4.4 and Section 4.4.3 respectively.
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4.3 Functional Map based 3D Statistical Shape Model Generation

In Section 1.1.8, the concept of the SSM was introduced with the theoretical background and
current research. This section aims to focus this theory with a direct application to the aim of
this research, which is to analyze the variance in a 3D database of human ears. In this instance,
variance is referring to the change in shape between 3D models. The goal here is to establish,
given a population of shapes in correspondence, what are the main modes of shape variation
and how they contribute to ear shape.

4.3.1 What are Functional Maps?

From Section 1.1.8, it was discussed that in order to account for the large deformation be-
tween shapes it was necessary to follow the current state-of-the-art shape matching process
known as Functional Maps (Ovsjanikov et al., 2012), which will be proven in a later compari-
son. As opposed to standard point-to-point matching, Functional Maps can be considered as a
"transporter" thats allow for information to be moved across shapes (Ovsjanikov et al., 2016).
The main benefit of Functional Maps over point-to-point matching is that the mapping can be
represented as matrices of linear transformations between basis functions on the shape. For
more information on Functional Maps the reader is directed to Ovsjanikov et al. (2012, 2016);
Rustamov (2007); Huang et al. (2014).

4.3.2 Methodology for Generating a Statistical Shape Model

Constructing a 3D SSM follows a very similar approach to the 3D reconstruction method seen
in Chapter 3 which establishes correspondence through 2D feature point registration. How-
ever, the complexity of the process has now been increased as the registration data is three-
dimensional. From Chapter 3, the output from the 3D scanning system was seen, however,
this data is typically unordered. This means that between consecutive 3D scans it is uncer-
tain whether a point that is in one model will be in the same position in the next model. For
a SSM there needs to be a meaningful correspondence between points, therefore, similar to
the passive 3D reconstruction process it is required to take the unordered point sets and find
the corresponding points across each model. This research has generated a SSM through the
following process:

PreprocessDatabase
Register AllModels ToThe Mean

PerformStatisticalAnalysis
Analyze 3DVariance

FIGURE 4.4: The process for generating a statistical shape model consisting of
pre-processing, groupwise registration, statistical analysis and variance analysis.

4.3.2.1 Preprocessing of the input 3D models

As discussed previously, the output of the 3D scanning system is a high density 3D model
of the target surface, in this case the human ear. However, the user has no control over the
positioning or localised density of the vertex distributions. As the SSM process aims to gen-
erate a one-to-one correspondence between vertices, this discrepancy can result in poor reg-
istration. One of the requirements for this research was to generate the SSM using the dense
representation of the scanned object, however, using the raw 3D scanning data results in poor
registration. In order to alleviate the processing difficulty, the 3D models are pre-processed
to uniformly distribute the vertices and faces across the mesh while preserving the overall
features. To accomplish this, this research follows the approach of Jakob et al. (2015), which
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produces a highly isotropic mesh while preserving sharp features. The critical steps to this
process can be seen in Figure 4.5.

(a) Original

Mesh

(b) Orientation

Field

(c) Position

Field
(d) Output

Mesh

FIGURE 4.5: Pre-processing the input mesh showing the uniform distribution
of vertices and faces in the output mesh while maintaining the overall features.
In order from the left: Original mesh, Orientation field, Position field, Uniform

output.

The original mesh can be seen in Figure 4.5 (a), following this is the visualization of the
calculated orientation field (b), the position field (c), and the output mesh (d). Of interest
here is the uniform distribution of vertices over the surface which will assist with the overall
registration process. The original mesh consisted of 50,000 vertices, and the output consists
of 16,000 uniformly distributed vertices with minimal loss of information. There is no upper
limit to the number of vertices in this SSM approach, however, the higher the vertex count the
longer the processing time will be. For this research, the vertices are refined to 5000 vertices,
however, in a practical application the choice of upper limit should be determined based on
visual quality. This means that the user should determine the appropriate number of vertices
based on the loss of quality.

4.3.2.2 Groupwise Registration and Refinement using Functional Maps

Following the pre-processing stage, each of the input models must be registered to the mean
shape. The mean shape can be iteratively refined from a random model in the dataset or a
model can be selected that is close to the mean based on variance analysis. The selection of the
mean shape is not overly critical to the output SSM, therefore, a random shape is selected and
the mean shape is refined. The registration process for functional maps is as follows:
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InputModels
GenerateBasisFunctions

ConsistentFunctionalMaps
Point-to-pointRefinement

Rough GroupwiseCorrespondence
FIGURE 4.6: The process of generating point-to-point correspondences from
functional maps. Convert input mesh to basis functions, calculate rough cor-
respondences, generate functional maps and refine into consistent correspon-

dences.

Generating Initial Correspondences for Functional Map Guidance: To calculate functional
maps between shapes requires the estimation of rough or soft correspondences across
models, this is simply an initial guess to guide the functional map generation and can
be generated using standard feature matching approaches as per Rodolà et al. (2016) or
through a free-form deformation as per Huang et al. (2014). Feature matching depends
on the method for description to generate an accurate match, the descriptors need to
be definitive enough to select from different vertices in the same region. While feature
matching processes, such as Salti et al. (2014) and Li and Hamza (2013), are relatively ro-
bust, for areas with smooth surfaces or symmetry, the process can be error prone. Recent
literature aims to embed machine learning in the feature detection and matching process
to improve the robustness (Fang et al., 2015). Free-form deformation, on the other hand,
uses the 3D position of the vertices as the matching information. In this approach, the
input 3D model, is split into a volumetric grid and correspondences are established by
deforming the grid to the closest point on the target shape (Modat et al., 2010). This re-
search follows the process of Huang et al. (2014) as it generated an initial estimate that
had fewer errors in the matching process when compared to the feature description ap-
proach.

Generating Basis Functions on the Shapes: The next stage of the functional map based
registration is to generate basis functions for each model in the dataset. Following the
procedure of Ovsjanikov et al. (2012), the Laplace-Beltrami basis function is chosen. Lévy
(2006) and Rustamov (2007) discuss the advantages of the Laplace-Beltrami basis func-
tion for 3D shape analysis. The Laplace-Beltrami basis exhibits preferable behaviour for
3D shape registration including deformation invariance, which means that regardless of
pose the basis functions will be the same (Rustamov, 2007). In Rustamov (2007), the dis-
crete Laplace-Beltrami differential operator is described as; for a function f defined on
the surface, the value of ∆f is approximated as:

∆f(pi) ≈
1

si

∑
j∈N(i)

cotαij + cotβij
2

[f(pj)− f(pi)] (4.1)

mij =
cotαij + cotβij

2
(4.2)

Lij =


∑

kmik/si, if i = j.

−mij/si, if i and j adjacent.
0, otherwise/.

(4.3)
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H

FIGURE 4.7: Definitions of the angles and the area appearing in the discrete
Laplace-Beltrami operator (Rustamov, 2007).

si in Equation (4.1) is the area of the shaded region in Figure 4.7. The summation is over
all vertex indices j adjacent with vertex pi. Using the column-vector

−→
f , the formula in Equa-

tion (4.1) can be written as a matrix-vector multiplication ∆f ≈ L
−→
f , where L is the discrete

Laplacian in Equation (4.3). Eigen decomposition of the discrete Laplacian L constitutes the
Laplace-Beltrami basis functions, that will be used herein. For more information on Laplace-
Beltrami basis functions the reader is directed to Rustamov (2007). Figure 4.8 shows the first 5
basis functions for two sample 3D ear models.

FIGURE 4.8: Example of basis functions on the surface of two ears illustrating
the similarities in certain basis functions.

It can be seen in Figure 4.8 that there are some similarities between models. The colours in
Figure 4.8 are representative of the basis functions on the surface of the 3D model. It should be
noted that basis functions are typically unordered so generating a map between basis functions
requires some refinement. Following the process of Ovsjanikov et al. (2012), 50 basis functions
are chosen to estimate the functional map. It is possible to use less functions, however, decom-
position of the 3D shape into basis functions is similar to the process of mesh compression.
Therefore, by using less functions there is the potential to miss important information on the
surface. Similarly, by using a large amount of basis functions there may a lot of redundant
information. Lévy (2006) illustrates this through reconstruction of a sample 3D model using
10-300 basis functions, as seen in Figure 4.9.
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FIGURE 4.9: Reconstruction of a 3D model using the Laplace-Beltrami basis func-
tions, showing the improved level of detail with increased basis functions (Lévy,

2006).

With the initial correspondences and the basis functions calculated it is now possible to
generate the functional maps.

Consistent Functional Map Networks: For a SSM, there are a collection of shapes of the
same class, therefore it is beneficial to analyze these shapes in a groupwise scenario. This
research follows the functional map network approach of Huang et al. (2014); Huang
and Guibas (2013) which generates consistent functional maps of a collection of shapes
through joint map optimization. Functional map networks was introduced from the
understanding that standard functional maps rely on clean or relatively accurate corre-
spondences typically from feature descriptors. However, Huang et al. (2014) determined
that these correspondences may not be sufficient. Cycle-consistency was introduced to
rectify the noisy correspondences and produce improved results. This approach is based
on the fact that, for a system to be cycle-consistent, then every function when transported
along a loop, should go back to the original function.

As a SSM is generated from a collection of shapes, imposing consistency is advantageous,
especially in circumstances where the shape varies significantly. Figure 4.10 shows the
functional map achieved using the process of Huang et al. (2014).

FIGURE 4.10: Showing the process of transferring a function on the source shape
to the target using the calculated functional map.
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Using the process by Huang et al. (2014), the functional maps are jointly optimized which
instills consistency in the registration process. In Figure 4.10, the process of transferring basis
functions from one shape to another using a functional map is shown.

Refinement into Point-to-Point Correspondences: Simply generating a functional map net-
work between a collection of shapes does not allow for a SSM to be constructed. To be
applicable to a SSM, the functional map network must be refined into a point-to-point
correspondence. Rodola et al. (2015) uses the coherent point drift (CPD) (Myronenko
et al., 2007) algorithm to generate a point-to-point correspondence from a functional
map. However, this process generates a one-to-many mapping, where multiple vertices
on one shape can be matched to a single vertex on another. This is not ideal for a SSM,
which requires a meaningful one-to-one correspondence. If the positions of the corre-
sponding vertices on the target surface are taken then this creates inverted faces which
are not desirable in a SSM. To alleviate this issue the position of the corresponding ver-
tices using CPD are used as an initial guess position and the mean shape is deformed
to the target shape using a regularized thin-plate spline approach. This can be seen to
alleviate the issue of inverted faces and one-to-many correspondences in Figure 4.11.

FIGURE 4.11: Consistent point-to-point refinement vs regularized thin-plate-
spline: CPD refinement (Rodola et al., 2015) and our approach using regularized

TPS deformation.

As can be seen in Figure 4.11, rather than taking the position of the target vertices as the
final position, by deforming the source shape it creates a much more uniform face distribu-
tion. It was discussed in Section 1.1.8 that using CPD on the vertex positions, as opposed to
functional maps, would not be sufficient for full 3D scan data that exhibits large surface defor-
mations. Figure 4.12 illustrates the significance of the functional maps over the CPD method.
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FIGURE 4.12: The registration error of the standard coherent point drift algo-
rithm on the raw point data versus the refined correspondences using the func-

tional maps. Scale is between -3mm and +3mm.

As can be seen in Figure 4.12, using CPD alone it is not possible to deform the source shape
to accurately match the target, this could be due to the high density of the point set or the large
deformation. CPD aims to physically deform the source point set whilst taking account of the
overall structure. Therefore, there is a limit to how much the shape can deform and in the case
of the human ear, the algorithm fails. However, in medical applications such as human organs
or bones where there is a lower level of curvature or features, the CPD algorithm may perform
better.

4.3.2.3 Analyzing the Registered Data using Principal Components

Once the models are completely registered it can be said that there is now a one-to-one or
meaningful correspondence across each model in the dataset. What has been achieved in the
previous sections is that, for each vertex on the mean shape, its position across each shape in
the dataset has been recovered. From this it is possible to establish the average shape in the
dataset by simply taking the mean. The mean shape is an extremely important component of
the SSM and is very useful in terms of product design. Principal component analysis (PCA)
models the variation in a set of variables in terms of a smaller number of independent linear
combinations (principal components) of those variables, in this case the variables are the po-
sition of the corresponding points. Principal components refer to the directions where there
is the most variance, i.e. the directions where the data is more spread out. The outputs of
PCA are the eigenvectors and eigenvalues; an eigenvector is a principal component and an
eigenvalue denotes the variance in the data in that principal component.

By taking the corresponding vertices across the models and processing them through PCA,
the output will be the principal components and the eigenvalues which illustrate the variation
within the dataset. Each principal component can be assigned a proportion of the variation
within the dataset and can therefore be used to reduce the dimensionality. For example, if the
first three out of thirty principal components constitute 96% of the total variation, then the
model may be simplified or approximated by ignoring the remaining 27 components. By per-
forming PCA, it is possible to reconstruct a set of data within a predefined standard deviation,
where S is the shape, εval and εvec are the eigenvalues and eigenvectors respectively, and σ is
the standard deviation.

Snew = Smean + σ ×
√
εval × εvec (4.4)
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For this research, it is desirable to analyze the variation in a dataset between a certain range
of deviations, such as between ±3σ. As per Figure 4.1, by selecting ±3σ, a variance of 99.7%
of the dataset will be covered. By varying the standard deviation it is possible to construct
any number of 3D ears, however, the accuracy of which is dependent on the size, quality, and
variability of the dataset. By constructing a SSM and analyzing the data in the desired standard
deviation range it is possible to design a product that can be a one-size-fits-most or to develop
automation algorithms for custom-fit, which is the goal of this research. The following section
shows the results of the statistical shape modelling process described in the previous sections.

4.4 Resultant Statistical Shape Model of the Human Ear

By performing the process outlined in Figure 4.4, a SSM of the human ear can be constructed,
which will be presented in this section. In order to construct the SSM, each 3D model from
the dataset in Chapter 3 was registered to the mean shape using the functional map process
discussed above. Principal component analysis (PCA) was then performed on the registered
shapes to produce the eigenvectors and eigenvalues that can then be used to reconstruct any
shape within the normal distribution. Using PCA there are two ways to reconstruct the data,
selecting the desired principal component and selecting the level of variance. If the model
contains 20 principal components, selecting a certain mode allows for the impact of individual
components to be assessed. Alternatively, a level of variance can be set, for example 95%, and
the number of principal components that amount to this variance are used.

4.4.1 Modes of variation of the Statistical Shape Model

By processing the 3D ear dataset in Figure 4.14, it can be seen that the first principal component
accounts for 29.6% of the variation in the dataset, the second principal component accounts for
12.4% and the third component takes just 10.7%. Which cumulatively amounts to 52.8%. To
account for 95% of the variation the first 27 principal components would be required. The full
cumulative variance of the principal components can be seen in Figure 4.13.
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FIGURE 4.13: The cumulative variance of the principal components with 95%
variance reached after 27 principal components.
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Figure 4.14 shows the first three modes of variation for these principal components be-
tween ±2σ.

FIGURE 4.14: Statistical shape model of the human ear showing the individual
modes of variation between −2σ and +2σ standard deviations.

4.4.2 Selecting desired variance of the Statistical Shape Model

Figure 4.14 shows the individual modes of the SSM. However, the principal components can
also be summed so as to account for a set level of variance. Figure 4.15 shows±2σ, accounting
for 95% of the total variance. In comparison to Figure 4.14, the shapes of the model show to
account for scale and shape changes in the ear.

FIGURE 4.15: Accounting for 95% of the variation within the dataset between
−2σ and +2σ standard deviations

The SSM consists of 5000 points and 10,000 faces. However, the process used is relatively
invariant to the density of the pointset, the only disadvantage is the increased computational
cost.
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4.4.3 Variational Analysis of the Human Ear

The benefit of the SSM is the ability to analyze the variance within the dataset. Traditionally,
variance is measured in 2D through the use of anatomical landmarks. This variance is then
used by designers through a mathematical table that establishes the planar variation between
landmarks. However, now that the dataset is in 3D it is possible to establish a more visual
presentation of the variation that is analogous to the 3D computer auded design approach to
product design. By taking the mean shape established in the previous section it is possible
to visualize a scalar field on the surface of the shape that is representative of the distance
between the mean shape and the selected standard deviation. The colour fields, in Figure 4.16
and Figure 4.17, represent signed distances measured in millimetres.

FIGURE 4.16: The distance from the mean shape to +2σ, visualized as a scalar
field on the mean shape. The distances are in millimetres.

Figure 4.16 shows the distribution of distances on the surface of the mean shape. As can be
seen, these distances are representative of the distance from the mean shape to the +2σ devia-
tion in Figure 4.15. The scale is in the range of ±4mm. In the inner ear region the difference is
relatively uniform aside from the entrance to the ear canal which exhibits a large deformation.
The majority of deformation, for this deviation, is behind the ear with the angle of protrusion
of the ear increasing. By performing the same analysis using the −2σ model in Figure 4.15 the
scalar field in Figure 4.17 is established.

FIGURE 4.17: Distance from the mean shape to −2σ deviation, visualized as a
scalar field. The distances are in millimetres.
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Comparatively, Figure 4.17 contains the majority of variation in the inner ear region, as
opposed to the Figure 4.16, which is primarily behind the ear.

4.5 Discussion

The importance of the SSM was established in the introduction to this chapter and the process
for generating the SSM defined in the following sections. The goal of this research was to
establish the base variance within a given range of 3D ears in order to answer the research
question:

How can we statistically analyze the full 3D ear scan data, without the use of landmarks?

The research question was then broken down intro several requirements that were re-
quired to generate a SSM using algorithms that non-rigidly determine a groupwise, dense
correspondence without relying on landmarks. It can now be determined that this goal has
been achieved, using a combination of technique that is relatively unique to our knowledge.
The SSM process that was created is invariant to pose and deformation, robust to large point
densities, and can also be adapted to incorporate incomplete data by following Rodolà et al.
(2016). The process to generate the SSM is also completely automatic. While it was required
to pre-process the data in order to uniformly distribute the vertices and faces on the mesh, the
process can still be considered dense.

4.5.1 SSM Construction Process

The SSM process can be considered state-of-the-art in terms of registration accuracy and flex-
ibility. Figure 4.12 shows a comparison between the functional map framework used in this
research and the standard point-to-point matching using coherent point drift (CPD), which
demonstrates the clear advantage of functional maps for this complex shape. In terms of
quantitative analysis, the geometric reconstruction error can be seen in Figure 4.12 and for the
functional maps is relatively even between ±0.5mm. In terms of processing time the method
requires iterative refinement which is computationally expensive, and takes approximately 30
minutes for a dataset of 20 models. However, this is not optimized, using GPU or cloud pro-
cessing there is the potential to reduce this time further. The chosen SSM process has valuable
properties, that to the best of our knowledge, are not seen in any other previously reported
SSM process. The unique features include invariance to pose, large deformations, and high
density point sets. The joint optimisation of the functional maps also establishes consistency
in the registration process. The main difficulty with the established functional map registra-
tion is the necessity to refine the functional map into a point-to-point correspondence, which
is the main processing bottleneck. Following, Boscaini et al. (2014) there is the potential to use
the functional maps without having to refine the point-to-point correspondence by using the
functional map to deform the source shape to match the target. However, using the process
outlined here, the requirements have been fulfilled and it was decided to proceed to the next
stage.

4.5.2 SSM of the Human Ear

From Figure 4.15 and Figure 4.14, the SSM of the human ear can be seen. Overall the quality is
very high and is on a par with the available state-of-the-art seen in Figure 4.2. The SSM of the
human body consists of 6449 vertices in total, however, for the human ear SSM constructed
in this research, the density is 5000 points and contains considerably more detail than the
available model. The SSM construction process is invariant to the density of the input point
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set, which means that the algorithm will be able to process a dataset of high density with
similar quality with the only disadvantage being the increase in processing time.

Using the functional map algorithms, the natural variations in shapes of the human ear
can be taken into account. From Figure 4.12 it can be seen that when compared with standard
point-to-point CPD, the functional map registration of this research is able to generate a near
exact match for models with large surface deformation. The colour-maps represent the dis-
tance between the deformed source shape and the target shape. CPD fails to converge to the
target shape as can be seen through the large colour variation on the surface in the range of
±3mm. Using the same scale it can be seen that the functional map based registration recovers
the target shape with a relatively uniform surface registration error.

From Figure 4.16 and Figure 4.17, the distance between the mean shape and ±2σ can be
visualized on the surface of the mean shape as a scalar field. It was discussed previously,
that by using a 3D SSM it is possible to overcome the limitations of 2D landmarking and
anthropometrics by using the 3D variance in shape as a means to guide the design process in a
way that is more compatible with the way in which designers work. By using the 3D scanning
system developed in Chapter 3 and the SSM processing code from this chapter, it is possible to
remove the complexity in generating SSMs and make 3D anthropometrics viable for industries
or designers to inform the way in which they design products.

4.5.3 SSM Evaluation

Without a ground truth dataset it is difficult to quantify the accuracy of the SSM and also there
is no point of comparison as this is, to the best of our knowledge, the first application of func-
tional maps to SSM. Davies et al. (2002) introduced generic evaluation criteria for SSM’s which
are Generalization Ability, Specificity and Compactness. The generalization ability measures
a model’s ability to represent unseen instances of the dataset and is typically assessed through
a leave-one out test. Specificity measures a model’s ability to generate instances of the dataset
that are similar to those in the training set which means to test the SSM by using the principal
components to generate a shape that is close to one in the dataset and compare the difference.
Compactness measures a model’s ability to use as few parameters as possible to cover the same
variance and is typically measured as the cumulative variance. These parameters depend on
the quality of the dataset more so than the quality of the registration. The primary interest
of this research is the feasibility of using a 3D SSM to guide the mass-customization of in-ear
devices, with the main concern being the ability to create a SSM from the full 3D scan data.
Following the steps in Figure 4.4, it can be said that it is possible to create a SSM from 3D scan
data. As the dataset used for testing consists of only 100 models, a larger dataset would be
required to yield good results for generalization, specificity, and compactness.

4.5.4 Limitations of the SSM process

While the process in Figure 4.4 has successfully created a SSM model of the human ear and
achieved the requirements set out in Section 4.2, there are limitations. Recovering the point-to-
point correspondences from the functional map registration is computationally expensive and
potentially unnecessary. Research by Boscaini et al. (2014) has shown that, rather than recov-
ering the point-to-point correspondence, it is possible to deform the source shape to match the
target using the functional maps and basis functions. While soft correspondences would still
be required to generate the functional map, the method by Boscaini et al. (2014) would alleviate
the necessity to refine a point-to-point correspondence from the functional map and would al-
low the functional map framework to be self-contained. As discussed in Section 4.3.2.2, refine-
ment of the functional map to a point-to-point correspondence could result in a one-to-many
mapping, by self-containing the functional map framework it prevents this issue.
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The necessity to pre-process the the input data in Figure 4.5 could be inferred as a limitation
due to the necessity to alter the input data. However, by distributing the faces and vertices on
the surface it improves the overall registration process while maintaining the surface features.
The reduction in point density also improves the overall computational time by removing
redundant information. For a large database the processing time can be significant, however,
due to the iterative nature of the correspondence refinement procedure there is currently no
apparent alternative. By using more powerful GPU or cloud processing the construction time
can be reduced. Even though the processing time is very high it only needs to be performed
once. All future use of the SSM uses Equation (4.4) to generate a new 3D shape from input 3D
scan data, function of which is discussed in Chapter 4.

4.5.5 Applications to the goal of this research

It was discussed at the beginning of this chapter that the SSM was needed to generate any
shape along the normal distribution (see Figure 4.1). This is a very important concept for the
overall goal of this research which is to automate the process of generating custom-fit in-ear
devices. This research proposes the automation pipeline revolving around the SSM, shown in
Figure 4.18.

FIGURE 4.18: Concept of this research showing the use of the constructed SSM
as the base for a prediction framework of the customized shape.
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The concept here is to use the SSM as a prediction of the overall shape of the in-ear device.
The SSM encompasses the variation of the given population, therefore, given a new shape it is
possible to predict where in the normal distribution that test shape lies, which is the foundation
of morphable models (Bustard and Nixon, 2010). By registering an in-ear device to the SSM
and then using a morphable model framework it is possible to predict the customised shape
of the input device. Also, by incorporating rules detailing how the surface deforms allows the
user to create functional products. The development of rules will be illustrated in the following
chapter.

4.5.6 Future Research

While this research has achieved the initial requirements set out in Section 4.2, during the
process of constructing the SSM, additional gaps in current knowledge were seen and there
are still areas of further development that are available for future research.
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Extending the SSM: One of the disadvantages of the SSM is the necessity to register all of
the data to the mean. If a new model is added to the dataset it would be required to
re-process the entire dataset which is a time consuming task. The algorithms developed
in this research completely automate the task but it would still require computational
resources. Future research could explore the development of algorithms that allow for
additional models to be added to the dataset without the need to re-register the entire
dataset. Research by Pereañez et al. (2014) has shown the ability to merge existing SSMs
to enhance the overall informativeness. Future research would aim to extend this to
allow for singular models to be added to the existing SSM. However, the results achieved
in this chapter are sufficient for the current objectives.

Evaluating comfort: The SSM has been developed as a means to custom-fit in-ear devices to
an individual’s 3D scan data. The aspect of what metrics can be used to derive comfort
from the SSM is not being discussed due to the subjectivity in the users perception of
comfort. Several questions remain such as, what accuracy is required for the SSM to give a
comfortable feeling for in-ear devices?.

4.6 Conclusion

The initial goal of this chapter was to generate a methodology to analyze the variance in the
given dataset, that will be used in the remainder of this research. At the outset, requirements
were established to guide the development of the statistical shape modelling (SSM) algorithms,
which were dense, groupwise, non-rigid, and non-landmark based. As a result, a state-of-the-
art framework for SSM using functional maps was developed which meets these requirements.
This was tested on a dataset of 100 models of the human ear consisting of 5,000 vertices and
10,000 faces. The results have shown that the framework exhibits a significant improvement in
terms of registration quality for models with large surface deformation. The main advantage
of the algorithms developed here, is that the registration is invariant to pose, deformation, and
high density point sets. The process to construct the SSM is also highly automated requiring
the tuning a few parameters that control the degree of deformation, smoothness and dimen-
sionality of the basis. It can now be said that the original goal of establishing the base variance
has been accomplished and the remainder of the thesis will use this SSM for the overall goal:

How do we use already fully functional CAD designs as opposed to performing the processes
after customization?
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Chapter 5

Deformation Constraints in CAD
Designs to Streamline the Automation
Process

In Chapter 4 the proposed automation framework was outlined (see Figure 4.18). The objective
of this chapter is determine how one can use the statistical shape model (SSM) as an input into
a parametric/deformable model of the in-ear device. This means that when a new 3D scan is
registered to the SSM it generates a deformation field which is transferred to the product, us-
ing this deformation field as a guide the CAD product is deformed into the customized shape.
The cornerstone and novelty of this approach is the use of constrained 3D mesh deformation
techniques guided by the change in shape from the SSM to the input 3D scan. By incorporat-
ing 3D mesh deformation techniques it allows the user to control how the product deforms
such that functional or critical regions in the CAD product can be preserved. Contrary to the
literature in Section 1.1.5, where the majority of automation systems use rules consisting of if-
then-else statements in order to construct the functional product in a generative fashion, this
research begins with the CAD designed product and applies deformation constraints such that
the in-ear device’s shape can adapt to an individual’s 3D scan.

It is important to understand the distinction between a rule and a constraint in this re-
search. Here a customized product being generate by a set of rules is being perceived as a
step-by-step process in which raw 3D scan data is transferred into the final shape through a
process of landmark detection and rule-based detailing and modelling (see Figure 1.15 and
Figure 1.16). For example, if a raw 3D ear impression is being processed, a rule may be;

1 if Angle between Landmark A and Landmark B > 30 then
2 Insert Cutting Plane;
3 else
4 Skip this cut;
5 end

Any number of rules can be put in place to generate a final product from raw 3D scan data,
especially when the complexity of the product increases. The use of rules relies on the accuracy
of the detected landmarks and the user’s knowledge of the anatomy of the target object. A
constraint, on the other hand, does not require complex definitions of angles between points.
For this research, a constraint can be thought of as a restriction to the deformation process.
This research uses the deformations from the SSM to guide how the CAD product can deform.
Without any constraints, the CAD product would be free to fully conform to the SSM. By
adding constraints it allows for control of this process. The benefit of this approach is that,
regardless of the deformations received from the SSM, the system will always constrain the
regions defined by the user. To assist the reader, the following terminology is introduced and
used throughout this chapter:
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Constraint: A constraint, in this case, is a segmentation of the CAD design into relative areas
such as form-preserved, free-moving, or completely-fixed, to name a few.

Form region: A form region is the area of that a constraint is applied to or in other words, it
is the area that is segmented to apply a constraint.

Local rotation: The local rotation, used throughout, is referring to the normal to the surface
which is preserved during the deformation process.

Preservation: It is important to differentiate between the two forms of preservation used in
this chapter. The first relates to the preservation of local rotations and volume during
the deformation. In this case, preservation is similar to conservation, where minimum
change is allowed but not explicitly enforced. The second preservation, is the explicit
preservation of form, in this case, it is enforced and there is no change in shape allowed.

Laplacian mesh deformation: This is the basis by which the 3D mesh deformation is gen-
erated. In contrast to traditional Cartesian coordinates which only rely on the spatial
location of each point, Laplacian or differential surface representations carry more infor-
mation about the local shape of the surface, and the size and orientation of local details.
For more information on Laplacian mesh processing the reader is directed to Sorkine
(2005).

By applying constraints to the CAD design, when the SSM deforms and the deformation
field is transferred to the CAD design, the 3D mesh deformation algorithms deform the CAD
design while taking account of the constraints. With this framework, the only extra informa-
tion other than the SSM and the 3D CAD design are the constraints for how the CAD design
can deform to match the 3D scan data. In order to maintain functionality of the product de-
sign, these constraints determine the rigidity and final positioning of the customized mesh
elements. The theory and use of these constraints are discussed in the following sections and
a practical application is explored in Chapter 6.

5.1 Sample 3D Design for Testing the Constrained 3D Mesh Defor-
mation

To test the algorithms developed in this chapter against the available researched techniques,
the 3D test mesh shown in Figure 5.1 will be used.
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FIGURE 5.1: Sample 3D mesh design to test the mesh deformation algorithms,
designed to have a hemispherical bump to evaluate the effective preservation of
the local rotations and a rectangular cavity to explore preservation of the form.

With the test mesh in Figure 5.1, the aim is to show the preservation of the local rotation on
the hemispherical bump and the explicit form preservation of the rectangular cavity.

5.2 As-Constrained-As-Possible (ACAP) 3D Mesh Deformation

Part of the novelty of this research is the use of deformation techniques to fit a CAD design to
the new 3D scan. Therefore, how the surface is deformed becomes a critical component. This
research introduces the As-Constrained-As-Possible (ACAP) 3D mesh deformation algorithm
that allows for realistic and local rotation preserving deformations whilst preserving user-
defined critical features. ACAP extends the As-Rigid-As-Possible (ARAP) (Sorkine and Alexa,
2007) energy minimisation framework for surface deformation to include both volume and
form preservation through the use of user-defined constraints on the input 3D mesh.

5.2.1 ACAP Mathematical Background

ACAP 3D mesh deformation follows two main steps, namely the approximation of the local
rotations for the vertex cell and the estimation of the vertex positions by solving a Laplacian
system. The iterative estimation for the local rotations follows the same approach as Sorkine
and Alexa (2007), however, the novelty of ACAP lies in the variation of the Laplacian system
which has been altered to include user-defined constraints which allow for form and position
constraints to be added. Similar to As-Rigid-As-Possible (Sorkine and Alexa, 2007), ACAP
revolves around the concept of directly minimizing the stretching and/or bending energy to
achieve a realistic surface deformation that preserves local detail (i.e. local rotations). To pre-
serve local rigidity, the surface is split into overlapping cells and the transformation in each
cell is minimized to be as-rigid-as-possible. A cell, in this case, covers the triangles incident
upon a vertex, or the one-ring neighbourhood of a vertex, as depicted in Figure 5.2, and is
denoted by N(i).
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FIGURE 5.2: A one-ring neighbourhood of a vertex, i, showing the edge length,
eij , to connected vertices, j.

Therefore, given the cell Ci corresponding to vertex i that deforms to C ′i, if that transfor-
mation is perfectly rigid there exists a rotation R′i such that:

p′i − p′j = Ri(pi − pj), ∀j ∈ N(i) (5.1)

The letter p, in this case, is referencing the position of vertex i relative to vertex j. It should
be noted that (pi − pj) is essentially the edge length eij , therefore, the ARAP surface deforma-
tion tries to preserve the edge length of the mesh. This then leads to an energy function that is
at a minimum when the rigidity is maximized:

E(Ci, C
′
i) =

∑
j∈N(i)

wij ||(p′i − p′j)−Ri(pi − pj)||2 (5.2)

The vertex weights, wij , are selected by the user and determine how the surface deforms.
Selection of the vertex is discussed in Section 5.2.1.2. By summing up the energy functions
from all cells, a global energy functional is obtained:

E(S′) =
n∑

i=1

wiE(Ci, C
′
i) =

n∑
i=1

wi

∑
j∈N(i)

wij ||(p′i − p′j)−Ri(pi − pj)||2 (5.3)

This energy functional is non-linear and depends only on p′i, the new positions of the ver-
tices. To solve this non-linear system, a two-stage optimization scheme is proposed to iter-
atively decrease the energy which is achieved by separating the optimization of Ri from the
optimization of p′i, specifically, given vertex positions, the optimal rigid transformation Ri is
found, this is then back-substituted into the system and the optimal vertex positions p′i are
solved. This process is then iterated until a threshold or maximum number of iterations is
reached.

5.2.1.1 Derivation of the optimal rotation

One of the critical components of ACAP, similar to ARAP, is the best approximation of the
per-vertex rotation matrix, Ri, which preserves the local rigidity of the cell. The derivation
follows the approach of Sorkine and Alexa (2007). For convenience, the edge eij := pi− pj and
similarly for e′ij for the deformed cell C ′i.
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∑
j

wij(e
′
ij −Rieij)

T (e′ij −Rieij) =

=
∑
j

wij(e
′T
ij e
′
ij − 2e′Tij Rieij + eTijR

T
i Rieij) =

=
∑
j

wij(e
′T
ij e
′
ij − 2e′Tij Rieij + eTijeij)

(5.4)

The terms that do not contain Ri are constant in the minimization and therefore can be
dropped. The equation then becomes:

arg min
Ri

∑
j

−2wije
′T
ij Rieij = argmax

Ri

∑
j

wije
′T
ij Rieij

= argmax
Ri

Tr(
∑
j

wijRieije
′T
ij ) =

= argmax
Ri

Tr(Ri

∑
j

wijeije
′T
ij )

(5.5)

Sorkine and Alexa (2007) denote by Si the covariance matrix:

Si =
∑

j∈N(i)

wijeije
′T
ij = PiDiP

′T
i (5.6)

where Di is a diagonal matrix containing the weights wij , Pi is the 3× |N(νi)| containing eij ’s
as columns and similarly for P ′i . The optimum rotations, Ri, can then be derived by singular
value decomposition of Si = UiΣiV

T
i :

Ri = ViU
T
i (5.7)

up to changing the sign of the column Ui corresponding to the smallest singular value,
such that det(Ri) > 0. Equation (5.7) calculates the per-vertex rotation that best preserves the
local rotation, i.e. normal to the surface. The per-vertex rotation is iteratively refined in the
two-stage optimization process discussed previously.

5.2.1.2 Selection of weights

The selection of per-edge weights wij and per-cell weights wi is important for making the
deformation energy as robust against variations in topology as possible.

FIGURE 5.3: Test Piece Deformation: The yellow region remains fixed and the
red region is deformed using uniform weights and cotan weights (Sorkine and

Alexa, 2007).
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Figure 5.3 shows an example of how the choice of weights can affect the deformation of
the mesh under the same displacements. The selection of weights should compensate for non-
uniformly shaped cells, such as coarsely meshed shapes with large triangle areas, and prevent
discretization bias. Sorkine and Alexa (2007) use the cotangent weight formula for wij :

wij =
1

2
(cotαij + cotβij) (5.8)

From Figure 5.3 the cotangent weights provide a more reasonable deformation over the
uniform weighting. In Equation (5.8), αij and βij are the angles opposite of the mesh edge
(i, j), as seen in Figure 5.4. An alternative approach is to use the area-corrected edge weights
w′ij = (1/Ai)wij , where Ai is the area of the cell Ci.

FIGURE 5.4: Cotangent weights in the one-ring neighbourhood of a vertex
(Sorkine, 2005).

The ACAP process follows Sorkine and Alexa (2007) and uses the area-corrected cotangent
edge weighted, and is defined as follows:

wij =
1

2Ai
(cotαij + cotβij) (5.9)

5.2.2 Incorporating volume preservation in ACAP

It has been discussed that ACAP 3D mesh deformation preserves local rigidity around a cell
which constitutes the one-ring neighborhood of a vertex. However, while this preserves the
edge length it does not the volume of the mesh. Depending on the type of object being de-
formed this can be a critical issue, for example, if the object being deformed is a planar surface
with local detail then there is no necessity for volume preservation. However, if the object has
a thickness or in the case of the in-ear device, which has a hollow region with a functional wall
thickness, then it is important to preserve that volume.

Kwok et al. (2014) extended the ARAP framework to account for internal volume through
the use of tetrahedral meshes. Traditionally, it is difficult to use tetrahedral meshes for sur-
face/mesh deformation applications due to the necessity to convert between representations.
However, Kwok et al. (2014) showed that a volumetric mesh,M , is compatible with the surface
mesh, S, on its boundary (i.e. δM = S). The present research follows this concept of volume
preservation through tetrahedral mesh generation in order to ensure that the internal volume
is preserved as much as possible during the deformation stage, which is critical in the case of
large deformations.
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(a) Original Mesh (b) Cross Section (c) Tetrahedral Mesh

FIGURE 5.5: Tetrahedral mesh, shown in red, generated to preserve the volume
of the mesh during the ACAP deformation.

Referring to Section 5.2.1, the ACAP mesh deformation aims to preserve the edge lengths
of the mesh, such that the rigidity of the overall elements remains the same, ensuring a real-
istic deformation. However, using a standard mesh there is no means to take account of the
internal volume. From Figure 5.5 (b), the original mesh when split does not have any connec-
tivity/edges on the internal, meaning during the deformation process the algorithm will only
preserve the external connectivity. While this is sufficient for standard meshes, during large
and complex deformations this could result in self-intersections or failures. In Figure 5.5 (c),
it can be seen that the tetrahedral mesh has the same topology as Figure 5.5 (a), but there are
edges connecting the external vertices to make an internal volume. This means that the ACAP
algorithm, which preserves edge-lengths, will now take account of the internal volume and
prevent self-intersections during large deformations.

To generate the tetrahedral mesh the widely utilised TetGen method is used (Si, 2015).
To ensure compatibility with the original surface the TetGen is restricted to not remesh the
surface, meaning the algorithm will not introduce new vertices into the mesh. The outcome
of this process is the original vertices and faces with another connectivity matrix that is the
tetrahedrons. In regards to the ACAP process in Section 5.2.1, the tetrahedron connectivity is
used in the energy minimization as opposed to the standard triangular connectivity.

5.2.3 Form Preservation for ACAP

As this research aims to preserve the shape of important features of a design, there must be
the means to preserve or limit the deformation in user-defined areas. To allow for user-defined
constraints the second stage of the ACAP process, solving the Laplacian system for position es-
timation, is replaced with a constraint-based solution with a variety of user-defined constraints
which will allow for a multitude of possible designs. For ACAP, the process of Masuda et al.
(2007) is adapted for form preservation with local rotation and volume preservation.

5.2.4 Form Preservation using constrained least squares Laplacian

ARAP mesh deformation minimizes the energy such that the edge-lengths of the mesh are
preserved. The advantage of this approach is that it will always converge to the closest possible
solution. However, this does not guarantee that the form will be preserved. As this research
requires that form regions be explicitly preserved so that electronic components can be fitted,
the solving of the Laplacian system is adapted to explicitly preserve form regions.

Masuda et al. (2007) use a Laplacian mesh deformation approach with rotation and form
constraints that explicitly preserve pre-determined regions of a mesh. However, the difficulty
with their approach is that the deformations have to be provided as quaternion (axis, angle)
rotations as opposed to translational. This research uses a deformation field obtained from the
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morphing of a statistical shape model (SSM), which is a three-dimensional translational defor-
mation field. Therefore, the work of Masuda et al. (2007) is not directly compatible with this
approach. Masuda et al. (2007) aim to initiate the deformation with a rotation and translation
provided by the user which is then interpolated over the surface. The present research adapts
the approach by Masuda et al. (2007) by incorporating an iterative rotation estimation such
that the deformation field can be directly used without having to explicitly provide per-vertex
rotations. Therefore only Equation 11 (b) from Masuda et al. (2007) is relevant.

pi − pj = sfR(ni, θi)(p
o
i − poj) (i, j ∈

∧
F

; (i, j) ∈ TF ) (5.10)

Where R(ni, θi) is the per-vertex rotation matrix that is interpolated over the surface such
that the normals or frame of each cell is preserved. Recall from Equation (5.1), that ARAP finds
a rotation for each vertex that preserves the rigidity of each cell, pi − pj . Equation (5.10) states
that the difference in new position of vertex i and j in the minimum spanning tree

∧
F , should

be equal to the vertex rotation R(ni, θi) times the difference in old position of the vertices. The
scale factor, sf , is used by the designer to vary the size of a form region, however, this is not
necessary for this research. One of the important components of the method by Masuda et al.
(2007) is the use of a minimum spanning tree to reduce the complexity of the least-squares
solution. Given a pre-defined form region,

∧
F consisting of vertices and connectivity infor-

mation (i.e. faces), a minimum spanning tree is a path that traverses the surface in a minimal
fashion such that repeated edges are excluded. In Equation (5.10), the spanning tree edges are
represented by TF and the faces in a form region by

∧
F . An example of a minimum spanning

tree is shown in Figure 5.6.

FIGURE 5.6: Spanning Tree: a minimum representation of the connectivity in a
3D mesh region such that repeated edges are eliminated in the selected region

(Masuda et al., 2007).

To explicitly preserve a form region without having to define rotations for cells, this re-
search takes the per-vertex rotation matrices from Equation (5.7) of the ACAP process and
adds into Equation (5.10). Taking the rotation matrices from the ACAP process, a minimum
spanning tree is generated from the user-defined form region. A Laplacian least-squares sys-
tem is then solved using Equation 5.10 as soft constraints, such that the system becomes:

Mv′ = b̃
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M =

[
AtA Ct

C 0

]
, b̃ =

Atv
d
.


where A is the cotangent Laplacian matrix LD. v′ is the new vertex positions, Atv are the
delta coordinates of the mesh, and d are the constraints from Equation (5.10). The critical
components here are the C and d matrices which constitute the form matrices. Taking vertex
i with corresponding edge vertex j, to preserve the form region as per Equation (5.10) the
difference in position pi − pj is taken, hence Ci−j becomes:

C =

Ci−j 0 0
0 Ci−j 0
0 0 Ci−j

 (5.11)

Ci−j = (
...
0

i
1

...
0

j
−1

...
0)

Equation (5.11) repesents the left hand side of Equation (5.10), where the position of the
vertices are constrained. Similarly, for the d matrix, the constraints become:

di−j = Ri(vi − vj) (5.12)

Equation (5.12) is the right hand side of Equation (5.10), notice that the scale factor sf has
been removed as it is not relevant to this research. By adding these constraints to the Laplacian
system such that the M matrix is constructed, the form preserving mesh deformation can be
performed using least squares, such that:

v′ = M\b̃

By following the process in Figure 5.7, the mesh is deformed to fit the user constraints and
can preserve both volume and form in a simple and interactive manner.
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FIGURE 5.7: Process for generating a customized in-ear device from CAD data
using the ACAP 3D mesh deformation process.

The following section shows the advantage of this process against standard ARAP defor-
mation.

5.3 ACAP 3D Mesh Deformation Applied to the Test Mesh

To illustrate the ACAP approach, the sample component from Figure 5.1 is deformed as set
out in Figure 5.8.
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FIGURE 5.8: Test Piece Deformation: the red region remains fixed and the yellow
region is deformed 0.5mm in the X-axis, and -1mm in both the Y and Z axes.

To showcase the importance of the addition of the volumetric information, the deforma-
tion is shown with the original ARAP deformation (Figure 5.9), the volume preserving ARAP
(Figure 5.10), and the full ACAP process (Figure 5.11).

FIGURE 5.9: ARAP mesh deformation showing the self-intersections (pink) that
arise due to the lack of volume information.

As can be seen in Figure 5.9, using the original ARAP system, the process has no way to
identify internal volume. The algorithm simply aims to minimize the edge-lengths of adjacent
vertices without taking into account the volume of the mesh. This is clearly shown by remov-
ing all internal edges of the model as the deformation exhibits self intersections, which can
be seen as variations in colour on the mesh. The proposed solution is to convert the original
triangular mesh into a tetrahedral volume as per Kwok et al. (2014). By restricting the TetGen
algorithm to not remeshing the surface, the original vertices and faces of the mesh are main-
tained and the additional tetrahedral connectivity information is passed through the ARAP
process, as shown in Figure 5.10.
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FIGURE 5.10: ARAP process including the volume information in the form of
the tetrahedral connectivity, showing that self intersections are avoided, but the

form region is distorted.

By adding volumetric information, the ARAP system is able to preserve the internal vol-
ume and prevent self-intersections. This is particularly important because as the complexity of
models increases, it is imperative that self-intersections do not occur. However, by analyzing
the form region it can be seen that it has become distorted which is not ideal for this research.
It was determined that to explicitly preserve the form a post-processing stage is added that
utilises the minimum spanning tree of the form region and the rotation matrices calculated
from the ARAP process to determine the exact shape whilst maintaining the rotation of the
original deformation.

FIGURE 5.11: ACAP process showing the preservation of both volume and rota-
tion with the critical component being the preservation of the form of the desig-

nated region.

As can be seen, both the rotation and form of the designated area are preserved. Of im-
portance here is that the normal to the surface is preserved whilst the form regions remain the
original size but follow the natural rotations of the deformation. By preserving the form re-
gion, it should be noted, that some distortion can appear on the surface due to the enforcement
of the constraint. However, in practice this did not cause any issues.
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5.4 Discussion

The purpose of this research is to construct an alternative approach to mass-customisation of
products from 3D scan data. Contrary to the standard generative or morphometric approaches
discussed in Section 1.1.5, this research opts for direct surface deformation using the SSM as
the guide. By using this approach it allows the user to work with standard CAD data without
the need to pre-program landmarks or cut-planes. Using a simple set of tools, discussed in this
chapter, the user is able to identify form regions that preserve the functionality of a design, i.e.
mounting holes for electronics or clearance holes for assemblies.

This chapter has laid out the mathematical basis for constrained mesh deformation pre-
serving form and volume, referred to As-Contrained-As-Possible), due to the minimization of
the bending energy which fits the rotations to the surface, showing its advantages over the
standard ARAP process.

5.4.1 ARAP Surface Deformation

ARAP surface deformation is a widely used technique that provides realistic 3D mesh defor-
mation without the need to provide per-vertex rotations. The two-stage optimization allows
for the per-vertex rotations to be fitted such that the normal to the surface is preserved. How-
ever, as discussed, the standard ARAP process has no way to preserve internal volume and
can often lead to self-intersections depending on the shape of the object being deformed. This
can be clearly seen in Figure 5.9, when the sides connecting the two surfaces of the test piece
(see Figure 5.1) are removed there is no way for the algorithm to know the internal volume
and therefore self-intersections occur. This is detrimental to the applicability to this research
as self-intersections or inversions will cause the mesh to become un-printable, meaning it will
not be possible to 3D print the output of the process, and the shape may not fit the 3D scan as
expected.

5.4.2 ACAP 3D Mesh Deformation - Preserving Volume and Form

As the standard ARAP is not fully applicable to this research it was determined that volume
and form preserving extensions were required. Volume preservation is required such that no
self-intersections occur during large deformation or with complex parts and that the overall
thickness of the part remains the same where posssible. As the goal of this research is to deform
a functional part it is imperative that regions that have an engineered purpose remain within
tolerance such that components can be fitted to the part or the part can fit within the specified
region, therefore form preservation is critical.

Kwok et al. (2014) introduced a process to preserve the internal volume during the ARAP
process by using a volumetric tetrahedral mesh. In their approach, the conversion between
standard triangular and tetrahedral mesh is expressed on the boundary of the tetrahedral.
However, for this research it was determined that by restricting the TetGen algorithm to not
remesh the surface, the original vertices and faces of the triangular mesh are maintained and
the generated set of tetrahedral connectivity information is used in the minimization process.
This therefore allows the ARAP system to take account of that edge-length, thus preserving
the internal volume as seen in Figure 5.10.

To contain volume, rotation and form preservation, the ACAP process was developed,
which allows the user to add constraints to the Laplacian system such that form preservation is
achieved. These constraints are simple and interactive, giving the user the ability to manually
select critical regions of the design which are then automatically processed into a minimum
spanning tree (see Figure 5.6). By doing this the algorithm is able to preserve the region such
that it rotates with the natural rotations of the surface but does not deform. This is an ideal
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scenario for in-ear device design as the form region should conform with the deformations
of the SSM. It is also possible to add further constraints to the system which control the final
positioning of the form region, such as restricting the motion to a certain normal angle, or
following a direction to a line. However, it will be shown in Chapter 6, that for in-ear device
design the form region preservation in Figure 5.11 is sufficient. This will be demonstrated
by applying the full algorithm in a practical scenario with the design and testing of an in-ear
device.

5.4.3 Advantages of the ACAP 3D Mesh Deformation

The advantage of the ACAP process is that it will always converge to form that is a close as
possible to the desired form, due to the minimization approach. This can give information on
the limitations of the design or topology of the mesh. For example, with the human ear, there
is a significant amount of variation in terms of shape between extremes of the population (see
Chapter 4). Therefore, there may be situations where the algorithm cannot physically deform
the mesh to fit the desired target, which will give information on the limitations of the design.
The ACAP process is also relatively simple and can be extended to include further constraints
relating to the final positioning of the form region. By varying the edge weights it is also
possible to change how the surface deforms which gives the user extra control for specialized
applications, i.e. specifying custom edge weights to generate a certain deformation that may
be related to material properties (e.g. Young’s modulus).

5.4.4 Further Work

While this process has shown to provide acceptable results for this research, a full framework
incorporating more surface controls would be ideal to cover all possible designs other than the
inner-ear. Further work could also include exploration of the per-vertex weights to incorporate
material properties into the deformation process.

5.5 Conclusion

The aim of this chapter was the development of a method for deformation of a 3D mesh that
preserves both the internal volume and pre-defined form regions. The ACAP 3D mesh de-
formation algorithm was developed to allow the user to define form regions on the 3D mesh
which will then be preserved during the deformation whilst still moving with the rotation of
the surface. This is an ideal scenario for in-ear devices as the range of deformations can be
extreme, as seen in Chapter 4. The novelty of the ACAP process is the ability to begin the
customization process with a functional CAD design, and deform the model in a constrained
manner, such that the model is still functional and directly 3D printable after the customiza-
tion process. The ACAP process is also extendable, meaning new methods for constraining
the surface can easily be added to the system, thus creating a full design and customization
framework.

As the overall goal of this research is to use mesh deformation techniques for customiza-
tion, this chapter has provided a cornerstone for the success of this approach. The following
chapter will illustrate the application of this ACAP framework to the design of an in-ear device
by showing the process from the design of the part through to realizing the customized design
from 3D scan data.



117

Chapter 6

Automated Customization of an In-Ear
Device From 3D Scan Data

Chapter 3 illustrated the design of a 3D scanner that automatically captures the 3D ear data
in high resolution. Chapter 4 then used this data to construct a statistical shape model (SSM),
which is a compressed representation of the variation within the dataset. Chapter 5 outlined
the mathematical background and functionality of the proposed deformation constraints in
manipulating the chosen CAD design. In this chapter, the application of this research will be
established by combining the techniques in Chapters 3 to 5. Here, it will be shown that by
using a SSM, a deformation field from the mean shape to the input 3D scan can be established.
This deformation field can then be transferred to the product design and using the deformation
constraints the design will be customized to fit the deformation field. In this approach there
is no necessity for pre-programmed rules or detection of landmarks, all that is required is that
the CAD design be registered to the SSM and the user define the deformation constraints, such
that the ACAP technique from Chapter 5 can apply the deformation.

The following section discusses available consumer in-ear devices and issues that must be
considered when developing a mass-customized product, together with a justification on the
selected product for this research. Sections 6.2 and 6.3 then illustrate the design process using
the SSM and final design that is to be tested for this research. Section 6.4 shows the steps for
pre-processing a functional CAD design such that it can be used in this mass-customization
framework. Section 6.5 shows how the SSM is integrated into the customization process such
that it can guide where the CAD design deforms. Sections 6.6 and 6.7 show the outcome of the
process with a custom-fit in-ear device that can be automatically adjusted to fit the input 3D
scan data.

6.1 In-Ear Device and the Considerations For Automated Customiza-
tion

One of the advantages of the proposed automation framework is that it can generalize to a
wide range of products as it relies on the SSM as the basis for deformation. In order to test the
automated customization process, a consumer in-ear earphone was selected as it represents a
widely used product that has a significant amount of available design information from which
to test.
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(a) Canal-phones (b) Apple Earbuds (c) Behind-ear
hook

(d) In-ear hook

FIGURE 6.1: Styles of in-ear earphones. Various designs aim to improve comfort
or sound quality by exploiting different areas of the ear for mounting or sound

isolation.

In Figure 6.1, various in-ear earphone designs are shown, with some of the variation in-
tended to either improve the comfort, mounting in the ear, or the sound quality. Figure 6.1 (a)
shows two earphones with silicone inserts, also known as canal-phones. The purpose of the
silicone insert is to improve the mounting of the earphone and also the sound isolation and
quality. By using a silicone insert, the aim is to compress the earphone into the users ear canal
such that a tight seal is formed. This prevents external noise from polluting the sound and
creates a firm mounting base for the earphone. However, there is significant bias in terms of
user adoption of canal-phones due to the pressure induced on the ear canal. As the human
ear is so varied there are users that may find the pressure on the ear canal painful, and while
the earphone suppliers provide various size silicone inserts there will always be an issue with
discomfort for a proportion of the user base. Canal-phones and in-the-canal hearing aids also
suffer from occlusion due to the ear canal being sealed by the insert. The occlusion effect is
a very serious issue for in-ear devices as it can cause the users voice to become ’hollow’ or
’booming’, and it can also increase the noise from jaw movement such as chewing or talking.

Contrary to canal-phones, there are standard "earbuds" (see Figure 6.1 (b)) which do not
enter the ear canal. Standard earbuds mount in the external ear and project the sound into the
canal. The benefit of these devices is that there is no occlusion or pain as a result of sealing
the ear canal. However, as the ear canal is not sealed there is the possibility for sound leakage.
The disadvantage of mounting in the external ear is that earphones can become unsteady for
a proportion of the population, especially during dynamic motion such as exercise. Some
products aim to improve this mounting through the use of hooks behind the ear (see Figure 6.1)
or compression fittings within the external ear( see Figure 6.1 (d)). This research aims to solve
the issues with placing objects in the canal by custom-fitting an earphone to the external ear.
Using the automated customization framework, it is possible to create bespoke earphones that
fit perfectly to the external ear, such that it is not necessary to fully enter the ear-canal. As
this research uses the full, high resolution 3D scan data to customize the in-ear device, a seal
is created from the external ear such that noise leakage is minimized, without affecting the
comfort of the user.

An example of this approach in industry is given by Snugz Earphones (Snugs, 2017). In
their approach, a mould is made from the individuals ear canal which is then 3D scanned and
manually edited such that a custom-fit mount is produced. The benefit of their approach is
the ability to use widely available and already mass-produced earphones with their custom-fit
mount.
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(a) Standard custom-fit Snugz

earphone

(b) Wireless custom-fit Snugz

earphone

FIGURE 6.2: Custom-fit earphones produced using moulding, 3D scanning and
manual processing of the scan data (Snugs, 2017).

As can be seen in Figure 6.2, the custom-fit earphones leverage the mass-produced ear-
pieces that contain the electronics with a custom-fit shell such that the only required object to
be 3D printed is the custom-shell. This research will replicate the earpiece seen in Figure 6.2
(a), where a standard earpiece containing the electronics is fitted to a custom shell such that the
comfort and robustness of the mounting can be improved. As the process used by the Snugz
company is manual, the porting of this design to the automation framework developed in this
research will showcase its applicability to functional products.

6.1.1 Custom Shell and Electronics Module

For this research, the Beats urBeats2 earphone will be used. In terms of design, the earphone
is relatively simple consisting of a metal casing shell that holds the electronics and a silicone
insert that is placed in the ear canal, as annotated in Figure 6.3 (a).

(a) Beats urBeats2 earphone (b) Approximate dimen-

sions, without silicone

insert

FIGURE 6.3: The Beats urBeats2 that will be used to test the customized earphone
(a) and the approximate dimensions that were measured manually (b).

As can be seen in Figure 6.3 (a), the earpiece is a cylindrical metal casing containing the
speaker driver and a silicone insert. As annotated in Figure 6.3 (b), the silicone insert is re-
moved and the custom-fit earpiece is attached to the mounting location. For the shell, the
mechanical properties of the material are not considered here, as the critical component for
this research is the customized shape.
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6.2 Design Considerations for Automation and 3D Printing

One of the advantages of the approach developed in this research is the ability to design prod-
ucts in the conventional way using CAD programs, meaning that the shape of the product is
generated in steps using digital modelling tools. However, there are some modifications to
the process due to the enhanced information from the SSM introduced in Chapter 4. With the
introduction of the SSM, which is a full 3D representation of the variation in shape, there exists
more information from which to guide the design of the product. When designing custom-fit
products, it is important to consider how the product interacts with the human body. For ex-
ample analyzing how the product will fit to the human body and also considering how the
target shape deforms. The SSM is a valuable resource as it can allow for the design of parts
to fit within a certain range of variation in the population. It may not be possible to design
a single product that can fit to the entire population due to either the deformations not being
possible on the product or the size of electronics not being viable for extreme deviations of
shape. In order to achieve customized products, the following section introduces design for
the mean, which uses the SSM from Chapter 4 to guide the design.

6.2.1 Design for the mean

This is an approach that uses the mean shape from the SSM that was constructed in Chapter 4.
To design for the human body, designers typically use a table of anthropometric data, which
is a representation of the variation in shape in planar dimensions. However, using the high
resolution 3D data constructed as part of this research it is possible to advance and ease this
process. By designing for the mean, the product will already fit the mean of the population in
the given dataset and will then be adapted using the automation approach of this research (see
Chapter 5). By beginning with the mean shape it allows the designer to assess the end shape
of the product to determine appropriate localization of electronics or critical components. As
the mean shape is a representation of the median in the normal distribution, the deformation
will either be contraction or expansion, so designing for the mean is an optimal approach for
when the device must fit to a target object.

Designing for the mean follows a similar process as outlined in Figure 1.15 and Figure 1.16,
with the process slightly modified due to the type of input data.Section 6.3 shows the process
of designing an in-ear device using design for the mean. It should be noted that, using the
SSM it is possible to design for any number of deviations along the normal distribution, such
as±3σ, which will take account of the extreme variations in shape. However, for the purposes
of this research, design for the mean was deemed sufficient for demonstration purposes.

6.2.2 Limitations of 3D scan data

Prior to designing the product, it is important to consider the limitations of the 3D scan data.
As 3D scan data reconstructs only what is seen by the cameras, areas that are occluded cannot
be reconstructed. By assessing the ear, there are numerous folds, particularly between the
concha and triangular fossa that makes 3D scanning very difficult. Analyzing the custom-fit
moulding in Figure 6.2, it can be seen that there is significant detail at the top of the mould
which constitutes the concha-triangular fossa region. This mould is generated from a manual
involving the injection of silicone into the ear canal and the 3D scanning of the hardened result.
The use of this manual process allows for areas that are typically occluded to be reconstructed.
While this is a limitation of the non-contact 3D scanning process, it is yet to be determined
whether it is a drawback to the customization process.
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6.3 In-Ear Device Design using the SSM as a Guide

For this research, due to the availability of the SSM, design for the mean is the chosen protocol.
With the full 3D SSM, a robust mean shape is provided such that the design can be guided.
However, there are two ways in which to use this mean shape to output a designed shape:
direct and indirect design.

6.3.1 Direct and Indirect Design using the SSM

In direct design, the SSM is used from the start of the design process, such that the earpiece
is specifically designed to fit to the mean shape. In this process, the mean shape is imported
into the CAD program and the earpiece is designed in the standard way. As there are multiple
ways in which to design a product using the same CAD software, this research will outline
an approach using non-uniform rational basis spline (NURBS) modelling. However, the cus-
tomization approach is not restricted to a single method.

The benefit of direct design is that, the earpiece is already registered to the SSM and can be
directly exported for pre-processing into the automation framework. With indirect design, the
earpiece is designed in the standard way using dimensional data and is then registered to the
SSM and using snapping the earpiece is fitted to the SSM in the desired areas. The benefit of
this approach is that an earpiece that was not designed for the automation framework can still
be applicable. By snapping the desired areas to the SSM it also reduces the overall complexity
of the shape deformation. Due to the availability of the SSM, this research will illustrate the
direct design approach.

6.3.2 Direct Design of an Earphone to the Mean Shape of the SSM

As stated previously, NURBS modelling, also known as freeform Sub-D modelling, was used
to construct the earphone in the direct design approach. This process is synonymous with clay
modelling as the earpiece is digitally moulded to fit the 3D scan data, this process is illustrated
in Figure 6.4.

(a) Sub-D Torus. (b) Deformed by dragging con-

trol points.

FIGURE 6.4: A Sub-D model of a torus (a), showing the control points that are
used to deform the shape (b).

The benefit of Sub-D modelling is the simple creation of complex and organically shaped
Class A surfaces, meaning the surface has curvature and tangency alignment or continuity.
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6.3.2.1 Creating the Custom-Fit Shell Using Sub-D Modelling

To recall, this research is aiming to produce an earphone shell similar to that seen in Figure 6.2
(a). Therefore, the earpiece is designed such that the Beats urBeats 2 earpiece can fit into the
custom-shell with the mounting positions marked in Figure 6.3 (b). The process for designing
the earphone can be seen in Figure 6.5.

(a) Initialize Sub-D. (b) Drag to fit shape. (c) Slight over-size. (d) Cut using SSM.

FIGURE 6.5: A Sub-D model of a torus (a), showing the control points that are
used to deform the shape (b).

As can be seen in Figure 6.5, the mean shape of the SSM is used as the basis for containing
the in-ear device. A simple freeform NURBS modelling toolkit is used to push and pull the
earpiece to the desired shape and the SSM is as a guide for where the earpiece should fit.
Alternative means to create the initial shape would be to use an interference fit, as per Harmon
et al. (2011). In this approach, the model is expanded and the SSM would act as a physical
barrier, however, to test the process the NURBS modelling approach is sufficient. The model
in Figure 6.5 (d) contains no features other than the shape of the SSM, the next stage is to add
the mounting region and acoustic channels, which can be seen in Figure 6.6.

(a) Add functional components. (b) Full assembly.

FIGURE 6.6: A Sub-D model of a torus (a), showing the control points that are
used to deform the shape (b).
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Using the mean shape as a limit, it can be said that the earpiece in Figure 6.5 now fits to
the exact shape of the mean of the population. Figure 6.6 (a) shows the functional regions as
the earpiece mount and acoustic channel, for clarity the functional region is displayed as red.
Figure 6.6 (b) shows the full assembly with the mean shape, the Beats earpiece and the cus-
tomized earpiece shell. With an approximate design time of 10-15 minutes for a well-trained
individual, the addition of new designs is not a time consuming task.

6.4 Pre-Processing the In-Ear Device for the Automation Framework

The earphone design from Figure 6.6 consists of a mounting region for the Beats earphone
in Figure 6.3, an acoustic passage, and the custom-fit region for the ear. To incorporate the
constraints into the algorithms set out in Chapter 5, a simple segmentation approach is used,
wherein the designer manually annotates the regions which must be preserved. The vertex
indices of these regions are then added to the constrained Laplacian system as discussed in
Chapter 5. For the earphone in Figure 6.6, there is a single form region constituting the ear-
phone mount and acoustic passage, the remainder of the earphone is unconstrained.

(a) Earpiece, showing the mesh wire-
frame.

(b) Earpiece with annotated con-
straints.

FIGURE 6.7: Preprocessing the earpiece for the ACAP customization framework,
showing the segmentation of the form region in red and the black region, the

custom-fit region in black and the free region in gray.

Figure 6.7 shows the segmented earpiece with the form region, custom-fit region and un-
constrained region. One of the benefits of this approach is that it does not need to be known
how the entire shape will deform. Using the algorithms in Chapter 5, the process is able to
approximate deformations in a realistic manner, such that, a deformation that affects one side
of the earpiece will affect the opposite side. In order to test the process, only form constraints
are used, however, there are a multitude of possible constraints that can be used to achieve
more advanced or controlled deformations, for example, normal constraint, relative position
constraint, or constrain to a line. To test the process, a single form constraint was used, it
should be noted that there is no limit to the number of constraints that can be used, the only
consideration is processing time.

6.5 Transferring a Deformation Field from the SSM to the In-Ear De-
vice

The first step to generate a deformation field from the SSM is to fit it to an input 3D scan. The
input 3D scans in this case are taken from the 3D scanning system developed in Chapter 3. The
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process for fitting the SSM to a new 3D scan was discussed in Chapter 4. To reiterate; the SSM
consists of the mean shape and the set of eigenvectors and eigenvalues, known as principal
components, which are a compressed representation of the variation within the dataset. Using
these values it is possible to vary the SSM to any shape along the normal distribution. To fit
the SSM to a new 3D scan a set of parameters are selected which scale the individual principal
components such that the SSM is deformed to match the input 3D scan. For example, the SSM
in this research consists of 98 principal components, however, in reality not all of the com-
ponents are needed to reconstruct a shape. In actuality, the number of components needed is
estimated as 95% of the total variance in the dataset, which in this case amounts to 27 principal
components.

Using the first 27 principal components, the scaling vector (one per principal component)
is calculated through the iterative estimation of correspondence and difference between the
SSM and the input 3D scan. Figure 6.8 shows the mean shape of the SSM (a), with an input 3D
scan (b), and the relative difference in position and orientation from the SSM to the input 3D
scan (c).

FIGURE 6.8: (a) The mean shape of the SSM with (b) an input 3D scan, showing
(c) the spatial and topological difference from the scan to the SSM.

Of interest in Figure 6.8 is not only the large variation in shape but also in topology, i.e.
mesh density and vertex positions. As the iterative estimation of the scaling vectors requires
calculating the difference in vertex positions, the two models need to be brought as-close-as-
possible. This research opts for a variant of the iterative closest point (ICP) based on finite
differences which provided adequate results Kroon (2009). The registration of the input 3D
scan to the SSM in Figure 6.8 can be seen in Figure 6.9.
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FIGURE 6.9: (Left) The mean of the SSM registered to (Middle) an input 3D scan,
showing (Right) the overlapping areas after registration. Further refinement is

required as the SSM did not fully predict some areas of the shape.

As can be seen in Figure 6.9, using the finite ICP method, the SSM and input 3D scan are
now overlapping. The next step is to iteratively estimate the correspondence and difference
from the SSM to the input 3D scan. Similar to Chapter 4, the correspondence is established us-
ing a non-rigid free form deformation (FFD). Contrary to Chapter 4, functional map refinement
is not needed as the SSM can now approximate any errors or mismatches in the data. Once
a one-to-one correspondence is established from the 3D scan to the SSM, the scaling vector is
solved using the following formulae (Bernard et al., 2016):

b = Xscan −XSSM I = 1/evalues A = evectors

σscale = (A ∗A′ + I)/A′ ∗ b (6.1)

Equation (6.1) approximates the scaling vector (σ) which best fits the shape of the SSM
given the difference (b) between the SSM and the input 3D scan. The I matrix applies regular-
ization to this shape deformation, allowing for more principal components to be used without
introducing significant noise. From this approach, the SSM is able to approximate any input
3D scan relative to the dataset that was used to train the model, meaning models that are out-
side of the parameters of the dataset may not be accurately reconstructed. To reiterate from
Chapter 4, the dataset for this database consists of 100 left and right ears. However, statisti-
cally, the ethnicity of the dataset may also skew the results. For this research, the database was
constructed from primarily caucasian men and women, meaning, the data may be skewed to-
wards caucasian people. This is assuming that variation in ear shapes can be found based on
ethnicity. While this is in issue in commercial terms, in order to prove the concept it is not a
critical issue. As the dataset grows and becomes more diverse, the accuracy will also increase.
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(a) SSM mean shape. (b) Input 3D scan. (c) Fitted SSM. (d) Error in mm.

FIGURE 6.10: SSM fitting process; showing the change from the SSM (a), to the
input 3D scan (b), and the fitted 3D scan (c), and finally error in the fitting process

shown in mm (d).

One of the novelties of this customization approach is the use of the deformation field gen-
erated by the change in shape of the SSM to guide how the CAD design deforms. Specifically,
in Section 6.2, the earphone is designed relative to the mean shape of the SSM, therefore, any
change in shape of the SSM can be directly transferred to the CAD design.

FIGURE 6.11: Generation of the deformation field, showing the change in shape
from the mean (left), to the fitted input 3D scan (middle), and the deformation
field (right). Colours represent the magnitude of the deformation in mm, how-

ever, the actual deformation field is in three dimensions (X,Y,Z)

In Figure 6.11, the deformation field from the change in shape of the mean shape of the
SSM to an input 3D scan is shown. The colours in Figure 6.11 (right) represent the magnitude
change in mm. However, the actual deformation field is in three-dimensions, i.e. X,Y, and Z.
From Figure 6.5 (b), earpiece is registered to the SSM, the deformation field can therefore be
transferred by simply finding the closest point from the vertices on the earpiece to the SSM.
Specifically, the vertices of the earpiece are projected along their normal axis until they intersect
with the SSM. The value of the deformation field at that point is then interpolated to give a
more accurate deformation, see Figure 6.12. This process is required so that deformations on
the SSM are only transferred to parts of the earpiece that are in contact.
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FIGURE 6.12: (a) The mean shape from the SSM with the registered earpiece, (b)
the mean shape with the area in contact with the earpiece, (c) the earpiece with
the area in contact with the SSM. The indices of the contact areas are used to

transfer the deformation from the SSM to the earpiece.

Using the deformation field in Figure 6.11, the values can be directly related to the CAD
design by interpolating the values at the projected points, as seen in Figure 6.12. One of the
benefits of this approach is that the positions of the projected vertices of the CAD design onto
the SSM only need to be calculated once. The only remaining processing is interpolating the
deformation field.

6.6 Customized In-Ear Device using Variations in the SSM

As stated previously, by using a SSM to guide the deformation process of the product design,
it allows for the designer to anticipate any errors or limitations of the design that may occur
at extreme variations. For example, the earpiece in Figure 6.6, was designed relative to the
mean shape of the SSM. By deforming the SSM between ±3σ, it will show if there are any
deficiencies in the design. This could be related to the size of the acoustic passage being too
large for shape variations over +2σ or the size of the mounting position is not adequate for
ears below −2σ due to the size of the concha.

By using a SSM to test this process it will allow for the designer to determine the statistical
range over which the design will work for the population. It may also inform as to whether
multiple designs are required which can be automatically selected by the program based on
the mean deviation of the scaling vectors.
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FIGURE 6.13: Testing the ACAP mesh deformation process showing the change
in shape from the mean to ±2σ in the SSM using 95% of the variance in the

principal components.

Figure 6.13 shows the deformation from the mean shape to ±2 standard deviations. As
can be seen, while the concha, or external region, of the ear exhibits large deformation, the
earpiece follows that deformation whilst maintaining the form of the designated region set
out in Section 6.4. What this is showing is that designed earpiece will work for any ears that
fall between the range of ±2 standard deviations from the mean, i.e. 95% of the population at
least.

6.7 Customized In-Ear Device from 3D Scan Data

The objective of this research was to establish a method for automating the customization of
in-ear devices from 3D scan data. In Section 6.6, it was shown that it is possible to automati-
cally create new earpieces using the change in shape from the SSM. To apply this to a real-life
subject, the process in Section 6.5 is followed such that the input 3D scan is registered to the
SSM. The SSM is then iteratively refined to be as close as possible to the input 3D scan, taking
account of noise and outliers (see Figure 6.14). As such, the SSM should now be as-close-as-
possible to the input 3D scan, meaning the deformation field from the mean shape to the input
3D scan is established.



6.7. Customized In-Ear Device from 3D Scan Data 129

FIGURE 6.14: SSM fitting showing, (a) mean shape, (b) input 3D scan, (c) regis-
tered scan to SSM, and (d) the fitted SSM.

Figure 6.14 shows the complexity of this approach given not only the spatial variation
but the difference in topology, i.e. density and positioning of the vertices. An advantage of
using the entire 3D model as opposed to a sparse set of landmarks is the ability to capture
the entire surface variation, however, this means that the registration and refinement becomes
more complex.

As discussed in Section 6.5, the input 3D scan is registered to the SSM using a variant of
the iterative closest point. As can be seen in Figure 6.14 (c), this brings the scan spatially close
to the SSM based on some distance measure. With the SSM and 3D scan now spatially aligned,
the iterative fitting procedure is performed to fit the SSM to the input 3D scan Figure 6.14 (d).

In Figure 6.14 (d), the fitting procedure is able to account for large deformations while also
able to interpolate missing information on the 3D scan. With the SSM fitted to the input 3D
scan, a deformation field is constructed which is then transferred to the CAD product. Using
the ACAP mesh deformation process discussed in Chapter 5, the earpiece in Figure 6.6 (a) is
deformed under the deformation field, as seen in Figure 6.15.

FIGURE 6.15: The full ACAP process, showing (a) the mean shape with the ear-
piece, (b) the input 3D scan with the deformed earpiece using ACAP, and (c) the

relative change in shape with the old earpiece being shown as transparent.

As can be seen in Figure 6.15, the ACAP process is able to accurately deform a CAD design
to fit an input 3D scan whilst maintaining the regions set out in Section 6.4.
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6.7.1 3D Printed Customized In-Ear Device

Using the Form2 3D printer a sample of the customized earphone from the previous section
was tested using the Beats earphone in Figure 6.3. For the resin, the material from 3Dresyns
(2017) proved to be the most effective for direct 3D printing of the in-ear device due to the
flexibility and biocompatibility. The earphone was printed at a layer resolution of 10 microns
and took approximately 1 hour 20 minutes to print.

(a) 3D Printed Sample (b) With Beats Insert (c) In the ear

FIGURE 6.16: Sample 3D print of a customized in-ear device, showing the sam-
ple part (a), the beats insert (b), and the 3D printed in the ear (c).

The result of the 3D printing process can be seen in Figure 6.16. The use of the form-
preserving 3D mesh deformation framework in Chapter 6 has been successful, which can be
seen in the fitting of the Beats earphone to the form region in Figure 6.16 (b). Informal feed-
back has suggested that the earpiece is an excellent fit and due to the exact nature of the 3D
scan data, the occlusion is minimal. Using the 3D scan data it is actually possible to selectively
expand parts of the earpiece to obtain the desired level of occlusion. The testing of the audio
quality is not an aspect of this research as the focus was on how to obtain a custom-fit. Never-
theless, initial impressions with the in-ear device suggests that the audio quality has moderate
improvement with the sound isolation and no noticeable loss of sound transmission due to the
3D printed acoustic channels. As discussed in Section 1.1.1.1, comfort and fit are largely sub-
jective parameters and their evaluation requires careful experimental design that is beyond
the scope of this project. However, these preliminary results for a customised in-ear device
are promising and may provide the basis for more comprehensive user-acceptance testing in
future work.

6.8 Discussion

The goal of this chapter was to illustrate the process of automatically deforming a CAD prod-
uct design based on an input 3D scan, and it can be said that this has been achieved. Using
the SSM constructed in Chapter 4 and the ACAP mesh deformation discussed in Chapter 5,
the process is able to take an input 3D scan and fit it to the SSM, such that a new 3D mesh is
constructed with the same topology as the SSM but with the shape of the input 3D scan. This
is then processed through the ACAP system and a custom-fit earphone is designed to fit the
input 3D scan in a completely automatic and headless manner. Headless in this case is refer-
ring to the ability of the system to function without a trained expert. However, there are still
some considerations regarding the process, as discussed below.
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6.8.1 Fitting the SSM to a New 3D Scan

The use of the SSM allows for approximations to be made about the input 3D scan such that
outliers, noise, and even missing information can be accounted for. This is one of the main
advantages of the SSM. However, the accuracy of the SSM is dependent on the size and quality
of the dataset. For this research, a database consisting of 100 3D scans of the ear was used
and was predominantly caucasian. Comparatively, the publicly available SSM of the human
body (Pishchulin et al., n.d.), was constructed with over 4500 3D scans. In order to ensure
validity of the process a much larger dataset of 3D ears is required which contains much greater
representation of variations in race and age. However, the SSM which was constructed in
Chapter 4 has proved the concept of automating the customization of in-ear devices.

A novelty of the use of a SSM as the basis for the custom-fit is that it allows for some
approximations or interpolations to be made about the input 3D scan. For example, if the 3D
scan contains some occlusion, the SSM will be able to approximate what is missing. This can
be seen in Figure 6.15 where the ear canal has been approximated to a certain degree without
having any of that data in the 3D scan. This potentially allows for more complex earphone
designs to be made without having to leverage more invasive moulding techniques or using
expensive ear canal 3D scanning technology. While the SSM has been able to interpolate the ear
canal, the validity of the resulting deformation is not being assessed as it considered beyond
the scope of this research.

As was stated in Chapter 4, the SSM is constructed from full 3D scan data without the need
for manual landmarking. This allows for the user to rapidly take a 3D database and process it
into some thing that is useful for product design. However, this creates complications in the
fitting stage as the input 3D scan now needs to be registered to the SSM and then iteratively
refined. If landmark information was available, the alignment and fitting would be a rela-
tively simple task. However, that creates difficulties in detecting the landmarks and reliably
processing the database such there is consistency in the landmarking. Through the use of the
algorithms in Chapter 4, the complexities of the fitting process have been minimized using
advanced non-rigid registration techniques.

6.8.2 ACAP Mesh Deformation and it’s Limitations

The ACAP mesh deformation process allows for a CAD design to be deformed relative to the
change in shape of the SSM. The novelty here is the ability to incorporate form preservation
in the deformation process. Contrary to the standard generative approach where a 3D scan is
cut and modified to create the final product by detecting features on the input 3D scan, this
research opts for starting with the CAD design and deforming it to fit each individual. As
such, it is required that functional components such as mounting holes or acoustic cavities be
preserved. Preservation in this case is referring to the overall form such as the diameter. The
benefit of the ACAP process is that the user-defined form region will move with the natural
deformation of the CAD design, but the form or shape of the form region will be preserved.
This can be seen in Figure 6.15 (c) where the overall positioning has changed but the form of
the earpiece mounting region remains the same.

Another advantage of the ACAP process is its extensibility, meaning it is possible to add
further constraints to the system such as normal, relative position, or line constraints. How-
ever, in order to evaluate the overall process relating to an earphone, form preservation was
the main requirement. A disadvantage of the ACAP process is its sensitivity to mesh topology.
As the process can be related to a physical deformation, the more densely packed the vertices
are the less space there is for the mesh to deform, this is especially important during large
shape deformations. The form preservation also works through the use of a minimum span-
ning tree constructed on the edges of the form region, therefore, if there are closely packed
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edges or erroneous topology the process will fail. The output from the majority of CAD pack-
ages is an STL (Stereolithography) file which contains the vertices and faces of the mesh. Petik
(2000) outline the errors relating to the outputting of STL files from CAD packages and dis-
cusses the issues regarding tessellation or closure errors, which for this research would result
in a failed customization. In order to ensure that the process was successful, a pre-processing
stage is added before the segmentation of the CAD product which distributes the vertices and
faces evenly over the mesh (Jakob et al., 2015).

6.8.3 3D Printed In-Ear Device

In Figure 6.16 a sample customized in-ear device is shown. For this research, it was attempted
to directly 3D print the in-ear devices as opposed to casting the parts from a 3D printed shell as
per Formlabs (2018). This was based on the premise of on-demand customized devices where
the manufacturing time is of importance. In Section 6.7.1 the printing time was 1hr 20minutes.
If a casting approach was used additional time would have to be added to the process to
clean the 3D printed shell, inject the silicone resin and give it time to cure. The benefit of the
casting approach is the use of soft medical grade silicone as opposed to harder 3D printing
resins. Future research on the development of the 3D printing process for in-ear devices will
endeavour to reduce the 3D printing time while allowing for a wider range of biocompatible
materials to be used. It was discussed in Section 1.1.9 that ultra-fast 3D printers have the
potential to produce an in-ear device in under 20 minutes and could be an opportunity for this
automated customization process, however, access to this equipment was not possible during
this research.

6.9 Conclusion

The original aim of this thesis was the development of a method for automatic customization
of in-ear devices from 3D scan data. From Figure 6.15, it can be seen that this aim has been
achieved in principle. In the process outlined in this chapter, an input 3D scan was taken
and fitted to the SSM, creating a deformation field which was transferred to a registered CAD
design. Using the novel ACAP process, the CAD design was deformed to fit the new 3D scan
incorporating a set of constraints that relate to how the CAD design can deform. In order
to achieve mass-customization, the automatic nature of the system requires that there be no
trained expert at any stage of the process. Aside from the design and pre-processing of the
actual CAD design, the fitting of the SSM and deformation of the CAD design are all fully
automatic. It can be said that this system is the first step towards mass-customization of in-ear
devices.
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Chapter 7

Discussion and Conclusion

The aim of this research was the development of a method for the automated customization
of in-ear devices from 3D scan data. Through considerable research and experimentation a
method for generating custom-fit in-ear devices from 3D scan data was constructed, using a
3D statistical shape model (SSM) and as-constrained-as-possible (ACAP) mesh deformation
to achieve a completely automated and standalone system. Four primary research questions
were discussed in Chapter 1;

RQ1: What is the most applicable method for 3D scanning the human ear?

RQ2: How do we statistically analyze the full 3D scan data, without the use of landmarks?

RQ3: How do we use already fully functional CAD designs as opposed to performing the
processes after customization?

RQ4: What are the limitations, for design, using this customization process?

Research question 1 aimed to establish the most applicable 3D scanning system for the
human ear in the context of mass-customization. Through this it was established that a 3D
scanning system based on the principles of photogrammetry provided the best results. The
outcome of this approach is discussed in Section 7.1.

Research question 2 formed the cornerstone of this research, which was the statistical anal-
ysis of 3D scan data. The SSM was used to establish the variation from the dataset to a new
3D scan, such that the resultant deformation field would deform a CAD design. The use of
the SSM in both the 3D scanning and the automated customization shows the importance of
generating an accurate model. Chapter 4 established the mathematical basis for the SSM and
posed the advantages over the current methods. The outcome of this approach is discussed in
Section 7.2.

Research question 3 is the main aim of this thesis as it generates the customized shape.
Contrary to the methods in the literature in Section 1.1.5, this research uses a fully functional
CAD design as the input to the customization process. Coupling this CAD design with the
SSM and the constrained 3D mesh technique developed in Chapter Chapter 5, it was possible
to deform the functional CAD design to fit the new input 3D scan data while preserving the
user-defined features. This approach, named As-Constrained-As-Possible (ACAP) 3D mesh
deformation, is discussed in Section 7.3.

Research question 4 aims to understand the limitations of the proposed customization pro-
cess. As with any new processes, there are advantages and limitations and in order to under-
stand the future direction of this research it is important to assess the extent to which it can be
used in a practical scenario. This research questions is partially answered in Chapter 6 and is
discussed in Section 7.4.

In combination, these questions combined aim to assess the entire mass-customization in-
frastructure from obtaining 3D scan data to processing it into something fit-for-purpose and
suitable for 3D printing. From Chapter 1, the research background was established and the
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gaps in the literature were critically assessed. By understanding the shortcomings of the cus-
tomization methods in the literature, it was determined that the requirements in Figure 7.1
were needed to reliably generate custom-fit in-ear devices.

Requirement 1
Custom 3Dscanningsystem for thehuman ear

Requirement 2
Algorithms forSSM using full3D scan data

Requirement 3
Algorithms todeform theCAD designusing the SSM

Requirement 4
A methodologyfor 3D printingcustomizedin-ear devices

FIGURE 7.1: Requirements for automating the customization of in-ear devices
relating to 3D scanning, statistical shape model (SSM) development, customiza-

tion algorithms, and 3D printing.

Using the requirements in Figure 7.1 as guides this research developed an automation sys-
tem for the direct 3D printing of in-ear devices from 3D scan data, with the following contri-
butions:

1. Design and testing of an automated 3D scanning system for the human ear based on
low-cost multiple-camera photogrammetry.

2. Development of a 3D database of the human ear that can be used for SSM and anthropo-
metric analysis.

3. Development of a state-of-the-art framework for non-rigid Statistical Shape Model (SSM)
generation; circumventing the complications with currently available systems (outlined
in Chapter 4).

4. Development of a 3D mesh deformation based automation framework for design of
custom-fit in-ear devices that does not rely on prior knowledge of anthropometrics and
is completely automatic (detailed in Chapter 5).

7.1 3D Scanning the Human Ear

In order to 3D scan the human ear a number of experiments were performed using available
3D scanning system, both passive and active (see Chapter 2). Through this it was established
that active 3D scanning system, while highly accurate, were highly sensitive to occlusion and
therefore unsuitable for this research. It should be noted that since the initial experimenta-
tion several new active 3D scanning systems have been released which may be less prone to
occlusion. However, referring back to the original goal of this research, which was the estab-
lishment of an automation framework, the hand-held manual operation of the active systems
also limited their applicability to this research.

It was therefore determined that a passive system, using solely images, was required to
reconstruct the human ear. Passive systems consist of a single moving camera or a series of
cameras placed around the viewing sphere of the target subject. Chapter 3 gives a detailed
description of the design and construction of a passive 3D scanning system for the human ear
that is completely automatic. The system consists of two DSLR cameras moving around the arc
of the subject’s ear, capturing 76 images. Photogrammetry software, Photoscan3D, was then
used to reconstruct the 3D shape of the ear. The advantage of this approach is the low cost
and modular nature of the system, however, the disadvantage is the requirement to move the
cameras. It should be noted that passive systems can have an arbitrary number of cameras and
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the choice of two in this case was primarily related to cost. Due to the multiple view angles
of the passive system, a relatively occlusion free 3D scan was obtained. However, the process
contains more surface noise than active 3D scanning systems due to the approximation of the
surface from possibly noisy images. While this is an issue if the 3D scan data was to be used
in its natural state for customization, the noise did not appear to be an issue when used with
the SSM as the basis for customization .

7.1.1 Improvement in Processing and Capture Time

Future improvements of this system relate to the processing and capture time of the system.
With the current system, the processing time was approximately 20-30 minutes for a single
3D scan on an ear, primarily due to the large number of images. Compared to active systems
which have near real-time reconstruction, this is a disadvantage. For commercial systems, it
will be required to reduce the processing time. A potential method for reducing the processing
time is to make the system stationary, i.e. increase the number of cameras and calibrate the
system such that the positions and overlap of each camera is known prior to reconstruction,
therefore alleviating the initial processing stage of structure from motion. The difficulty with
this approach is the multiplicity of the DSLR cameras, which can cost up to $1000 per camera.
In industry, a passive 3D scanning system for the human body that contains 40 dedicated
cameras for the head would cost approximately $40,000 just to scan the head. Based on the
understanding that a CCD/CMOS sensor has a very long life cycle, approximately 10 years,
this cost can be spread out. However, future research will endeavour to find a lower cost
alternative to passive 3D scanning of the human ear. This may involve lower-cost point-and-
shoot cameras with dedicated passive 3D reconstruction algorithms for the ear.

7.1.2 Dedicated 3D Reconstruction Algorithms

A commercial software package, Photscan3D, was used to reconstruct the 3D shape from the
input 2D images. Due to the nature of the software, it is designed to reconstruct a wide range
of objects. However, for this research there is a specific object that is to be reconstructed. An
improvement would therefore be the development of specific algorithms for the reconstruc-
tion of the human ear. An advantage of passive 3D scanning is the ability to use software to
improve or tailor the overall 3D reconstruction process without having to change the cameras
or imaging setup. As discussed in Section 1.1.7, there are multiple areas of passive 3D scanning
(Pears et al., 2012), including:

Shape from shading: varies the camera focus and estimates the depth pointwise from image
sharpness.

Shape from focus: uses the shadows in a grayscale image to infer the shape of surface, based
on the reflectance map.

Shape from texture: assumes to object is covered by a regular surface pattern. Surface
normal and distance are then estimated from the perspective effects in the images.

Shape from stereo disparity: uses correspondences from two distinct viewpoints to estimate
3D position, which is the process of this research.

Volumetric space carving: uses the silhouette of the target shape from multiple views to
"carve" the outline of the 3D shape.

While each one the processes above has advantages and disadvantages, with passive 3D
imaging there is the potential to improve upon a selected category or even combine to leverage
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multiple aspects of 2D imagery (White and Forsyth, 2006). With the structure from motion
(SFM) approach proving to be successful in Chapter 3, future development will entail the
advancement of passive 3D imaging algorithms specifically relating to the 3D reconstruction
of the ear. Using the 3D scanning system in Chapter 3, a database of ears was constructed was
used to analyze the data to construct a statistical shape model which formed the cornerstone
for this research.

7.2 Statistical Shape Models and their Application to Product De-
sign and Customization

Statistical shape modelling is the process of analyzing the variance within a given dataset,
for example the variance in shape of a database of ears as shown in Chapter 5. The 3D scan
database in its normal state is just a collection of 3D points and faces, for product design this
can provide some guidance for designers. However, it would be difficult to ascertain which
end of the shape range you are designing for. Statistical shape analysis compresses the variance
in the given dataset such that it is possible to generate the mean of the dataset and by varying
a simple set of parameters any shape can be constructed along the normal distribution.

Traditionally, statistical shape analysis is performed on a sparse set of landmark points,
such as anatomical landmarks which are manually annotated on the surface of the 3D scan
dataset. This research opted to use the entirety of the 3D scan for the statistical shape analysis
as opposed to abstracting a sparse set of landmarks due to two issues; the first being that
landmarking 3D scan data requires sufficient knowledge of the anatomy of the subject, which
was not available; second, the use of landmarks requires detecting said landmarks on the input
3D scan data, which can be unreliable.

7.2.1 Establishing Correspondences Using the Full 3D Scan Data

The complexity of using the entire 3D scan as opposed to just landmark data is in generating
correspondences across the dataset. With 3D scan data, there is no consistency in point dis-
tributions on the surface over consecutive 3D scans, this means that a vertex that was located
on one 3D scan, may not be in the same position on the next. In order to construct a SSM,
there need to be meaningful correspondences across each model in the dataset, and so vertices
must be in the same position. To circumvent this, correspondences are typically established
through the use of feature description and matching, or through the use of spatial deforma-
tion and matching. In Chapter 4, it was shown that by employing state-of-the-art non-rigid
3D shape matching techniques, known as functional maps, it was possible to generate the re-
quired correspondences to a high degree of accuracy when compared with standard non-rigid
spatial deformation (Coherent Point Drift, CPD), as seen in Figure 4.11. Spatial deformation
using CPD was seen to fail to establish an accurate correspondence for the human ear due to
the large shape variation.

7.2.2 Quantitative Assessment of the SSM

In terms of quantitative assessment, there are various measures for assessing the performance
of statistical shape models, including generalization ability, specificity, and compactness. The
generalization ability of a model measures its capability to represent unseen instances of the
class of the object modelled. Specificity is the ability to measure whether the model can gen-
erate instances of the object that are close to those in the training set. Finally, compactness is
the ability to use fewer parameters to cover more shape instances in the training sets. These
measures are more indicative of the quality of the dataset than the quality of the registration.
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The objective in developing the SSM, for this research, was to determine the feasibility in using
the full 3D scan data. Therefore, the results in Chapter 4 are based on the registration accu-
racy rather than the generalization, specificity, and compactness of the SSM. To quantitatively
assess the SSM using the new non-rigid 3D shape matching approach would require a larger
dataset. Comparatively, the SSM by Pishchulin et al. (2015) was constructed from a dataset of
approximately 4500 3D scans of the human body, whereas, the dataset in this research only
contained 100 3D scans of the ear. The dataset, for this research, was also constructed from
primarily caucasian males and females which may skew the data. While there is no known
data determining ear shape variations across ethnicities, it would be statistically relevant to
have a more varied dataset to do a full quantitative analysis.

7.2.3 Relevance to the Overall Aim of this Thesis

Assessing the aim of the thesis, which was the automation of the customization process for
in-ear devices, it can be said that the functional map approach for generating the SSM fits this
aim. Aside from capturing the 3D data, which could come from any source, the process for
registering and generating the correspondences is completely automatic. This allows for rapid
adaptation of the customization framework to new areas aside from the human ear, assuming
that the data is highly detailed, relatively occlusion free, and varied. By processing the 3D ear
database from Chapter 3, a high resolution SSM of the human ear was constructed, and could
then be applied to the customization and product design aspect of this research. Assessing
research question 2, how do we statistically analyze the full 3D scan data, without the use
of landmarks?, it has been shown that any dataset of 3D scans can be analyzed by gathering a
3D scan database, generating correspondences using the non-rigid functional map framework,
and processing this using principal component analysis.

7.3 ACAP Mesh Deformation for Automatic Customization

The SSM in Chapter 4 formed the basis for how the CAD design deforms to fit the input
3D scan. As detailed in Chapter 6, when a new 3D scan is fitted to the SSM it generates a
deformation field from the mean shape to this new 3D scan. As the CAD designed earpiece,
developed in Chapter 6 is registered to the SSM, this deformation field can be directly applied
to the earpiece. The novelty of this approach is the use of constrained 3D mesh deformation,
known as as-constrained-as-possible (ACAP), to deform the earpiece while preserving user-
defined form regions. With any product design, there are regions that must remain the same
shape due to their functionality, for example mounting holes, acoustic cavities, or push-fit
regions. By incorporating form preservation in the mesh deformation it allows for the CAD
design to be deformed under the deformation field whilst preserving key features.

7.3.1 Applying Constraints using ACAP

In Chapter 5 the mathematical background and operation of the algorithm was discussed.
Extending the widely used as-rigid-as-possible (ARAP) mesh deformation framework to in-
corporate user constraints has led to a new approach in customized design. By segmenting a
standard CAD design, such that the indices of the form regions are recorded, the algorithms
are able to process them and apply constraints to the Laplacian deformation system. Contrary
to the approaches seen in Section 1.1.5, the application of segmentation to mesh constraints is
a very simple process. In this research, the user manually selected the faces of the mesh where
the form region was required. While this allows for simple selection of key features, a diffi-
culty was established in the selection of internal cavities. Due to the manual selection, using
brush-like tools, the form region needs to be visible to the user. This makes the selection of
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internal cavities or obstructed areas difficult to manually annotate. While this was not an issue
for the earpiece design in Figure 6.5, it could potentially be an issue for hearing aid design
which contains vents to relieve pressure. Future research could explore advanced selections
and visualization tools to assist the user in selecting more complex form regions.

7.3.2 Advantages and Disadvantages of ACAP

The advantage of ACAP 3D mesh deformation is the realistic deformations achieved through
the local rotation preservation, but also the simplicity and extensibility of the constraint sys-
tem. For the in-ear device in Chapter 6, only one form region was required, but there is no
upper limit. The only complexity is the increase in processing time. Considering the complex-
ity of some in-ear devices, the ACAP customization process also allows for further constraints
that control how the surface can deform, including normal constraint, relative position, and
on-line constraints. The combination of these constraints with the standard form constraints
should account for the full device catalogue for the human ear.

A disadvantage of the ACAP process was the sensitivity to variations in topology. It was
discussed in Chapter 5 and Chapter 6 that due to the nature of the mesh deformation, the
density of vertices and the topology of the mesh is critical. In this case, the topology is referring
to the distribution of faces and edges on the mesh. As the ACAP deformation algorithm aims
to preserve the edge lengths, their distribution on the surface needs to be optimized. This is
also the case for the form preservation as the spanning tree is constructed on the mesh edges.
To alleviate this issue a pre-processing step was introduced in Chapter 6, which distributes
the vertices and faces on the surface of the CAD design, such that a more uniform distribution
is achieved (Jakob et al., 2015). This approach circumvents possible errors in exporting CAD
designs from the wide-range of available softwares.

7.3.3 Relevance to the Aim of this Thesis

Referring to research question 3, How do we use already fully functional CAD designs as
opposed to performing the processes after customization? it can be said that by applying
the ACAP 3D mesh deformation process described in Chapter 5 and Chapter 6, it is possible to
control the deformation of a CAD design such that user-defined form regions can be preserved
and the newly customized device can be directly 3D printed. In Chapter 5 the functionality
of this ACAP process was detailed with a sample mesh and comparing against the standard
ARAP process. Chapter 6 then determined the feasibility of the ACAP process to a functional
earpiece.

7.4 Automated Customization of In-Ear Devices

In Chapter 6, an in-ear device was designed using the urBeats2 earphone as the base model.
The in-ear device consisted of a shell that fits to the outer-ear and a form region that allows
for the earphone to be mounted in the custom shell. Chapter 6 combined the research from
Chapter 3 to Chapter 5, showing the use of the SSM and the application of the ACAP 3D mesh
deformation process. Through experimentation it was seen that the SSM can fit accurately to
the given input 3D scans, which in turn creates a deformation field that is transferred to the
in-ear device, the ACAP process then deforms the device to fit the input 3D scan preserving
the user-defined form regions.
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7.4.1 Advantages of the ACAP Automated Customization Process

The simplicity of the segmentation approach to adding constraints allows for CAD designs to
be pre-processed in a very efficient manner. Following the preprocessing, i.e. retopologization
and segmentation, the ACAP process is relatively fast; it takes less than 1 minute to process
a custom-fit in-ear device. This is not including the time taken to fit the SSM to the input 3D
scan, which takes approximately 2 minutes.

The main advantage of the proposed automated customization process is the degree to
which automation has been achieved. While there are aspects of the 3D scanning from Chap-
ter 3 that require further work, mainly related to processing time and noise, it has been shown
that as long as the data is relatively occlusion free and of high quality then the proposed au-
tomated customization framework will still work. To process the 3D scan data, a completely
automatic system has been developed which can process not only the SSM but also the cus-
tomized design of the earpiece.

7.4.2 Limitations of the ACAP Automated Customization Process

The limitation of the proposed automated customization framework is in the sensitivity of the
ACAP processes to variations in topology. While this is a limitation, a pre-processing stage was
added which alleviates the issue. At this stage of the research, the main limitations are found
in processing time, i.e. the time to process a 3D scan in Chapter 3 and the time to 3D print a set
of customized earphones in Chapter 6. While this is a current limitation, improvements have
been proposed which could potentially solve these issues. For 3D scanning, altering the system
to a stationary setup would allow for faster processing times. The development of dedicated
reconstruction algorithms for the human ear would also allow for more efficient processing.
For 3D printing, changing from a laser-based SLA to a mask-based system would allow for
faster processing times. However, further research would be required to determine if there
is any surface degradation as a result of pixelation. It was also discussed that by using the
emerging ultra-fast SLA 3D printing technology, it would be possible to reduce the printing
time to approximately 10-15 minutes.

7.4.3 Quantitative Assessment of the Automated Customization Process

The ultimate motivation for custom-fitting in-ear devices is to achieve a greater level of comfort
and fit while also improving the sound quality by filtering out ambient noise. Quantitatively,
there are not many known measures by which to assess the performance of the ACAP process.
There are standard measures such as processing time or surface distortion, but, these measures
do not relate to comfort and fit. While it is a simple matter to measure the time it takes to pro-
cess a custom-fit in-ear device from scan to print, this aspect of the research is not of primary
importance. Beyond the goal of automating the process, the critical criteria revolve around the
ability to accurately and reliably fit the in-ear device to input 3D scan. Through user studies
it would be possible to ascertain a subjective measure of the performance of products manu-
factured with the ACAP process. This is outside of the scope of this research but remains an
aspect of future work.

7.5 3D Printing and Mass-Customization

Section 1.1.9 discussed the processes for 3D printing an in-ear device and the SLA-based 3D
printing technology was selected due to the high surface quality when compared with FDM
or SLS based 3D printing.
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7.5.1 3D Printing Time and the Potential for Improvement

Within the field of SLA, it was seen that there are variations in printing technology that can be
used depending on the application. For this research, the laser-based SLA system was selected
due to its availability and wide range of compatible materials. It was discussed that a potential
improvement in time could stem from the use of a DLP or mask based system. However,
further research is required to quantify the impact of pixelation on the surface quality.

A new area of ultra-fast SLA-based 3D printing has the potential to reduce the 3D printing
time from 1 hr 30 minutes to approximately 10-15 minutes. While these types of machines are
not accessible at the moment due to cost, future research could involve the testing of these
machines to determine the achievable surface quality and assess the available materials for
in-ear devices.

7.5.2 3D Printing Materials for In-Ear Devices

This research opted for direct 3D printing of the in-ear devices which means the 3D print-
ing material and achievable quality of the machine is critical. From the 3D printing process,
the main limitation for direct 3D printing was the need for support structures. The support
structures seen in Figure 8.4 (b), adhere to the surface in order to prevent warping or sagging
during the 3D print process. The removal of the supports is a manual operation which requires
a trained individual, and to our knowledge there is no known method for automating this at
the moment. Removing the supports creates protrusions on the surface of the part and these
have to be sanded, which has the potential to create issues in terms of aesthetics. A key area
for future research is the improvement of the surface quality using direct 3D printing and the
assessment of consumer opinions about directly 3D printed devices versus indirect.

7.6 Automated Customization and the Research Questions

The initial the aim of this thesis was the development of a method for automated customization
of in-ear devices from 3D scan data. By assessing the results in Chapter 6 it can be said that this
aim has largely been achieved. Using the 3D scanning system developed in Chapter 3, with
the SSM in Chapter 4, and the ACAP mesh deformation process in Chapter 5, a completely
automated customization framework from scan to print has been developed. This framework
can operate without the need for a trained expert at any stage of the customization process.
During the initial design stages, a trained individual is required to design the in-ear device and
provide the segmentations that determine how the in-ear device can deform. However, this a
standard process in the design of any device and only needs to be performed once. Following
this the automated customization system is able to output customized in-ear devices from
the input 3D scan, and pre-processed CAD design. The SLA 3D printer then automatically
processes the part for 3D printing. However, the post-processing, as discussed in Section 1.1.9,
is predominantly manual with no currently known method of automation. This has effectively
answered research questions 1-3, while the limitations of the approach (research question 4)
have been discussed in this chapter.

7.7 Future Research

While the ACAP process has proven to be able to automatically produce custom-fit in-ear
devices, there are areas which can be improved.
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7.7.1 Soft Body Modelling for In-Ear Device Design

The in-ear device in Chapter 6 was constructed from the mean shape of the SSM using standard
CAD applications. This assumes that the ear is a rigid shape, however, in reality the ear is able
to non-linearly deform. Therefore, by designing products that fit directly to the mean shape of
the SSM it doesn’t allow for any holding pressure to be applied to the ear. While it is relatively
simple to expand the earpiece to apply some pressure, a more intuitive approach would be
to model the deformation of the object during the design stage. In this way, it will be clearly
seen where the ear will deform under certain pressures, allowing for a more accurate pressure
profile to be constructed from the in-ear device.

7.7.2 Further Constraints for the ACAP Process

For the earphone in Chapter 6 the only constraint used was the form constraint. Incorporation
of further constraints such as normal, relative position, and on-line constraints will open up
more possible designs with this process.

7.7.3 Functional Map Based Statistical Shape Modelling

Rustamov et al. (2013) have shown that functional maps can provide information on shape
variability, without having to process each functional map back into a point-to-point corre-
spondence as shown in Chapter 4. The only detracting factor of this approach is the inability
to take the shape variability from the functional map representation back to a point based rep-
resentation. In Boscaini et al. (2014), the functional map based statistical shape variation is
converted back to a point-based representation, however, under certain conditions that make
it not applicable to this research. Future research will involve the in-depth analysis of this
approach in order to apply it to statistical analysis of the human ear. One of the computa-
tional bottlenecks of the SSM process in Chapter 4 is the computation of the point-to-point
correspondence from the functional map representation, should it be possible to remove the
point-to-point conversion, a considerable time saving will be achieved.

7.7.4 User Studies on Comfort for In-Ear Devices

This thesis has been proposed to establish the feasibility of using automation tools for the
customization of in-ear devices. It can be said that it is possible to automatically produce
customized in-ear devices directly from 3D scan data. However, questions still remain on the
level of comfort that can be achieved through this process. Due to ethical and time restrictions
it was not possible to perform a full user study during this research. However, user studies
are being performed as part of further development of this process and it is anticipated that
it will be possible to quantify the improvement this process makes over standard moulding
procedures.

7.7.5 Automatic Post-Processing of SLA-Based 3D Printed Parts

Post-processing is one of the main limitations of the 3D printing process for automation. This
involves, cleaning, support removal, post-curing, sanding, and optional surface treatments.
To the best of our knowledge, the cleaning and post-curing processes have successfully been
automated but there is no known method for the automation of support removal or sanding.
Future research will involve the development of methods to either ease the process of remov-
ing the supports through the use of software or completely automating the removal process
using robotics.
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7.8 Conclusion

The aim of this thesis was the development of a method for automated customization of in-
ear devices from 3D scan data. By reviewing the results in Chapter 6, it can be said that this
has been achieved. Throughout the research, the goal of automation has been a critical theme,
from the development of the 3D scanning, to the processing of the statistical shape model,
and finally to the customization of the CAD design. As such, a customization framework has
been developed which can operate without the input of a trained expert. A major novelty
of this system is the use of a full 3D statistical shape model, as opposed to a sparse set of
landmarks, working together with algorithms that control how the CAD design can deform.
The headless nature of the system is a step forward towards the goal of mass-customization,
where customized products are not a novelty but a standard process. While the customiza-
tion framework is functional in its current state, there are areas remaining for future research,
predominantly relating to improvements in processing time and quality for 3D scanning, the
design of the CAD product relative to statistical shape model, and the extension of the cus-
tomization framework to incorporate more advanced deformations.
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