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Abstract

Road traffic networks are rapidly growing in size with increasing complexities. To simplify their analysis in order to maintain
smooth traffic, a large urban road network can be considered as a set of small sub-networks, which exhibit distinctive traffic flow
patterns. In this paper, we propose a robust framework for spatial partitioning of large urban road networks based on traffic
measures. For a given urban road network, we aim to identify the different sub-networks or partitions that exhibit homogeneous
traffic patterns internally, but heterogeneous patterns to others externally. To this end, we develop a two-stage algorithm (referred
as FaDSPa) within our framework. It first transforms the large road graph into a well-structured and condensed density peak graph
(DPG) via density based clustering and link aggregation using traffic density and adjacency connectivity, respectively. Thereafter we
apply our spectral theory based graph cut (referred as a-Cut) to partition the DPG and obtain the different sub-networks. Thus the
framework applies the locally distributed computations of density based clustering to improve efficiency and the centralized global
computations of spectral clustering to improve accuracy. We perform extensive experiments on real as well as synthetic datasets,
and compare its performance with that of an existing road network partitioning method. Our results show that the proposed method
outperforms the existing normalized cut based method for small road networks and provides impressive results for much larger

networks, where other methods may face serious problems of time and space complexities.

Keywords: Spatial partitioning, Road networks, Spectral clustering, Density peak graph.

1. Introduction

These days there is an increase in the frequency of traffic
congestion on urban road networks, especially during the peak
hours and in the city centers. This increasing congestion re-
quires an improvement in its management by learning from its
behavior to help balance the traffic flow. Usually the roads of
each locality, say inside a suburb, experience a specific traffic
flow pattern regardless of the global flow. For example, roads
inside the city centre or any area having popular venues like a
stadium or hospital, usually remain more congested than others
without any such significance. Additionally, the congestion on
roads connecting important places of public gatherings like air-
ports, train stations, hospitals, and bus stops, remains compar-
atively higher than other locations. Thus different subnetworks
of the urban road network exhibit congestion at different times.
To analyze the behavior of congestion it is important for traf-
fic management authorities to be able to partition an urban road
network into different sub-networks based on the road connec-
tivities and their congestion level, which is determined by the
real traffic measures [3].

Moreover, as we move towards smart urban infrastructure,
there is a growing demand for traffic-aware smart travel ser-
vices, including route guidance and trip planning. These ser-
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vices are usually based on complex graph processing meth-
ods dealing with the road network. One way to efficiently
process the execution of these services is to exploit computa-
tion in a distributed computing environment, in which the large
road network is partitioned into several small sub-networks, so
that queries can be focused on the relevant sub-networks [32].
Thus there exist different applications where instead of using
the complete urban network, problem solving can be simpli-
fied by separately processing the smaller sub-networks that ex-
hibit homogeneous traffic patterns inside. This leads to the im-
portant problem of traffic-based spatial partitioning of urban
road networks. The application of graph partitioning on gen-
eral information networks has been studied in the past [42, 17].
However, the geospatial properties of a road network associated
with traffic flow patterns makes a unique kind of network [14].
The problem was recently raised in the intelligent transporta-
tion systems (ITS) community [14], where the authors proposed
a normalized cut based method for partitioning road networks.
While this works well for small networks, it faces serious limi-
tations in its time and space complexity for large networks.

In our recent work [3], we proposed a method for traffic-
based spatial partitioning of large road networks that outper-
formed existing techniques. The method comprises three dif-
ferent modules— road graph construction, road supergraph min-
ing, and supergraph partitioning. The first module deals with
transforming the real road network into a road graph to give
it a mathematical representation. To address the problem of

October 2, 2016



large number of road segments in large urban road networks,
we followed a 2-level partitioning. The second module is the
first level partitioning, which mines a road supergraph from the
road graph with a much reduced order following a bottom-up
approach. It goes through the steps of clustering feature val-
ues using k-means and constructing the road supergraph. The
last module of supergraph partitioning is the second level par-
titioning, which follows a top-down approach to split up the
supergraph into multiple heterogeneous partitions that are ho-
mogeneous within. It is achieved by approximately optimiz-
ing a measure called @-Cut, by following a spectral clustering
based solution. It produces supernode partitions, from which
the road segment partitions are extracted. Despite obtaining
good results the following issues are still outstanding, i) the
problem of learning the right number of clusters, while apply-
ing k-means to create supernodes, is a computationally expen-
sive task; i) when the value of k in k-means is set very low,
the number of supernodes is sometimes still very large, imply-
ing the relation between k and the supernodes is weak; iii) the
connectivity among the nodes is not considered together with
their feature values when applying clustering (k-means) to mine
the supergraph. In this paper, we address the above issues and
present a robust framework employing both density and spec-
tral based clustering. It is known that spectral clustering based
solutions provide good results but exhibit high computational
complexity [39, 3]. On the other hand, density-based methods
are able to discover clusters of arbitrary shapes and are very
fast. Our framework combines the advantages of spectral and
density based approaches simultaneously, and also overcomes
the issues that existed in our previous work [3].

Our partitioning framework aims to identify the different
heterogeneous regions of an urban network that internally ex-
hibit homogeneous traffic patterns. We propose three algo-
rithms, FaDPa, FaDPa+, and FaDSPa. The main scalable al-
gorithm FaDSPa, which is based on the other two, mines a den-
sity peak graph by identifying the density peaks from the road
graph. Then the density peak graph is subjected to our spectral
theory based a-Cut to obtain the set road network partitions. In
summary, we make the following contributions in this paper.

We develop a fast density-based road network partition-
ing method FaDPa (extended to FaDPa+). It identifies the
density peaks locally in the graph, and gradually grows
them to form clusters. Unlike spectral clustering meth-
ods, it works very fast, and is highly suitable to large net-
works.

— Using FaDPa, we develop an efficient and effective
method FaDSPa for partitioning small as well as large
road networks. It provides an option to input a factor to
control the trade-off between efficiency and partitioning
quality.

— We present the complete derivation to optimize the @-Cut
objective function (proposed in our previous preliminary
work [3]) that is used in FaDSPa.

— We perform extensive experiments on real as well as syn-
thetic datasets including road networks of different sizes

to establish its efficacy.

The rest of the paper is organized as follows. Section 2
presents some preliminary theories followed by the problem
definition and framework overview. Section 3 presents our
density-based partitioning algorithm FaDPa and its extension
FaDPa+, followed by the main algorithm FaDSPa in Section 4.
Experimental results are shown in Section 5, followed by re-
lated work in Section 6. Section 7 concludes the paper with
some future research directions.

2. Problem Definition and Framework Overview

This section presents some preliminary theories, defines the
problem, and presents the framework overview.

2.1. Road Networks and their Mathematical Representation

Urban roads exist in the form of a physical network spa-
tially spread over a large urban area. To make it a machine-
interpretable network, we need to give it a mathematical rep-
resentation in the form of a graph, which we name as a road
graph. The unique features associated with this kind of net-
work, like varying spatial importance of different roads and the
traffic flow being unidirectional on some roads whereas bidi-
rectional on others, make it a challenging task to give a realistic
mathematical representation. Previous works have represented
it in different graph-based structures that suited the application
area [15, 9].

Unlike the previously attempted problems, the focus of spa-
tial partitioning of road networks is on the road segments, not
on the intersection points. A trivial representation in the form
of a graph by considering roads as links and their intersection
points as nodes is not suitable as its partitioning results into
subsets of intersection points, which is not the objective. To
make the representation applicable to spatial partitioning, we
transform the actual road network into its dual, which forms
an undirected road graph. This transformation is an improved
version of that used in our earlier work [3].

DeriniTioN 1: (Road Network) A real urban road network
is defined as N = (Z, R) comprising a set of intersection points
I = {u,t,...,1,} as nodes that are connected among them-
selves by the set of directed road segments R = {ry,r2,..., 7}
as its links, where each road segment r; associates the traffic
density r;.d with itself. |

DeriniTioN 2: (Road Graph) Given a road network N, the
corresponding road graph G = (V, &) is constructed by adding
each road segment r; € N as a node v;, and establishing an
undirected link e; between each possible node pair (v;,vy) if
there exists at least one intersection point ¢; which is a common
intersection for the roads r; and ry, and the traffic can flow either
from r; to ry or vice versa, as shown in Equation 1.

Vv
s =

{vi,va,..., v}, where v; = node(r;)

{link(v;,vx) : A ¢; as the commnon intersection

point for r; and 7y} €))]
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Figure 1: Star topology to bipartite formation

Thus the links stand for the adjacency relationships among the
road segments. In this manner, the road network components
in a star topology form bipartites in the road graph, as shown in
Figure 1, where each partite stands for either incoming flow to
or outgoing flow from a common intersection point. Each node
v; (node(r;)) € V associates with it a feature value v;.f which is
the road traffic density r;.d. |
Most urban roads exist as two-way roads, which are two
oppositely directed one-way parts separated from each other.
Each of the two parts (directions) undergo different kinds of
traffic flow patterns. For example, in the morning office hours,
a road that connects outskirts with the city center would find
more traffic heading towards the city center than the opposite
direction. This feature of the urban network is accommodated
in Definition 2 by considering the two traffic directions as sep-
arate road segments, if they share a common intersection point
and thus are adjacent. Figure 2 shows an example of our road
network representation in which Figure 2(a) is a sample road
map, Figure 2(b) is the corresponding road network of those
colored yellow in the map, and Figure 2(c) is the final repre-
sentation called the road graph. When representing any kind
of network in the form of a graph, normally the main objects
of study in the network are considered as nodes and the links
define the affinity between them. In the road network in Fig-
ure 2(b), we can see that nodes represent the intersection points
of roads, which actually do not have much importance for the
problem of spatial partitioning as compared to roads, which ap-
pear as links. The road graph in Figure 2(c) solves this problem
as the objects of study are represented as nodes.

2.2. Problem Definition

The problem of partitioning road networks addressed in this
paper is defined as splitting a given urban road network based
on traffic measures into several disjoint partitions, keeping in-
tact the associated spatial properties. The different partitions

5
(i

Eduway,
Haine;

@
Mary st 2 I —
5 = =
o Mary s¢ ;,:“ Boven g SISk
g, A &
¥ Cres [} H
- Liddiarg g 5
ferte 1y &
pital ) -
o
Linda Cres z Park g T
Lacs £ Fafmauth St
8
8
Ausdoc Oval i 4 &l
b Fkefielq 5 § £ 5
X Jradenice,, = Central
¥ch St Glenferie () N Gardens &
) 2
Bunwoog gy ) o Seorge gy
* summm R The Hawthom o
. a Hate!
o @ it
- 5 ety & n D Bumooy Re
Manningtreq Rd = 4 5 2 g
Oxley gy 3 5 &
o & . Oxley Ra
(a) Actual road map
Mary St (Myle) ‘
— >
- Mylw) x|
(Cle) GT a Liddiard St
\ = (ldle) (Ld2e)
Chrystobel Cres (Clw) — » >
T (ldw) = (Ld2w)
= | |= | |Z
&
EUQ 3 EAlE EIE
3 =
_ Lynch St (Lyle) N _g E &;
h (Ly1w) A% £ g
Sl|o e B E
SN=©
Burwood Rd (Ble) Ny (B2e) (B3e)
& Ll < > >
(B1w) = (B2w) BurwoodRd  (B3w)
||z
< <
elle
Manningtree Rd (Mn1le) (O1e) Oxley Rd
- (Mn1w) = (01w)
(b) Road network
(Myle)@ @(G1n)
(Myy
Wi (Cle) ‘Gm. (Ld1e)
® ® @ (Ld2e)
(c1w) @ O e ]
o (Ld1w) L {Ld2w)
(Lyle)@ (G2n)
(GZS). W19 @ ®H1n)
(Lylw) @ .(GZH] (H1s)
(Ble)@ (635).
B2e)
(B1w) @ ‘ @ (B3e)
J ®
G4
ol o (B2w) (B3w)
(Mnle)@ L @ (Ole)
(Mniw) @ @ (01w)

(c) Road graph

Figure 2: Mathematical representation of road networks

exhibit the property of intra-partition traffic homogeneity and
inter-partition traffic heterogeneity. Let us suppose we have a
real urban directed road network N = (Z,R), which is trans-
formed into a road graph G = (V, E) by following the method
described in Section 2.1. Before formally stating the problem,
we present four definitions.

DermviTion 3: (Cost of Partitioning) While partitioning
the set of nodes V in a road graph G into different partitions
P = {P1,P>,..., P}, the cost of partitioning is defined as the
aggregation of affinity values of all possible node pairs (v;,v;)
for which v; and v; lie in different partitions in the final result,



where the affinity values are measures of traffic similarity be-
tween nodes in the pairs. |
Dermnition 4: (Partition Volume) Given a set of road graph
partitions P = {P1,Ps, ..., P}, partition volume is defined as
the aggregation of affinity values of all possible linked pairs
(vi, v;) for which v; and v; lie in the same partition. [ |
Dermnition 5: (Partition Connectivity) A partition $; =
(V1, &) is said to be connected if for any node pair (v;,v;) € P;
there exists a path from v; to v; (or vice versa), such that each
node v; in the path belongs to V; (i.e., vy € V)). [ ]
The problem of traffic-based spatial partitioning of a road
graph G is to split its node set V into k partitions (or subsets)
P ={P1,P>, ..., P} such that the following conditions hold.

C1 UL, Pi=Vand PN P, = 0 forall i # j;

C.2 each P; is connected, and all adjacency relations, ex-
cept the cross-partition relations (inter-partition links),
are maintained as in G;

C.3 the partition volume of G is the maximum; and

C.4 the cost of partitioning G is the minimum;

In the above conditions, C.1 is a general condition of group-
ing the set of nodes (or road segments) into k£ non-overlapping
subsets, C.2 introduces the spatial connectivity (or linkage) of
nodes, C.3 enforce the condition of intra-partition traffic homo-
geneity, and C.4 enforces inter-partition traffic heterogeneity.
A partitioning may not satisfy C.3 and C.4 together simultane-
ously. Optimizing one of them may lead to sacrificing the other
condition. Therefore, our goal is to make an optimized trade-off
between C.3 and C.4.

2.3. Framework Overview

The task of road network partitioning is to cluster the road
segments of a given road network based on their traffic mea-
sures and the associated spatial connectivities (connectivity of
road segments). However, the traditional clustering algorithms,
like k-means, do not take care of the connectivities directly.
It requires to develop ways to incorporate the connectivities
during clustering in an efficient and effective manner. In the
proposed framework shown in Figure 3, our partitioning algo-
rithm called FaDSPa uses a combination of an efficient density-
based clustering approach and an effective spectral clustering
approach. It starts with constructing a road graph from the
given road network. The graph is passed to the partitioning
algorithm FaDSPa to obtain the set of partitions. Lastly the real
road network partitions are extracted from the resulting road
graph partitions.

The transformation of the real road network N into a road
graph G is done in the beginning to give it a mathematical repre-
sentation, explained as a preliminary step in Section 2.1. Due to
the large and rapidly expanding nature of urban areas, the size
of an urban road network |R| and the order of the corresponding
road graph |V| may become very large, which heavily affects
the time and space complexity for partitioning G. To address
this problem, the framework follows a two-level partitioning

(FaDSPa), where the first level is fast and the second level pro-
duces quality partitions. The first level follows a bottom-up
approach and applies a density based algorithm called FaDPa+
to compress the large graph G into a small density peak graph
G (defined later) by identifying the locally dense components.
The second level partitioning follows a top-down approach to
split up the density peak graph G? into multiple heterogeneous
partitions that are internally homogeneous. It is achieved by
approximately optimizing a-Cut, by following a spectral clus-
tering based solution. It produces partitions of the density peak
graph, from which the road segment partitions are extracted.

The density based FaDPa+ is fast and thus suitable for large
networks. On the other hand, the spectral based a-Cut pro-
duces quality partitions, but comes with high time and space
complexity, and thus is suitable for small networks. Depend-
ing on the available computing resources and processing time,
FaDSPa maintains a balance between the efficiency and accu-
racy of the partitioning task, by using an input parameter. If
the urban network is small in size (manageable by the avail-
able resources), the task is done more by the @-Cut, and if it is
large (beyond manageable by the available resources), the task
is transferred more to FaDPa+. This makes FaDSPa effective as
well as efficient in dealing with graphs of all sizes.

We propose FaDPa (in Section 3) as a fast density-based
partitioning algorithm, which is further extended to FaDPa+ (in
Section 3.4) to partition into any desired small number of clus-
ters, and FaDSPa (in Section 4) as a combined density and spec-
tral based partitioning algorithm. FaDSPa is the main partition-
ing algorithm that is able to handle all small to large urban road
networks, by following an appropriate balance between the den-
sity based (FaDPa+) and spectral based (a-Cut [3]) algorithms.

3. FaDPa: Fast Density-based Partitioning

The road segments inside a road sub-network or parti-
tion are linked together. Any vehicle entering into a partition
through a road segment needs to go through the following seg-
ments to cross the partition or reach the destination. It makes
the traffic pattern of a road segment more likely to be similar
to (or dependent on) other (following or preceding) segments
inside the partition. Also in each partition, locally there exist
some important road segments that are spatially more closely
connected to others and play a special role in the traffic move-
ment. The road network segments including these important
roads and the surrounding roads form dense components with
high similarity in the traffic density, where the most important
and dominating road occupies the density peak. The traffic on
the surrounding roads, other than the density peak, is heavily
dependent on the peak, which again have following roads that
depend on these nearby roads. In this section we use this natural
phenomenon of road traffic networks to propose a fast density-
based network partitioning method called FaDPa (pronounced
as fad-paa). It first identifies the density peaks in a network and
then grows them to identify the density-based clusters.

There exist density based clustering algorithms like DB-
SCAN [7], which are efficient, able to detect clusters of arbi-
trary shapes, and able to find the suitable number of clusters
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automatically. They identify a cluster by looking into the neigh-
borhood of each object within a radius of a predefined thresh-
old e distance. With each minpts (predefined) objects in the
e-neighborhood, a new cluster is formed. The process is car-
ried out to find all density-connected clusters, where a density-
connected cluster is defined as the maximal set of density-
connected objects. The main drawback of this method is the
predetermination of € and minpts thresholds, and their high
sensitivity to cluster formation [28]. The method we propose
here is free from these requirements. We start with presenting
the main concepts and terminology, which is followed by the
algorithm.

3.1. Concepts and Terminology

We use some of the ideas of [28] in Definitions 6 and 7 to
find the density peaks in unlinked data, and then extend them to
graph data.

DeriniTioN 6: (Local Density (D)) Given a set of data ob-
jects D = {d,,d,, ..., d,}, the local density p(d;) of an object d;
is defined as the number of objects closer than a predefined dis-
tance threshold €? to d;. It is formulated in Equation 2, where
dist(d;,d;) gives the distance! between d; and d ; in terms of
their feature values, and y(.) is a binary function defined in
Equation 3. |

'We use Gaussian based distance measure defined later in Section 3.2

p(d) = Y x(dist(d;,d;) - ') @
J
1 ifx<O
X = { 0 otherwise )

DeriniTion 7: (Higher Density Distance (HDD)) Given a
set of data objects D = {d,, d, ..., d(n,)}, the higher density dis-
tance d(d;) of an object d; is defined as the distance from d; to
the closest object d; of higher local density. It is formulated in
Equation 4 as the minimum distance between d; and any other
object d; with higher density. |

o) = min

Vdp ) dist(d;, d]) “4)

DeriniTioN 8: (LD in Graph) Given a graph G = (V, &),
the LD p#(v;) of anode v; is defined as the number of nodes that
are directly linked to v; and closer than a predefined distance
threshold €. It is formulated in Equation 5, where neigh(v;)
returns all the neighboring or linked nodes to v;, dist(v;, v;) re-
turns the distance between v; and v; in terms of their feature
values, and y(.) is the same binary function defined in Equation
3. [ ]

P = Y x(distviv) - €’ )

Vv €neigh(v;)



(a) Sample road graph

(b) Identification of DPNs

& O

Figure 4: Illustration of DPG construction from a graph

Table 1: Distance measures in the sample road graph

Distance measures LD
a b [ d e f g h i J k 1
a 0.93 - 0.93 - 0.10 - 0.98 1
b | 093 - 0.35 - 0.62 - 0.10 2
[ 0.35 - 0.35 - 0.82 - 0.62 2
d | 093 - 0.35 - 0.62 - 0.10 2
e 0.62 - 0.62 - 0.62 - 0.82 | 0.10 - 0.00 2
f 010 | - 0.82 - 0.62 - 0.93 - - 0.93 - 010 | 2
g 0.10 - 0.10 - 0.93 - 0.35 3
h | 098 - 0.62 - 0.82 - 0.35 1
i 0.10 - - - - 0.10 - 062 | 2
J 0.93 - - 0.10 - 0.35 2
k 0.00 - - - - 0.35 - 035 | 3
1 0.10 - - 0.62 - 0.35 2

Example 1: Figure 4(a) shows an example of a road graph
constructed from a small road network, in which exemplary
node feature values are shown beside the nodes, and Table 1
shows the distance measures computed for each pair of nodes.
Setting the distance threshold €4 t0 0.5, the distances lower than
this threshold are highlighted (bold) in the table, and the right-
most column shows the node local density as the count of these
highlighted entries in each row. ]

Dermnition 9: (Density Parent) Given a graph G = (V, &),
the density parent of a node v; is defined as the linked node v;
having the closest higher local density, such that y(dist(v;,v;) —
€?) = 1. If there are multiple nodes equally close to v; in terms
of LD, then the one with the lowest dist(v;, v;) is chosen as the
parent. ]

Dermvttion 10: (Density Child) Given a graph G = (V, ),
the density children of a node v; is defined as the set of linked
nodes {v;} that have v; as their density parent. A node can have
multiple density children. ]

Dermrtion 11: (HDD in Graph) Given a graph G = (V, &),
the HDD 68(v;) of a node v; is defined as the distance from v; to
its density parent v; if v; exists (Equation 6), otherwise it is the
maximum of all distances between any two linked nodes (Equa-
tion 7). In the equations, neigh(v;) returns all the neighboring
or linked nodes to v;, dist(v;, v;) returns the distance between v;
and v; in terms of their feature values, and vy < v; denotes that
v 18 linked to v;. [

(c) DGCs (d) DPG
6(v;) = min {dist(vi, v (6)
68(v;) = max {dist(vg, v} @)
Vv, v vy

Dermvirion 12: (Density Peak Node (DPN)) Given a graph
G = (V,&), anode v; is called a density peak node g;, if v;
does not have any density parent. Like nodes, the DPNs also
associate a feature value ¢;.f(= v;.f) with them. [

Dermnition 13:  (Density Similar) Given a graph G =
(V, &), two nodes v; and v, are said to be density similar, if they
have a density parent and density child relationship, or if there
is another node v such that v; is density similar to v; and vy is
density similar to v;. Hence this relationship is both reflexive
and transitive. ]

DermniTion 14: (Graph Component (GC)) Given a graph
G = (V,E), a graph component is defined as a subgraph in
which there exists a path between any two nodes v;,v; € V in
such a way that each node vy in the path belongs to V. ]

DermniTioN 15: (Dense Graph Component (DGC)) Given
a graph G = (V,E), a dense graph component D; is defined
as a graph component in which each pair of nodes (v;,v;) are
density-similar. Every DGC must have exactly 1 DPN, which
will not have any density parent, whereas all other nodes in the
DGC must have. ]

Dermnition 16:  (Density Peak Graph (DPG)) Given a
graph G = (V,E), a density peak graph G? is defined as a 3-
tuple (‘Vd,Sd, "Wd), where V¢ = {gl,gz, - ,g,,g} is the set of
DPNs, & = {g1,8),...,8&,,} is the set of links connecting the
DPNs, and WY = {w), wy, ..., w,,} is the set of weights asso-
ciated with each of the corresponding links. The links between
the DPNs are established by looking into the neighborhood re-
lationships between the corresponding DGCs. For each pair of
DPNs (g3, ;) in the DPG, if there exists a link e; between a pair
of nodes (v,,v,), such that (v, € D; and v, € D;) or (v, € D;
and v, € D)), then a link g is established between them. The
weight of this link is set as a measure of similarity between ¢;
and gj, i.e., w; = sim(g;, 5;) (defined later in Equation 11). m

Example 2: In Table 1, the LD of node a is 1. To find its
density parent, we look into the LD of all the linked nodes (i.e.,
b,d, f, h) that have their distance less than el(= 0.5) (.e., s
and select the node having the closest higher LD, which is f.
Thus a becomes density child of f, and f becomes the density



parent of a. After establishing this relationship, a and f are
called to be density similar. In the set {b,d, g, h}, b,d, and h are
children of g, which makes all the nodes density similar to each
other. Therefore the set forms a dense graph component. For
a node, if there does not exist any linked node with higher LD,
then it forms the density peak. As shown in the table, g has b, d,
and £ as the linked nodes satisfying the €/ condition, but none of
them have their LD higher than g. Therefore, g becomes a den-
sity peak node. Figure 4(b) shows the DPNs (colored) found in
the sample graph. The solid lines represent a parent-child rela-
tionship and the dotted lines represents a link in the road graph.
Figure 4(c) shows the identified dense graph components en-
closed in the circles with solid lines, where the colored nodes
are the DPNs, and the links with solid lines represent the neigh-
borhood relationship between the DGCs. Figure 4(d) shows the
density peak graph, where the nodes are the identified DPNs
linked by the neighborhood relationship. ]

For a given graph G = (V, &), the density parent-child rela-
tionships among the nodes can be easily established after com-
puting their LD and HDD. According to Definitions 9 and 12,
all nodes must have a density parent, unless they are DPNs. It
means that except the DPNs, all other nodes in “V can be ac-
cessed by traversing through the children of DPNs, followed by
their children, and so on, until the nodes do not have any chil-
dren. This traversal from a single DPN results into accessing a
complete DGC, and doing this for all the DPNs, gives the com-
plete set of DGCs, which include all the nodes in V. It leads to
the conclusion that any given G can be decomposed into a set of
DGCs, where each of them have one DPN. These DPNs are the
density peaks, which form the center of attention in a surround-
ing. They become nodes in the DPG G? = (V4, &4, W), while
the remaining surrounding nodes in V disappear, as shown in
Figure 4. Each DPN represents its corresponding DGC, and
thus constructing a DPG from a road graph condenses the graph
using the density peaks.

3.2. Algorithm

The algorithm (shown in Algorithm 1) starts after trans-
forming the given road network N = (J,R) into the road
graph G = (V,E) as explained in Section 2.1. For all the
nodes V in G, the LD (lines 3—4), and the HDD with den-
sity parent/child nodes (lines 5-19) are computed. We assume
that the feature values are in Gaussian distribution? and de-
fine the distance measure for computing LD and HDD based
on the Gaussian similarity. Equation 8 formulates the Gaus-
sian similarity between two linked nodes v; and v;, where
o) = nl X Z:’;l (vi.f —p*)? is the variance of node feature
values with respect to the node mean . It is a direct similarity
with path length? 1.

- (V,'.f — Vj.f)2

gsiml(v,-, V;) = exp 7% 20)

®)

2In [14], the authors have used the Gaussian function in road networks, and
we follow them.
31t refers to the number of links in the path connecting the two nodes.

Equation 9 shows the similarity with path length 2 where
we multiply the gsim'(.) of intermediate links together for each
different path between v; and v; and get the average of all such
paths. As the value of gsim'(.) ranges from O to 1, its product
of intermediate links also lies in the same range, and thus it also
follows to gsim?(.). This equation is generalized for path length
n in Equation 10.

. 1
gszmz(vi, vj) =Wx
wi,vj)
)
D (gsim' (i vi) x gsim' (vi, v))

Vi E(V(\,’.V,Yj )

The final similarity measure is defined in Equation 11, by con-
sidering all the possible path lengths up to n, where we weight
the similarity terms with the harmonic series members and di-
vide their summation by the harmonic series. Generally the
shorter paths between two nodes define their associativity (or
relationship) strength more accurately than the longer paths.
The rationality behind using the harmonic series to define the
aggregated similarity is to make the effect of shorter paths more
than longer paths, proportional to the path length. All the
measures gsim' (vi, v;), gsim*(vi, v}), ..., gsim"(v;,v;), range be-
tween 0 and 1, and so does the sim(v;, v;).

gsim" (vi,v;)

gsim*(vi,v;)
2 n

+...+

1+5+...+1

n

gsiml(vi, vj)+

sim(v;, v;) =

(11)
Based on this, the distance between a pair of nodes (v;,v;) is
defined in Equation 12, which again makes it range between 0
and 1.

dist(vi,v;) = 1 = sim(v;,v;) (12)

All those nodes having their HDD value 6%(v;) as the
maximum of all distances between a pair of linked nodes
MaXyy, y,.vov, 1dist(ve, v;)} are designated as a DPN (line 17).
For each DPN, a search is then started for the density chil-
dren, which are combined with the DPNs to form a DGC (lines
20-29). This component is grown further by looking into the
density children of the children of each DPN, and so on, un-
til they return null. Thus a DGC is the largest component that
could be grown from a DPN by exploring the density children.
The number of DGCs in G is equal to the number of DPNs,
|D| = [V, and the union of all the DGCs equals to the whole
graph, {Uy;D;} = G. These DGCs are finally accepted as the
different partitions of the road graph G (lines 30-31).

3.3. Determining Distance Threshold

As mentioned earlier, the main drawback of DBSCAN is
the requirement of predetermined constants, € and minpts. The
cluster formation is highly sensitive to these parameters; a bad
value for these parameters will lead to poor results. In FaDPa,
one of our objectives is to make the algorithm more robust
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gsim"(vi,v)) =

against these pre-determined parameters. We have only one
constant, which is the distance threshold €/ used in Equation
5. We consider this as a vector (€/, €2, ..., & ) of dimension n,,
instead of a single constant value, where each eid corresponds to
the distance threshold for node v;. The value of elfl is computed
by looking into the neighborhood of v; locally using Equation
13, where (V(lv) denotes the set of nodes directly linked to v;

(with path length 1).

d=1-

LI D sim(vi,v)) (13)

1
|(V Vi)| Vje(v(l‘,l,)

3.4. FaDPa+: Reducing the Number of Partitions Further

In a graph where nodes are linked among themselves, each
node is exposed only to its neighboring nodes. While comput-
ing the DPNs in G in Section 3.2, the density parents and den-
sity children relationships are established by looking into only
the neighboring nodes. The DPNs obtained in this manner are
based on the local connections (not on the complete node set
globally). This leads to a large number of DPNs locally, and in
turn a large number of DGCs. But in real situations, we may
sometimes need to cluster the graph into a small number of par-
titions to know the global partitioning pattern. For example, in
our experimental dataset M, that has a graph of 53,494 nodes,
the number of partitions produced by FaDPa is 22670; it gener-
ally depends on the number of nodes, links, and their distance
weights. This number is still large. A manual analysis of these
partitions would be very difficult, and the user may want to have
far fewer partitions numbering less than 100 or even 10.

To further reduce the number of partitions generated by
FaDPa as per the user requirements, we propose an extended al-
gorithm named FaDPa+ (shown in Algorithm 2). In this exten-
sion, the DPNs obtained from G by FaDPa are used to construct
aDPG G = (V¢,&!, ‘W) (defined in Definition 16). The new

graph G¢ becomes a condensed form of the original graph G
where some local information is merged together. Consider-
ing G¢ as the main graph now, the DPNs are further obtained
using FaDPa. This time the number of DPNs would reduce fur-
ther, and so would the number of partitions. These steps of
constructing the DPG and identifying the DPNs are repeated
alternatively until the number of DPNs becomes lower than the
predefined number of partitions €, (lines 2—4). Thereafter the
DGCs are obtained in the same way as explained earlier and
accepted as the different partitions of the road graph (line 5).

4. FaDSPa: Fast Density and Spectral based Partitioning

FaDPa+, proposed in the previous section, is a complete
road network partitioning algorithm in itself. It grows the clus-
ters in arbitrary shapes by first identifying the dense compo-
nents, and is able to work efficiently. In contrast, spectral

x D (gsim" (vi, via) X gsim' (v, via) X ... X gsim' (egn-1y,)) (10)

Algorithm 1: FaDPa (Road graph G, Distance threshold
e?)

1 V? « instantiate an empty set of DPNs;
2 stack < initialize a stack;
// compute LD
3 fori <« 1to (n,)do
4 | PPO) = T encignivy X(dist(vi, v)) = €);
// compute HDD, and density parent/child

nodes
5 fori < 1to (n,) do
6 6B(v) « -1, // initialize with null
7 forall the v; € neigh(v;) do
8 if p*(v;) > p%(v;) then
9 if 6%(v;) = —1 then
// assign distance
10 05 (vi) « dist(v;,v;);
11 parentnode < vj;
12 else if 65(v;) > dist(v;,v;) then
// overwrite HDD with the
minimum distance
13 05 (vi) « dist(v;,v;);
14 update, parentnode < v ;

15 if 6%(v;) = —1 then
// Equation 7

16 6g(vi) = MaXyy, v, vow {diSI(Vk, Vl)};

17 | V= VU // v; found as DPN g

18 else

19 Set v; as child of parentnode, and parentnode as
| parent of v;;

// extract DGCs
20 D « instantiate an empty set of DGCs;
21 forall the ¢; € V7 do

22 push ¢; into stack;

23 d —{¢}; // instantiate an empty DGC

24 while stack is not empty do

25 node < pop out from stack;

26 d «—dU{node}; // add density-similar
nodes to the DGC

27 forall the childnode € child(node) do

28 L push childnode into stack;

29 | D «— DuU{d};

// extract partitions from DGCs
30 P « extract partitions from D;
31 return P;




Algorithm 2: FaDPa+ (Road graph G, Distance threshold
€, Number of partitions threshold €,)

1 G4 = (VLEL, W) « G =(V,EW);

2 while [V| > €, do

3 partition set P < FaDPa(G¢, €%);

4 L G“ « construct DPG from P;

5 return P;

clustering methods have been a major focus in the literature
due to their ability to produce high quality results. Due to
its high computational complexity, spectral clustering is often
not used directly in large-scale data mining problems. How-
ever, attempts are being made to improve the efficiency of spec-
tral clustering [39]. In this section, we propose FaDSPa (pro-
nounced as fad-spaa and shown in Algorithm 3) as an efficient
as well as effective road network partitioning algorithm that
employs both density-based (FaDPa) (lines 2—4) and spectral-
based (a-Cut) (line 5) theories.

Algorithm 3: FaDSPa (Road graph G, Distance threshold
e, Compression threshold €., Number of desired parti-
tions k)
1 6= (V9LE, W) « G=(V.EW);

// density based clustering
2 while [V?] > €. do
3 partition set P « FaDPa(G“,e?); // Algorithm 1
4 L G? « construct DPG from P;

// spectral based clustering

5 partition set P « a-Cut Partitioning(G%, k) ;
// Algorithm 4

6 return P;

4.1. Mining DPG

FaDSPa starts by mining a road DPG G¢ = (q/d,Sd,’Wd)
from the road graph G. It uses FaDPa+ to mine this DPG, in
which €, is a compression threshold that determines the number
of DPNs (|V¥)). The value of €, is pre-defined depending on the
available computing resources and the time that we can afford
to spend in order to obtain good partitioning results. FaDPa+
compresses the graph until [V¢| becomes lower than or equal
to €. @G is normally a sparse graph in nature. G“ is mined
by identifying the dense components in G in arbitrary shapes,
which reduces the sparsity of the graph as well as the overhead
in dealing with that sparsity. The resulting graph G¢ becomes a
condensed form of the road graph G, which is much smaller in
order. As the level of compression of G is controlled by €., there
exist two extremes. At one end, €, could be set to |V, and on the
other end, it could be the number of required partitions k. The
first case makes it FaDPa+, whereas the second case makes it
the a-Cut spectral clustering algorithm. Thus FaDSPa provides
a good balance of FaDPa+ and @-Cut, and is a generalization
of these two algorithms. After mining the DPG, a preliminary

level of grouping of road segments has already happened in the
form of DGCs in the DPG (G“) in a bottom-up manner. There-
after the spectral based partitioning algorithm a-Cut is applied
on the compressed graph G¢, instead of the large graph G, in a
top-down manner.

4.2. Spectral Clustering for DPG Partitioning

Spectral clustering treats clustering as a graph partitioning
problem. Among the existing graph cuts, normalized cut has
been found to be comparatively effective for graph partition-
ing [29, 14]. Its objective function minp Zfzo MV;,((Z”;’)) is a min-
imization of the normalized summation of the cross-partition
weighted links, where the normalization is done by all the
weighted links having at least one end in the corresponding par-
tition. Both the numerator and denominator take into account
just the weighted links, and no consideration is made for the
node groupings (or node counts) inside the resulting partitions.
The links in our road graph are established only if they are adja-
cent in the road network, and thus the DPG links too are based
on adjacency relationships. To partition the graph based on both
weighted links and node counts in resulting partitions, in the
next section we present the k-way graph cut developed in our
recent work [3]. Instead of repeated bipartitioning of the whole
graph, it produces k’(> k) partitions in just a single iteration,
and then applies repeated partitioning to produce k partitions,
which significantly improves its efficiency.

4.3. The k-way a-Cut

For a given weighted graph, which in our case is the DPG*
G?, let us suppose its DPN set is partitioned into k disjoint sub-
sets or clusters as P = {P1,P»,...,Pr}. The adjacency ma-
trix of G¢ is denoted by A, the degree matrix is denoted by D,
which is a diagonal matrix having row sums of A at the diago-
nal as shown in Equation 14, and the Laplacian matrix (D — A)
is denoted by L.

i=1

D= it (14)

2

i=1
A function W(P;, P;) is defined in Equation 15 as the sum

of weights associated with all the links having their DPN at one
end in #; and the DPN at the other end in P;.

WP Py= )

s,E{Iinks(pf,Pj)}

o= ), AP (s
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“In this section, the DPG can be treated just like a weighted graph, and the
terms DPG and DPN can be read synonymously as graph and node respectively
for the application of a-Cut in graph partitioning.



DermntTion 17: (Cut) For a given partition set P
{P1, P2, ..., Px} the cut of a partition P; is defined as the sum-
mation of weights associated with all the links having their
DPNs at one end in #; and DPNs at other end in any partition
other than P, i.e., W(P;, P)). [

DeriNtTION 18: (Association) For a given partition set £ =
{P1, P2, ..., P} the association of a partition P; is defined as
the summation of weights associated with all the links having
DPNs at both ends in $;, i.e. W(P;, P)). ]

The cut value of a partition P; gives a measure of connec-
tivity strength between $; and the rest of the partitions, and
thus quantifies the loss incurred in cutting those link connec-
tions while partitioning the graph. When this value is divided
by the number of DPNs in #;, it gives the average contribution
of each DPN in the overall cut of ;. It represents the inter-
partition similarity. Similarly, the association value of a parti-
tion P; gives a measure of connectivity strength within #; that
binds it as a unit, and thus quantifies the retained association
of P; after partitioning the graph. When this value is divided
by the number of DPNs in #;, it gives the average contribu-
tion of each DPN in the overall association of P;. It represents
the intra-partition similarity. A good partitioning is achieved by
minimizing the summation of average cut values and simultane-
ously maximizing the summation of average association values
of each partition [29]. However, optimizing any one of these
objectives does not guarantee the other. One possible approach
is that of normalized cut [29, 14]. It minimizes inter-partition
similarity and maximizes intra-partition similarity simultane-
ously. But the optimization is based on normalized values of
cut and association, where the normalization considers the link
connectivities between nodes, instead of the nodes directly. It
does not guarantee the optimization of their average cut and as-
sociation.

Our k-way graph cut called @-Cut aims to achieve a well
balanced optimization of average cut and average associa-
tion. We optimize the objective function ming @-Cut(P), where
a-Cut() is shown in Equation 16.

W(Pi, P;)

y WP, Pi)
P

A=Y

(16)

k
a-Cut(P) = Z (a X

i=1

It minimizes a combination of two components, which sep-
arately are the minimization of the average cut representing
the inter-partition similarity, and the maximization of the aver-
age association representing the intra-partition similarity. The
a € [0, 1] acts as a balance between the two components. Its
value is crucial to obtain the best possible optimized partitions.
An advantage of a-Cut over normalized cut is that @-Cut nor-
malizes the cut and association by the partition size, whereas
normalized cut normalizes the cut by the association.

4.4. Determining « in a-Cut

Instead of considering « as a single constant value for all
the partitions, we consider it as a vector @ = (@, @3, ...,Q),
where each «; corresponds to the partition ;. The advantage
in considering it as a vector over a single scalar value is its

10

non-uniformly defined value depending on the nature of the re-
spective partition. We consider this factor «; as the portion of
the connectivity weight contributed by #; in the whole DPG
(including intra-connections as well as inter-connections), and
define it as the ratio of the summation of its link connection
weights to the summation of all link connection weights in the
DPG, ie., a; % Its value ranges from O to 1. In
contrast, (1 — ;) gives the portion of the connectivity weight
contributed by all partitions other than #;. Putting this value of
a; in Equation 16, a-Cut simplifies as shown in Equation 17.

. _
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P

WP, V)
W(Vd, V)

k (
i=1

Like normalized cut [29], the problem of achieving a
partitioning configuration that minimizes this cost is an NP-
complete problem. To solve it in a time-bound and computa-
tionally efficient manner, we follow a spectral clustering ap-
proach described in the following subsection.

W(P:, V) _ W(Pispi))
V] 1Pl
7

4.5. Spectral Clustering Approach to a-Cut

P = {P1,P2,..., P} is the set of k disjoint partitions of
G% let 1 € R be a vector with each of its values as 1, and
¢; € R™ be the cluster indicator vector of #; such that its jth
value ¢;(j) = 1, if ¢; € P;, and ¢;(j) = 0 otherwise, as shown in

if (c; € P)

Equation 18.
) N
Ci = .
P70, it e P

The spectral clustering approach to minimize the cost of a-
Cut partitioning follows a relaxed approach based on eigenvec-
tors and eigenvalues. The relaxation lies in the cluster indicator
vectors, which are allowed to take on any real value, instead of
restricting them only to discrete values. Using the cluster indi-
cator vectors, the @-Cut formulation can be simplified by sub-
stituting W(P;, V) by 17 Dc;, W(P;, P;) by ciTAci, W( V4, Vo)
by 17 D1, and |P;| by ¢! ¢; in Equation 17. The simplification
steps are shown in Equation 19.

(18)



Algorithm 4: o-Cut Partitioning (DPG G¢, number of de-
sired partitions k)

1 A « adjacency matrix of G%;
2 D « degree matrix of G%;

10

11
12

13

14
15
16
17
18
19

// repeated partitioning to obtain k

repeat

partitions
T T
M «— (% A); // get the a-Cut

matrix

U;:l {(yi, 4;)} < get eigenvector and eigenvalue pairs
of M;

sort eigenvalues 4; to have 4, < 4, 1 < ... < Ay;
select {4, Ap—1, ..., An—k+1} €igenvalues and
corresponding eigenvectors {y,_, Yn—1» -+ - » Yn—k+1};
generate matrix Y, s = (yl Y2 yk);
Z « row normalize Y;

{21,22, e ’Zn;} <« get row vectors of Z;

C ={C1,Ca,...,C} « k-means ({Z],Zz, ... ,zng_} ,k);
P ={P,Ps,...,Pr} « get disjoint partitions from
C; // resulting set of partitions

if k" is not equal to k then

// construct a graph from the
partitions and consider this as
the new graph for partitioning

ne < k';

G? « construct partition graph from £;

A, xn, < adjacency matrix of G¥;

D, ., < degree matrix of G”;

A« A

D« D';

20 until number of partitions in P equals to k;

21

return P ; // return the partitions when their
number equals to k

k
ITDCi lTDC,' c AC,'
a-Cut($) = Z ( 17D1 % e e )
i=1 i 1 i 1
2
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~ cle 1"D1 !
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The derived matrix M is called the @-Cut matrix for a; =
WP, V)

W(vd, ydy’
matrix. Equation 19 is further simplified as follows.

and the spectral clustering algorithm works on this

_Zk:(lcl) (Icl) Zy’ .

where y; is a unit vector in the direction of ¢;, such that yl.Tyi =1.
Hence the optimization function becomes

llc;

i ciTMc,
2
i=1 ”

k

min Z yI My, subject to y7y; = 1 (20)
=

This is solved by setting its derivative with respect to y; to zero

and introducing a Lagrange multiplier 4; for each #; to incor-

porate the associated constraint [40], as shown in Equation 21.

ZyTMyﬁZﬂ —yiyi)[=0
21
My; - 4;y; =0
My; = A;y;

It implies that y; is one of the eigenvectors of M corresponding
to the eigenvalue A;, and y/ My; = yT A;y; = A;. As the objec-
tive is minimization, we select k smallest eigenvalues from the
total of n eigenvalues as 4, < A, 1 < -+ < A, 441 and cor-
responding eigenvectors Y, , Yn—1 - - - » Yn—k+1 Which represent
the relaxed cluster indicator vectors. Thus, it leads to Equation
22.

m%n a-Cut(P) = y,{‘_Mync toet yrjl;karlMyns‘_k_H

(22)

= /ln; + ot /1;1§—k+1
Algorithm 4 presents the complete partitioning method,
which starts with getting the adjacency and degree matrices in
line 1 and 2. The steps 4—19 are repeatedly performed until the
resulting number of partitions equals to k. The a-Cut matrix is
computed from the adjacency and degree matrices in line 4 and
eigen-decomposed in line 5. Lines 6-7 select the k smallest
eigenvalues and corresponding eigenvectors. Ideally the indi-
cator vectors should have only binary values, but the actually
obtained indicator vectors are in fact the relaxed vectors and do
not follow a binary pattern. Due to the lack of concrete infor-
mation about clusters, it becomes another problem to separate
the k clusters. We assume that the clusters are well-separated in
the k-dimensional eigenspace, which is a general assumption in
spectral clustering [40], and use the eigenvectors (or indicator
vectors) to generate a matrix Y of ng Xk dimensions (line 8). It is
then row-normalized using Equation 23 to have row-vectors z;
of unit length giving the final matrix Z (line 9). Each row-vector
z; represents a DPN ¢;. The set of row-vectors are used to clus-
ter the DPNs by applying k-means to find a set of k clusters



C ={C1,C»,...,Cy} (lines 10-11), where each cluster C; com-
prises one or more row vectors (DPNs) in Z. The DPNs inside
each cluster are linked together as they exist in the DPG. Upon
linking them, sometimes more than one connected component
may be found inside a single cluster. As these multiple con-
nected components within a single cluster are disjoint, they can
not become part of the same partition. These connected compo-
nents are extracted from each cluster to form disjoint partitions
(line 12).

o
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where, z; = ——— (V15 Y2is -« - » Ymi)

Depending on the data, the number of disjoint partitions
may sometimes be large, which would yield the partition set
from C as P = {P1,P>,...,Pr}, where K > k. These k’
partitions may be accepted as the final result. However, if the
requirement to have exactly k partitions is strict, Shi and Ma-
lik [29] described two approaches to achieve this, which are
greedy pruning and global recursive bipartitioning. The greedy
pruning approach iteratively merges the two nearest partitions
optimizing the defined graph cut, until it results in a total of k
partitions. In contrast, the global recursive bipartitioning ap-
proach generates a condensed graph where each partition forms
a node and adjacent partitions are connected by weighted links
with W(P;,P;) as the weight, and is recursively bipartitioned
until it results in a total of k partitions. For large £ values, the
greedy pruning approach is computationally intensive. On the
other hand, as the global recursive approach bipartitions each
time, it would yield a balanced set of partitions only when k
follows the pattern 2/ for any value of i. For example, if the
value of k is 3, firstly the graph is bipartitioned to get 2 parti-
tions, and then only one of them has to be bipartitioned to get a
total of 3 partitions, whereas the other partition remains as it is.
In this way it generates one large partition and two small parti-
tions, where the large partition is approximately double in size
than the small ones. Moreover, the selection of the large parti-
tion that is to be bipartitioned first, is either arbitrary or some
additional condition has to be applied to decide this.

To avoid these complexities and make the method efficient,
we follow a repeated partitioning approach where the inter-
leaved steps of partitioning and constructing a new graph each
time from the obtained partitions are repeated until we obtain
exactly k partitions (lines 4-12). In each repetition, we con-
struct a new graph from the set of partitions, by considering
each partition as a node and their connectivity via the nodes be-
longing to them as links (lines 14—15). The feature value of the
nodes (formed from the partitions obtained in the last iteration)
is assigned as the average of feature values of all nodes belong-
ing to the respective partitions (old partitions), based on which
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the link weights are assigned. In lines 16-17, we get its adja-
cency and degree matrices. These matrices are considered to
compute the @-Cut matrix for the next iteration of partitioning.
Finally the k partitions are returned at the end (line 21).

4.6. Computational Complexity

The algorithm FaDSPa comprises successive applications of
FaDPa to mine the DPG of desired order, followed by a-Cut.
The computational complexity of FaDPa is O(n?) for computa-
tion of pf(v;) and 6%(v;), after which the partitions are extracted
using a stack. Thus the overall computational complexity of
FaDPa becomes O(n?), which is applied multiple times but still
much less than n, thereby making it = O®®?). In a-Cut, the
eigen-decomposition task is done in O(n*) time in general and
O(n?) time for sparse matrices. The application of k-means on
row-vectors to find the clusters costs O(tnk?), where ¢ is the
number of iterations required to reach the convergence. In these
costs, n = ng when the spectral clustering is applied on the
DPG, and n = n, when it is applied directly on the road graph.

4.7. Relation with Modularity

Dermition 19: (Modularity) The modularity of a set of
graph partitions Q(#) [35] is defined as the difference between
the observed and expected fraction of links within a partition,

and is formulated as Equation 24. ]
k 2
| weenr)  (WPLV)
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Larger modularity values are correlated with better graph
partitioning. To maximize modularity while partitioning a
graph, in [35] the authors presented a spectral clustering so-
Iution. They showed that the partitioning can be obtained us-
ing the k largest eigenvalues and corresponding eigenvectors
obtained after eigen-decomposition of a derived matrix called
Q-Laplacian [35]. This matrix actually equals to the negative
of our a-Cut matrix derived in Equation 19. As we obtain the
partitioning by selecting the k smallest eigenvalues and corre-
sponding eigenvectors, both the techniques result into the same
set of eigenvalues and eigenvectors, and thus the same parti-
tioning. It means that the minimization of @-Cut approximately
maximizes the modularity.

5. Experimental Evaluation

Although there exist many works on general graph parti-
tioning, we compare our results to a recent work [14] on the
same problem, for a specific comparison. In addition we also
compare with the results obtained by replacing @-Cut by nor-
malized cut in FaDSPa to show the effectiveness of a-Cut.
Section 5.3 presents our experiments on small road networks,
where we compare the results obtained by a-Cut, normalized
cut, FaDSPa, [14], and FaDPa+. Section 5.4 presents our exper-
iments on the real SCATS dataset, where we compare the re-
sults obtained by the proposed FaDSPa and a modified version
of FaDSPa (by replacing @-Cut by normalized cut in FaDSPa).



Section 5.5 presents our experiments on large networks, where
we show the performance of FaDPa+ and FaDSPa for varying
values of the compression threshold €, to understand the trade-
off between efficiency and accuracy.

5.1. Datasets

We perform experiments on five datasets of different sizes
including both real data and synthetic data generated on real
road networks. Table 2 shows the statistics of all these datasets.
The real data (M;) is recorded by the Sydney Coordinated Adap-
tive Traffic System (SCATS)> from the Melbourne road net-
works provided to us by VicRoads®. This dataset is an accu-
mulation of the traffic records of individual road segments for
each signal cycle from Ist Jan 2011 to 1st Jan 2013. The con-
sidered Melbourne network consists of 7245 road segments and
2928 intersection points, where the traffic measures are logged
by the installed sensors, respective to each lane of road seg-
ments at the SCATS sites. The traffic measures include traffic
volume (number of vehicles crossing a road segment during the
green time) and degree of saturation (the ratio of the effectively
used green time to the total available green time). In this dataset
we consider the degree of saturation as feature value of the road
segments, as it gives an indication of the traffic density. The de-
gree of saturation measure for each road segment is computed
by taking the average of this measure of all the different lanes
that are part of the referred road segment.

The other datasets include synthetic data generated on real
small and large road networks. The traffic on the small net-
work (D;), shared by the authors of [14], is based on a micro-
simulation performed for 4 hours at 120 time intervals of 2 min-
utes. At each time point ¢, the traffic density on each road seg-
ment is computed in terms of number of vehicles per meter.
For large road network, we consider the city of Melbourne with
three sets of data, My, M,, and M3. M, is the road network of the
6.6 sq. miles CBD area consisting of 10,096 intersection points
and 17,206 directed road segments. M, and M3, larger than M,
is the road network of the CBD and adjoining areas in a total of
31.5 and 42.03 sq. miles, consisting of 28,465 and 42,321 inter-
section points, and 53,494 and 79,487 directed road segments
respectively. These road segments are obtained by considering
all the two-way road segments as two different one-way road
segments. The traffic data for the large networks is generated by
a web-based’ random road traffic generator MNTG [25, 26]. It
populates vehicles on a selected real road network, which keep
on moving for a time duration on the roads. We populate M;, M,,
and M3 by 25,246, 62,300, and 84,999 vehicles respectively, and
obtain their trajectories for 100 continuous timestamps. The
trajectories are sequences of 100 or less (latitude,longitude)
pairs corresponding to vehicle positions at each timestamp. A

SSCATS is a fully adaptive urban traffic control system developed in Aus-
tralia in 1970. It manages the signal phases (cycle times, phase splits and oft-
sets) of the traffic signals dynamically in real-time, based on the traffic data
collected by the vehicle sensors (inductive loops) installed within road pave-
ments of each traffic signal.

Shttps://www.vicroads.vic.gov.au

7Tt can be accessed through http://mntg. cs.umn.edu/tg/
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self-designed program is used to map their positions to corre-
sponding road segments, and compute the traffic density of road
segments (in terms of vehicles/meter) at each point of time.
While doing this, after each interval of 10 timestamps, each
vehicle is considered as a different one and its updated position
is recounted to compute the density. Thus it makes ¢ range from
1 to 10, and in this work we experiment with # = 1. It is done
to make the network more dense, and reflect the flow speed on
corresponding road segments. The count is then divided by the
road segment length to get the average traffic density in terms
of vehicles per meter.

5.2. Evaluation Metrics

The partitioning framework is evaluated using metrics that
quantify the quality of the results from different perspectives.
The problem defined in Section 2.2 intends to achieve four
different conditions. As we obtain results in the form of dis-
joint and connected road network partitions (connected com-
ponents), C.1 and C.2 are automatically fulfilled. C.3 which
enforces intra-partition homogeneity is evaluated by the intra
metric defined in Equation 25. For each partition, it computes
the intra-partition distance as the average absolute distance be-
tween the pair of nodes, and then takes the average of that com-
puted for all the partitions. Lower values of intra indicate better
partitioning.

Z abs(vy.f — vg.f)
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C.4 which enforces inter-partition heterogeneity is evaluated by

the inter metric defined in Equation 26, where P; <d—dj> P; de-
notes the set of adjacency relationships®. It is the average of
inter-partition distances between each pair of spatially adjacent
partitions, where the inter-partition distance is the average abso-
lute distance between nodes from the respective pair of adjacent
partitions. Higher values of inter indicate better partitioning.

1
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We also evaluate the overall partitioning using average
NcutSilhouette (ANS) measure defined in [14] especially for
partition evaluation. It is derived from the standard Sil-
houette measure used for cluster evaluation. NS between

8 A pair of partitions P; and P ; are said to be adjacent, if there exists at least
one link connecting nodes v, and v, such that v, € P; and v, € P;



Table 2: Dataset statistics

Dataset ‘ Place Area (sq ml) # Road segments # Intersection points
Real SCATS data on real road network
M, | Melbourne 627.5 7245 2928
Synthetic data generated on real road network
D, Downtown San Francisco 2.5 420 237
M; CBD Melbourne 6.6 17,206 10,096
M, CBD(+) Melbourne 31.5 53,494 28,465
Ms Melbourne 42.03 79,487 42,321

a pair of partitions (P;,#;) is calculated using Equation 27,
and the quality of each individual partition is evaluated us-
ing NS(P;) defined in Equation 28, where NSN(P;,P;) =
min {NS (Pi, PPy € neighbor(P)).

> 2 (v = vty

NS (7) P ) _ VpEP; v EP; (27)
v |P,| X |PJ|
NS (P, P;)
NS(P)= —— 28
#0 NSNP;,Pj) (28)

Average NS (ANS) is computed as the average of NS (#;) for
all P; € P. A value less than 1 indicates a good partitioning,
and lower values indicate better partitioning.

5.3. Experimental Results on Small Networks

We perform experiments on the small road network D; to
compare the partitioning quality of our a-Cut, FaDPa+ and
FaDSPa, with other state-of-the-art techniques (normalized cut
and [14]) using performance evaluation metrics listed in Sec-
tion 5.2, and demonstrate their effectiveness.

Quality comparison of NCut, a-Cut, and FaDSPa: We
consider normalized cut as the baseline, and show our com-
parative results. Figure 5 shows the complete results obtained
by a-Cut (ACut) and FaDSPa in comparison to normalized cut
(NCut). We present the results in terms of inter, intra and ANS
in Figures 5(a), 5(b) and 5(c) respectively, for the number of
partitions k ranging from 2 to 20. The ANS measure quanti-
fies the overall partitioning quality. In terms of ANS, ACut of
our framework outperforms NCut for most of the values of &,
whereas NCut outperforms FaDSPa for most of the values. This
is expected because FaDSPa is of lower complexity and suitable
for large networks. In terms of inter, which quantifies inter-
partition heterogeneity, we observe that ACut performs similar
to NCut. However, both of them outperform FaDSPa for all
k > 8, and for k < 7 sometimes FaDSPa outperforms NCut and
ACut. In terms of intra, which quantifies intra-partition homo-
geneity, ACut outperforms NCut for most of the values except
k =3, 6, 13, 14, and 19, whereas both of them outperform
FaDSPa for all k > 6. These results of FaDSPa are obtained
by setting the compression threshold €, to the number of DPNs
obtained after the first round of FaDPa+, which is 109.
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Experiments with FaDPa+: FaDPa+, as proposed in this
paper, does not provide the option to input the value of k. It
has a parameter called the number of partitions threshold e,.
The algorithm merges the partitions on the basis of their local
densities, until & is lower than or equal to €, for the first time.
Thus its k can be any value closest to and lower than or equal to
€y. In our experiment on this dataset it started with 420 nodes,
and after the first round of FaDPa it gave 109 partitions with
14.61, 7.85, and 0.74, as their inter, intra and ANS measures
respectively. After the second round, it gave 13 partitions with
the values as 20.69, 16.11, and 1.00, respectively, and after the
next round all the partitions were merged to a single partition.
Looking into the ANS values, it shows that the quality of 109
partitions are better than the 13 partitions obtained after the sec-
ond round. However, Figure 5 shows that the best clustering
is obtained at lower values (e.g., k = 5, 6 and 8, by different
methods). To know how FaDPa+ behaves for these lower k, we
merged the density-closest partitions one by one, and found the
best partitioning at k = 5. The performance metric values are
found as 42.16, 16.53, and 0.68, respectively.

Summary of comparisons: The overall partitioning qual-
ity is evaluated by ANS, which considers both the inter-
partition heterogeneity and intra-partition homogeneity simul-
taneously. Lower values indicate a better partitioning. In Fig-
ure 5(c), ACut is lower than NCut at most values of k, whereas
FaDSPa is mostly above both of them. In [14], the authors
used the ANS measure to learn the number of optimal parti-
tions. They accept the value of k that leads to the ANS min-
imum as the optimal number of partitions, which in this case
is 8 for NCut, 4 for ACut, and 9 for FaDSPa. We observe in
the figure that the minimum of ACut is the lowest followed by
NCut, and that of FaDSPa is the highest. It shows the accuracy
of the partitioning task by these three methods. ACut performs
the best, followed by NCut, and both of them are better than
FaDSPa. Figure 6 and Table 3 show the obtained ANS mea-
sures by ACut, FaDSPa, FaDPa+, NCut, in comparison to the
existing work [14]. Our methods ACut and FaDSPa are lower
(and thus perform better) than [14]. In the methods, we deter-
mine the optimal value of k by repeatedly obtaining the results
for a range of k and comparing their ANS measure. It can also
be an application dependent issue, as a small k produces par-
titions of coarse granularity and this granularity becomes finer
with an increasing k.
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Figure 5: Road graph and DPG partitioning results in small networks
0.8 - insights. We applied the proposed method FaDSPa in different
0.7 - 0.69 ways, which are denoted by F(number). This stands for the
0.60 0.62 method when FaDSPa is applied by repeatedly running FaDPa+
0.6 1 0.55 - (number) number of times forming hierarchical groups, before
0.5 7/ passing the control to a-Cut. Thus F1 applies one round® of
w04 0.40 / FaDPa+, and the generated DPG after that is treated by @-Cut to
<Zt / obtain the k partitions. F2, F3, F4, and F5 work similarly with
0.3 - / two, three, four and five rounds of FaDPa+ followed by a-Cut.
0.2 - / One alternative to @-Cut in the proposed FaDSPa is to replace
/ a-Cut by normalized cut and keep the remaining method same.
0.1 - / We denote these schemes by N(number). This stands for the
0.0 - % method when FaDSPa is applied by repeatedly running FaDPa+

= ACut NCut [ FaDSPa [HJi-Ger £iFaDPa+

Figure 6: Overall comparison of partitioning results in small networks

Table 3: Overall quality of partitioning

ACut NCut FaDSPa Ji-Ger FaDPa+
ANS | 04009 0.5470 0.6041  0.6210  0.6853
k 4 8 9 3 5

Even though the results of FaDSPa do not look very im-
pressive (in comparison to @-Cut or NCut), its advantage is that
it can efficiently handle large networks while simultaneously
maintaining the quality. The spectral based algorithms face
time and space complexity issues, whereas the density based
algorithms compromise the partitioning accuracy.

5.4. Experimental Results on Real Data

We perform experiments on real data to see the applicability
of the proposed method in real environments. For this we con-
sider the SCATS data M;, described in Section 5.1. Through our
experiments on this dataset, we show the results obtained by the
proposed FaDSPa algorithm and also compare them with those
obtained by replacing @-Cut by normalized cut in FaDSPa.

Different schemes of FaDSPa: Before going further, we
explain the different schemes we have used to present our result
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(number) number of times before passing the control to nor-
malized cut. Thus N1 applies one round of FaDPa+, and the
generated DPG after that is treated by normalized cut to obtain
the k partitions.

Quality comparison of F1 and N1: Figure 7 shows the
quality of partitioning obtained by the F1 and N1 schemes of
FaDSPa. It presents a clear comparison of @-Cut and normal-
ized cut when they are embedded in FaDSPa. Figures 7(a), 7(b),
and 7(c) show the quality in terms of inter, intra, and ANS
respectively (shown in Y-axis) for the number of partitions k
varying from 2 to 20 (shown in X-axis) using two curves. The
overall partitioning quality is shown in terms of ANS in Figure
7(c). We observe that at all the values of k, F1 is lower (better
in quality) than N1. As this measure considers both the inter-
partition and intra-partition distances, it very clearly shows that
our proposed FaDSPa algorithm (using a-Cut) outperforms the
other method.

We also look into the inter-partition heterogeneity and intra-
partition homogeneity individually. In Figure 7(a), we observe
that except at k = 2, 3 and 4, the infer measure of F1 is always
greater than or equal to that of N1. As a higher inter indicates a
better partitioning in terms of inter partition distances, it means
that most of the times F1 performs better than N1 in terms of
this measure. In Figure 7(b), we observe that except at k = 12
and 17, the intra measure of F1 is always smaller than that of
N1. As a lower intra indicates a better partitioning in terms of

9 All subsequent usage of this term refer to the schemes F(number)
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Figure 7: Comparison of proposed FaDSPa and normalized cut based FaDSPa on real data

intra partition distances, it means that most of the times F1 per-
forms better than N1 in terms of this measure. Thus we see that
sometimes F1 performs inferior to N1 in terms of either inter or
intra individually, but as the overall partition quality considers
both the factors simultaneously, F1 always outperforms N1.
Quality comparison of F1 and F2: After we are known
about the good performance of our proposed FaDSPa, it is im-
portant to look into the variation in quality as we increase the
number of rounds. Figure 8 shows the quality of partitioning
obtained by the F1 and F2 schemes of FaDSPa. Both of them
use a-Cut. It presents a comparison of one and two rounds of
the density-based FaDPa+ (both followed by @-Cut). The over-
all partitioning quality is shown in terms of ANS in Figure 8(c).
We observe that at all the values of & except 10, F1 is lower
(better in quality) than F2. It shows that generally fewer rounds
of FaDPa+ followed by a-Cut produces results in better quality.
Also in terms of inter-partition and intra-partition distances in-
dividually, we found that most of the times F1 performs better
than F2. In Figure 8(a), we observe that except at k = 2 and
3, the inter measure of F1 is always greater than that of N1.
It means that most of the times F1 performs better than F2 in
terms of inter-partition distances. In Figure 8(b), we observe
that except at k = 4, 12 and 20, the intra measure of F1 is al-
ways smaller than that of F2. It means that most of the times
F1 performs better than F2 in terms of intra-partition distances.
Summary of comparisons: Figure 9 presents the overall
results summary obtained on the real M dataset. It shows the fi-
nal comparison of the F1, F2, and N1 schemes (in the X-axis) in
terms of ANS (in the Y-sxis). As mentioned in Section 5.3, the
ANS measure also gives the information to identify the optimal
number of partitions by selecting the £ where the its minimum
is found. We see in Figures 7(c) and 8(c) that the minima of F1,
F2 and N1 occur at k = 6, 2, and 6 respectively. These values
of k become the optimal number of partitions for the respective
schemes. We compare the quality of partitioning in terms of
ANS obtained at these optimal values of k in the figure. The
lowest value of F1 shows itself as the best performer, followed
by F2 and N1. Looking into the running times of F1 and F2,
we found that they take 173.56 and 17.41 seconds respectively
to complete the execution. Thus F1 produces better results than
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F2 in terms of effectiveness, but takes longer execution time,
thus sacrificing the efficiency. The running time of FaDSPa on
all the datasets is discussed in detail in Section 5.5.
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Figure 9: Partitioning results summary on SCATS data

Impact of €’ in FaDPa+: The distance threshold €? is a
fundamental parameter of FaDPa+ and has an impact on the
quality of partitioning. As mentioned in Section 3.3, we con-
sider €/ as a vector of values, where each of those values in-
dividually refer to a specific node in the graph. It means that
the distance threshold for each node is customized according to
the kind of links of the referred node, which helps in cluster-
ing the nodes relatively. As it is an external parameter, it can
also be set to some fixed value (€ [0, 1]) that is same for all the
nodes. When it is set to low values (less than 0.4), due to the
strict condition the number of established density parent-child
relationships is found to be low. As shown in Figure 10(a), the
DPG is compressed at a slow rate in each round of FaDPa+ for
€/ =0.1,0.2, & 0.3, and therefore requires more rounds to pro-
duce the final partitions. During this gradual compression, most
of the nodes accumulate as children of one (or very few) den-
sity peak. It results into an imbalanced set constituting one (or
very few) big partition and several small partitions, which is not
good. For example, setting €/ = 0.1 results into one big parti-
tion of 7179 nodes and the remaining 66 nodes are distributed
into 61 other partitions. The results gradually improve as this
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Figure 8: Partitioning results of FaDSPa on real data
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Figure 10: Impact of the distance threshold e

threshold is increased, and become satisfactory only after 0.4.
Therefore, ignoring e =0.1,02,& 0.3, Figure 10(b) shows
the quality of partitions obtained by varying €? from 0.4 to 1,
and compares it with the proposed method of determining its
value. Observe that the ANS measure for the proposed method
is the lowest of all, and thus leads to the best quality results.
Visualization of obtained partitions: Figure 11 presents a
snapshot of the different partitions obtained by F1 setting k =
6 (optimal number of partitions) at 08:00 AM on 03-12-2012
(Monday). The road segments in each different color represent
a partition. The displayed road network includes only those
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road segments that are operated by traffic signals and have the
traffic sensors installed. Therefore even though the area is large,
the number of road segments is relatively small. In the Section
5.5, we consider all the road segments that exist on digital maps,
which results into large number of road segments in small areas.

5.5. Experimental Results on Large Networks

Through our experiments on large urban road networks, we
show the performance of FaDPa+ and FaDSPa at different val-
ues of the thresholds €, and €. respectively. As FaDSPa pro-
vides the flexibility to handle the complexity of large networks,
we also show the trade-off between efficiency and accuracy by
varying the external parameter €,.

Impact of €, in FaDPa+: Table 4 shows the results obtained
using FaDPa+ on the My and M, datasets. In this algorithm the
number of desired partitions is controlled by €,, shown in the
left column, and the actual number of partitions denoted by k
could be any value less than or equal to that number. The results
in terms of intra, inter, and ANS are shown for €, = 25, 50, 75,
and 100. The optimal €, optimal k, and optimal partitioning are
determined by looking into the minimum ANS. The minimum
values of 0.75 in My and 0.78 in M at €, = 75 (k = 69 and
63 respectively) indicate that 75 is the optimal ¢, for both the
datasets. We also observe that the same value of €, leads to
different values of k in different datasets.

Table 4: FaDPa+: quality of partitioning

M; M,
& k  Intra Inter ANS k  Intra Inter ANS
25 23 04554 1.2805 1.1375 | 24 0.1691 0.2904 1.1857
50 | 47 0.4384 1.2886 0.8071 | 46 0.2274 0.3735 0.8632
75 | 69 0.3878 1.2934 0.7463 | 63 0.2947 0.5810 0.7826
100 | 93 0.4849 1.1628 0.8322 | 89 0.3326 0.6113 0.8146

Accuracy in FaDSPa: Figure 12 shows the partitioning
quality of FaDSPa in large road network datasets My, M, and
Ms. Figure 12(a) shows the ANS measures obtained for k =
2 to 10 for My. There are four curves for F2, F3, F4 and F5.
As explained earlier in Section 5.4, F(number) denotes the
method when FaDSPa is applied by repeatedly running FaDPa+
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Figure 12: Partitioning results in large networks

(number) number of times before passing the control to @-Cut.
Thus F2, F3, F4, and F5 apply two, three, four, and five rounds
of FaDPa+, and the generated DPG after that is treated by a-Cut
to obtain the k partitions. Fewer rounds of FaDPa+ produces a
large DPG and puts more work on e@-Cut, and vice versa. Thus
the figure shows the quality of results obtained by varying the
combination of our density and spectral based methods. We ob-
serve that there is no such clear trend that for all the values of
k, one setting outperforms the other. The reason is that the par-
titioning quality is also highly dependent on the selected value
of k, which could vary for the different schemes. To know their
relative performance, we find the most suitable k for each of
them. The scheme F2 has its minimum at k£ = 7, which shows 7
as its most suitable k. Similarly F3, F4, and F5, have their most

18

suitable k as 6, 6 and 9 respectively. Their ANS values at the
minimum are 0.56, 0.60, 0.59 and 0.68 respectively. Comparing
the depth of their minimum we observe that the order of their
performance is F2 > F3 ~ F4 > FS5. Figures 12(b) and 12(c)
show the ANS measures for the larger datasets M, and M3 start-
ing!® from F3 to F6. A similar performance trend is found also
for these larger datasets, which are F3 > F4 > F5 ~ F6 and
F3 > F4 > F5 > F6 respectively. We observe that the parti-
tioning quality is generally better with fewer rounds of FaDPa+
(or lower values of {(rnumber)) and doing more of the task by a-

10The reason we do not start from F2 is that their DPGs produced after two
rounds of FaDPa+ have a large number of DPNs (close to 10,000), and to apply
a-Cut on such a large graph is beyond the scope of our computing environment
because of the high computational complexity.



Cut. The reason behind this is that a larger value of (number)
compromise more with the partitioning accuracy, and improve
the efficiency'!. We saw in previous experiments that a-Cut
performs better than the density-based FaDPa+, because of its
global perspective in partitioning. When FaDPa+ is repeatedly
applied for F(number), it starts with forming small partitions
locally which combine with others in the subsequent rounds and
form larger partitions in each repetition. In this way, they form
hierarchical partitions locally. Once a grouping (in the form of
a partition) is formed based on the local density-based infor-
mation during these steps, it is done permanently for the final
result. These small partitions are not broken or re-adjusted later,
which leads to increase in lose of accuracy in each round. After
(number) rounds, @-Cut (that looks into the graph globally) is
applied on the DPG constructed from the obtained intermediate
partitions to get the final partitions.

Efficiency in FaDSPa: Figure 13 shows the execution time
(in seconds) when k is set to 4, 6, 8, and 10, for all the three
large datasets. In the X-axis we vary the number of rounds of
FaDPa+ from 2 to 10 (F2 to F10). We observe that for any
value of k, as the rounds increase the execution time decreases,
while at the same time the accuracy degrades, and vice versa.
Another thing to note is that, the execution time decreases dras-
tically in the initial rounds (decreases from more than 100 secs
to around 40 secs from F2 to F3 for M) and this amount of de-
crease reduces in the subsequent rounds (decreases from around
40 secs to around 30 secs from F3 to F4). Thus the efficiency
increases drastically as we progress through the initial rounds
but becomes almost stable later, whereas the accuracy decreases
as the rounds increase and no such drastic decrease is seen. It
suggests that if the efficiency of execution is also a concern in
addition to accuracy, then it is worth sacrificing the accuracy in
the first few rounds. Thus a good choice of rounds for My could
be any one of F3, F4, and F3, as they can do the work efficiently
with a satisfactory accuracy. The elbow point can be used as an
indicator to locate the best choice. In the higher rounds, the
execution time goes a little higher, though it is not very signifi-
cant. This behavior and the reason behind it are explained later
in detail. In the figures we see that the curves for the differ-
ent values of k almost overlap. It shows that though a larger k
requires a longer execution time, the difference is small.

Efficiency analysis in detail: Table 5 shows the running
time of FaDPa+ and FaDSPa at varying €, (by varying the num-
ber of rounds) on all the datasets. The left most column stands
for the method, which is either FaDPa+ or F{number), where
FO refers to the method of applying a@-Cut directly on the road
graph. The table has other columns for the number of DPN’s ob-
tained after (number) rounds and the execution time in seconds
for each dataset. For the small dataset Dy that has 420 nodes, the
methods F3 and higher are not applicable, as in the third round
it FaDPa+ merges all the partitions into a single large partition.
It completes running within fractions of a second. Similar to
D;, F4 and higher are not applicable to the real dataset M;. In
the large datasets, the running time decreases as €, becomes

Shown in Figure 13 and explained in the next paragraph.
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lower (with increasing rounds). The reason for this decrease is
that €, decides how much the road graph is to be compressed
using FaDPa+ to form the DPG, and thus the size of the ma-
trix that has to be eigen-decomposed for applying @-Cut. As
eigen-decomposition is a computationally expensive task, the
running time increases substantially as the size of this matrix
goes beyond a limit, where the limit depends on the computing
environment. We see that there is a large difference between the
time taken by FO and F1 in M. It jumps to 10507.20 seconds in
FO from 173.56 seconds in F1. Similarly there is a sudden rise
of execution time from F2 to F1 in My, and F3 to F2 in M, and M3.
On applying a-Cut directly (FO) on My, it could not complete
execution even in 10 hours, and its application on M, and M3
could not be performed due to higher memory requirement. The
reason for such behavior is the expensive eigen-decomposition
task. In the initial rounds of FaDPa+, the number of DPNs re-
duce rapidly whereas in the successive rounds they reduce at a
slower rate. In M; the number of DPNs at F1, F2, F3, and F4
are 7402, 2990, 1419, and 814, respectively. The difference be-
tween the first two cases is more than the difference between
the last two. The same trend is also observed with M, and Ms.

100,000.0

~M2 A M3

10,000.0

1,000.0

100.0

10.0

Log,o(Number of DPNs)

1.0

Figure 14: Compression of the DPG at different rounds

While normally it is expected that FaDPa+ would have the
lowest running time because no eigen-decomposition task is
needed, we actually see that the minimum running time is taken
by F5 in case of M;. It reduces as the method goes close to
F5 and then increases gradually as it goes further. Similarly,
the minimum execution time for M, and M3 occur at F8, and
F7 respectively. It shows that for large datasets, purely den-
sity based clustering methods take more time than when it is
combined with spectral clustering as in FaDSPa. The reason
behind this phenomenon can be explained from Figure 14. For
all three datasets, it shows the compression rate of the DPG by
using FaDPa+. The vertical axis is the logarithm of the num-
ber of DPNs and the horizontal axis is the number of rounds of
FaDPa+. We observe that at lower rounds, the number of DPNs
reduces rapidly, and at later rounds, the DPNs remain almost
constant. Thus achieving further compression requires many
more iterations in the higher rounds, which consumes much
longer time for FaDPa+. But if @-Cut is applied at that point
instead of further compression using FaDPa+, the task can be
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Figure 13: Running time in large networks
Table 5: Running Time (in seconds)

Method DPN-D; Time-D; DPN-M, | Time-Mg; | DPN-M; | Time-M; | DPN-M, | Time-M, | DPN-M3 | Time-M;
FaDPa+ NA less than 1 NA 16.01 NA 37.58 NA 538.16 NA 887.196
FO (@-Cut) 420 less than 1 7245 10507.20 17206 - 53494 - 79487 -
F1 109 less than 1 2124 173.56 7402 10723.70 | 22670 - 30543 -
F2 13 less than 1 224 17.41 2990 116.15 9398 25018.30 9967 28477.60
F3 1 NA 17 15.77 1419 47.39 4715 1237.63 4495 1553.46
F4 NA NA NA NA 814 37.39 2874 607.31 2654 995.10
F5 NA NA NA NA 512 35.96 1938 486.61 1785 879.18
Fo6 NA NA NA NA 355 36.18 1439 452.09 1327 847.59
F7 NA NA NA NA 257 36.20 1125 43743 1047 843.25
F8 NA NA NA NA 190 36.55 906 432.22 849 845.61
F9 NA NA NA NA 145 36.83 752 433.77 698 846.46
F10 NA NA NA NA 115 37.19 626 436.90 591 851.39

done in a single iteration, thus requiring much less execution
time.

6. Related Work

With the rapid growth in expansion of urban areas and fre-
quent movement of people, the urban road networks has be-
come an important area of research for several transportation
related problems. Spatial partitioning of urban road networks is
one such problem, having its objective as identifying the differ-
ently congested partitions or sub-networks. It has its theoretical
foundation in clustering and general graph partitioning, which
are well studied problems. This section starts with presenting
some basic clustering and graph partitioning techniques, fol-
lowed by important related works on spatial clustering and spa-
tial network partitioning.

6.1. Clustering and Graph Partitioning

Clustering and graph partitioning apply to a wide variety of
research problems, and many solutions have been proposed in
the past. The k-means [23] and expectation-maximization [5]
clustering algorithms work well for finding ellipsoidal or con-
vex shaped clusters, but fail to find non-convex clusters. Den-
sity based clustering algorithms [12] are able to find clusters of
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arbitrary shapes. Areas of higher density are considered as clus-
ters, and the nodes in the sparse areas separating the dense areas
are considered as noise or boundary nodes. The density based
spatial clustering of applications with noise (DBSCAN)[7] al-
gorithm is the most popular of this kind. It identifies a clus-
ter by looking into the neighborhood of each object within a
predefined radius of € distance. With each minpts (predefined)
objects in the e-neighborhood, a new cluster is formed. How-
ever, this algorithm is highly sensitive to the thresholds € and
minpts, and choosing an appropriate threshold is very impor-
tant to get accurate clusters [28]. The authors in [28] recently
proposed a fast density based clustering method by finding the
density peaks locally. They assume that the cluster centers are
surrounded by neighbors with lower local density and they are
at a relatively large distance from any point of higher local den-
sity. Extending the DBSCAN concepts, SCAN (structural clus-
tering algorithm for networks) [36] partitions a graph based on
its structure to detect the clusters, hubs and outliers. A recently
proposed algorithm SCAN++ [30] uses a new data structure
called directly two-hop-away reachable node set (DTAR) to ef-
ficiently partition a graph in order to get the same results as pro-
duced by SCAN. Spectral clustering algorithms like minimum
cut and normalized cut have remained quite popular [29, 35]. In
[6], the authors proposed a spectral cut based on the min-max



clustering principle for graph partitioning in a data clustering
point of view. In [35], White and Smith proposed a spectral
clustering based solution to find communities in graphs by par-
titioning. Their objective function is based on network mod-
ularity. The modularity of a set of graph partitions is defined
as the difference between the observed and the expected frac-
tion of links within a partition. Larger modularity values are
correlated with better graph partitioning. The minimization of
our @-Cut approximately maximizes the modularity, and thus it
gives an indication of good performance of our a-Cut.

As graph partitioning is an NP-complete problem, multi-
level and heuristic algorithms have also been studied [17]. Zhou
et al. [42] aimed to obtain graph partitions in which the nodes
inside a partition are structurally close to each other and have
similar feature values, and followed a random walk based ap-
proach. Sun et al. [31] integrated the problems of ranking and
clustering in heterogeneous information networks and proposed
the algorithm RankClus that produces clusters with rank infor-
mation of the objects in the network. There is a wide appli-
cation of graph partitioning for network community detection.
In [20], the authors explored some graph partitioning based
community detection methods and evaluated their relative per-
formances. However, most works on graph partitioning face
time and space complexity issues with large networks. In the
proposed framework, our partitioning algorithm FaDSPa over-
comes these issues by distributing the partitioning load into two
levels, comprising the density based FaDPa+ and the spectral
based @-Cut.

6.2. Spatial Clustering and Spatial Network Partitioning
Spatial clustering is an important component of spatial data
mining, which groups similar spatial objects into classes using
basic clustering algorithms [27, 10, 11]. In the recent years, it
has been studied from different perspectives for different kinds
of data including spatial trajectories, traffic data, and spatial
streaming data. It is an important component in mining differ-
ent traffic patterns. Trajectory clustering has remained an im-
portant problem for mining people movement patterns [18, 13].
In [18], Lee et al. presented a partition-and-group framework
for clustering trajectories. It starts with optimally partition-
ing each trajectory into a set of line segments using the min-
imum description length (MDL), and then the grouping phase
groups the similar line segments into clusters using a density
based clustering method. Recently Hung et al. [13] used clues
based on movement behavior to cluster similar trajectories into
groups, which leads to find partial trajectory routes. Thereafter
they do a clue-aware trajectory aggregation to derive the com-
plete trajectory pattern and route. FlowScan proposed by Li et
al. in [22] finds the hot routes in a road network by clustering
the road segments based on the density of commonly shared
traffic. The authors in [34] proposed an efficient incremental
algorithm to cluster the spatial data streams collected from sen-
sors. Their method first predicts the clusters roughly using the
previous clustering results, and then refines them further in the
next stage. In [21], the authors discover the spatial co-clustering
patterns in traffic collision data by identifying the sets of non-
spatial attribute-value pairs of collision data, e.g., weather con-
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ditions and day of the week, that together contribute signifi-
cantly to the spatial clustering of corresponding collisions.

Though graph partitioning in general has been well stud-
ied, not much work have been done on the spatial partitioning
of road networks. In [14], the authors proposed a normalized
cut based method for spatial partitioning of transportation net-
works. They tried to achieve three predefined criteria of small
variance of within-partition traffic density values, small num-
ber of partitions, and spatially near-compact partitions. Their
method starts by excessive partitioning of the road network
using normalized cut, followed by merging smaller partitions,
and then locally adjusting the road segments lying on partition
boundaries by replacing them into the neighboring partitions. It
works well for small road networks, but suffers from high time
and space complexities for large networks. In [8] the authors
proposed two heuristic methods to partition the road network
into a set of subnetworks that are balanced in terms of their
size. The first method follows a recursive approach to find the
sparsest cuts that lead to balanced partitions in terms of their
size. The second method applies a greedy-based coarsening
iteratively along the high-flow links, and terminates when the
number of nodes in the coarsened network is equal to the re-
quired number of partitions. The authors have reported that
their method works fine for small-sized networks, but the run-
ning time increases significantly with the increasing the net-
work size because of the expensive computations in determin-
ing the optimal maximum concurrent flow (MCF). In our recent
work [3], we proposed a method for traffic-based spatial parti-
tioning of large road networks that outperformed existing tech-
niques. The method starts with constructing a road graph from
the given road network, followed by mining a road supergraph,
and then partitioning the supergraph. The actual road network
partitions are then extracted from the supergraph partitions by
mapping them to the road network. The supergraph mining is
done by clustering the feature values using k-means and con-
necting the linked nodes in each cluster. The partitioning of
the supergraph is done by approximately optimizing a measure
called a-Cut, by following a spectral clustering based solution.
However, there exist some outstanding issues in the supergraph
mining method, explained earlier in Section 1. These are the
computationally expensive learning of right number of clusters
to create supernodes, the weak relation between k and the num-
ber of supernodes, and the non-consideration of node connec-
tivities. We address the issues in this paper by mining a density
peak graph (instead of the supergraph) using density based clus-
tering and applying spectral clustering based @-Cut to partition
the density peak graph. It makes our framework good in both
efficiency and accuracy.

There exist some other works that treat spatial network par-
titioning as a secondary problem to solve some other problem of
primary concern. Some works suggest to partition the network
into small subnetworks and use distributed computing in paral-
lel to efficiently solve different transportation related problems
in large road networks [32]. The authors in [32] used exist-
ing graph partitioning techniques to form a hierarchy of nodes
in a spatial network and proposed an index structure called a
partition tree that can be used for efficient spatial query pro-



cessing. Some works partition the road networks in a way that
suits their application, including monitoring proximity relations
[37], point to point shortest path query indexing [16], traffic pre-
diction [41], and finding distance-preserving subgraphs [38].
In [24], the authors partition a sensor network such that the
data dissimilarity between any two nodes inside a partition is at
most d. They proposed a distributed clustering algorithm called
ELink that works for both synchronous and asynchronous net-
works.

Our current and previous [3] papers identify the differently
congested partitions (having different levels of traffic) in an ur-
ban road network (a snapshot shown in Figure 11), and con-
tribute to the urban traffic congestion management. Crowd
management and dealing with traffic congestions are of great
importance in transportation networks [19, 33]. Wang et al.
[33] developed an interactive system for visual analysis of ur-
ban traffic congestion based on GPS trajectories. They clean
the trajectories and match them to the road network, based on
which they detect the traffic jams. They also studied the traffic-
jam propagation using graphs over a period of time. Their work
mainly shows congestion on individual road segments having
no concrete information about how the congestion is linked in
the whole network globally. In contrast, the differently con-
gested partitions produced by our framework gives the high-
level insight of traffic congestion in the form of partitions in-
stead of individual road segments. It also helps us analyze the
connectivity of congested and non-congested sub-networks via
road segments in the urban road network. Some other words
related to traffic congestion on road networks include our re-
cent papers [2, 4] where we study the evolution of congestion
in different perspectives, and [1] where we identify important
segments in a road network having high influence in propagat-
ing congestion.

7. Conclusion and Future Work

In this paper, we presented a framework called FaDSPa for
spatial partitioning of large urban road networks, that employs
both density and spectral based clustering. It is based on the
data of traffic congestion on a road network defined by the ve-
hicle density per unit distance on each road segment. It starts
by transforming the actual road network into a road graph, fol-
lowed by mining a density peak graph using our density based
clustering algorithm called FaDPa. Thereafter we apply our
spectral clustering based a-Cut on this graph to obtain the dif-
ferent road network partitions. The framework makes use of
the locally distributed computations of FaDPa and the glob-
ally centralized computations of @-Cut together to make it ef-
ficient as well as effective. Our experiments on real SCATS
data shows that it is very much applicable in real environments.
Our method outperforms the existing road network partitioning
method based on normalized cut. We found that in small net-
works our a@-Cut performs the best whereas FaDSPa produces
satisfactory results, but in large networks direct application of
a-Cut brings huge time and space complexities that may go
beyond the scope of the computing environment. FaDSPa han-
dles such large networks with the help of a density peak graph,
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also providing the flexibility of setting the trade-off between
efficiency and accuracy. We found that density based compu-
tations are faster, whereas the spectral based computations give
better results in terms of quality.

Traffic congestions in peak hours is a big problem in urban
road networks. The road network partitions discussed in this
paper are the differently congested segments of a road network
at a point of time, which are determined by the level of traffic
in them. This work focuses mainly on the static partitioning of
road networks. However, as the traffic keeps changing dynam-
ically, an important problem for further study is to develop an
indexing scheme that can keep on updating the existing parti-
tions efficiently as the new recent traffic data is recorded in real
time. From the obtained set of partitions, a congestion can be
identified as a partition having its congestion level higher than
a threshold. The study of their formation, evolution with time,
and identifying the pattern of evolution are crucial problems for
future work.
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