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ABSTRACT 
A structured organisation of tasks, possibly hierarchical, is necessary in a BISDN 
network due to the complexity of  the system, its large dimension and its physical 
distribution in space. Feedback (possibly supplemented by feedfonvard) control has an 
essential role in the effective and efficient control of BISDN. Additionally, due to the 
nonstationarity of the network and its complexity, a number of different (dynamic) 
modelling techniques are required at each level of the hierarchy. Also, to increase the 
efficiency of the network and allow flexibility in the control actions (by extending the 
control horizon) the (dynamic) tradeoff between service-rate, buffer-space, cell-delay 
and cell-loss must be  exploited. In this thesis we take account of the above and solve 

: three essential control problems, required for the effective control of BISDN. These 
. solutions are suitable for both stationary and nonstationary conditions. Also, they are 
' suitable for implementation in a decentralised coordinated form, that can form a part of a 
1 hierarchical organisation of control tasks. Thus, the control schemes aim for global 

solutions, yet they are not limited by the propagation delay, which can be high in 
comparison to the dynamics of the controlled events. 

' Specifically, novel control approaches to the problems of Connection Admission Control 
(CAC), flow control and service-rate control are developed. We make use of adaptive 
feedback and adaptive feedfonvard control methodologies to solve the combined CAC 
and flow control problem. Using a novel control concept, based on only two groups of 

. traffic (the controllable and uncontrollable group) we formulate a problem aimed at high 
: (unity) utilisation o f  resources while maintaining quality of service at prescribed levels. 

Using certain assumptions we have proven that in the long term the regulator is stable 
and that it converges to zero regulation error. Bounds on operating conditions are also 
derived, and using simulation we show that high utilisation can be achieved as suggested 
by the theory, together with robustness for unforeseen traffic connections and 
disconnections. Even with such a high efficiency and strong properties on the quality of 
service provided, the only traffic descriptor required from the user is that of the peak 
rate of the uncontrollable traffic. 

A novel scheme for the dynamic control of service-rate is formulated, using feedback 
! from the network queues. We use a unified dynamic fluid flow equation to describe the 

virtual path (VP) and hence formulate two illustrative examples for the control of 
service-rate (at the VP level). One is a nonlinear optimal multilevel implementation, that 
features a coordinated decentralised solution. The other is a single level implementation 



that turns out to be computationally complex. Therefore, for the single level 
implementation the costate equilibrium solution is also derived. For the optimal policies 
derived, we  discuss their implementation complexity and provide implementable 
solutions. Their performance is evaluated using simulation. Additionally, using an ad hoc 
approach we  have extended previous published works on the decentralised coordinated 
control of large scale nonlinear systems to also deal with time-delayed systems. 

Using a hierarchical structure we  demonstrate the derivation of a particular solution for 
the control of service-rate. In particular we decompose the system, both vertically and 
horizontally. We provide local coordinated decentralised solutions at the lower levels of 
the hierarchy and more global solutions operating at slower time scales at the higher 
levels. At the highest level of the hierarchy, we extend published results on the control 
of service-rate to  the case of a multiobjective formulation. At the lowest level of the 

I 

: hierarchy, we propose a novel link server protocol derived from heuristic arguments. At ' 
. the intermediate level we use the dynamic service-rate control scheme, described above. 

Also, to demonstrate the flexibility and adaptability of the hierarchical structure an 
: additional level has been formulated. I 

In this thesis, adaptive control theory and multilevel optimal control theory are applied I 

to  a variety of BISDN problem formulations, which demonstrate the suitability and I 

1 
a power of these techniques in the BISDN context. 

In summary, we offer an integrated structured approach to the effective control of I 

BISDN that has the essential features of implementability, efficiency, effectiveness and 
robustness. 
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CHAPTER 1 

INTRODUCTION 
The increasing needs of an information based society has imposed tremendous pressures 
on our telecommunication system to carry, in addition to voice, a diverse mix of 
information types. This has led to the development of a set of proposals for a 
telecommunication system, to carry these diverse information units in an economic 
fashion. The proposed telecommunication network is known as Broadband-ISDN 
(BISDN). 

The development of this type of network has induced significant research effort. The 
principal subject of this thesis, is the development of control structures and techniques 
to improve the performance of BISDN networks. At the outset it should be noted that 
although this work focuses on BISDN, many of the conclusions are relevant to other 
high speed network technologies such as high-speed packet switched computer 
networks (e.g. IBM's plaNET) and Asynchronous Time Sharing (ATS) based broadband 
networks. 

1.1 BISDN in perspective 

BISDN [l] is the high bandwidth multimedia telecommunication network, proposed by 
CCITT#l, to  incorporate broadband features into the Integrated Services Digital 
Network (ISDN). It is tailored to become the universal future network, scheduled for 
implementation by telecommunication authorities worldwide within this decade. This 
network will need to handle a variety of types of service, with diverse demands on the 
network in terms of the bit rate and burstiness required. Continuous as well as variable 
bit rates will be serviced, e.g. data, voice, still and moving pictures, and multimedia 
applications (see for example tables 2.1 to 2.5 in [2] adapted from [3]). Asynchronous 
Transfer Mode (ATM)-a fusion between packet switching techniques and synchronous 
time division multiplexing [4]-will be the transfer mode for implementing BISDN, as 
already agreed by CCITT [I]. Information streams are divided into fixed length, self 
routing packets, commonly referred to as cells#2, which are directed through the 
network by fast hardware switches. The bandwidth allocated to  a connection may vary 
over the lifetime of the connection, hence ATM offers multiplexing and buffering within 

CCITT-International Telegraph and Telephone Consultative Committeeis the international body responsible for 
setting standards for public telecommunication. 

I 
#2 Cells are 53 bytes long, with 5 bytn assigned for the cell header and the remaining 48 bytes assigned for the 
information field of the cell. 
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the network to allow more effective use of the resources. However buffering and 
multiplexing leads to cell-delay and (possibly) cell-loss. At the same time, network users 
require guaranteed levels of performance. 

These requirements, coupled with the wide range of traffic characteristics and quality of 
service constraints, as well as the geographic distribution and large dimension of the 
network, lead to some substantial problems in the control of BISDN networks. 

BISDN has been exrensively researched (especially during the past 2-3 years), as 
evidenced by the large body of published papers, see for example: the proceedings of 
TNFOCOM, GLOBECOM, ICC, ITC, ATRS, ABSSS, to name but a few; the journals , 
devoting whole issues to BISDN [5], [6], [7], [S]; the books published 121, [9], [lo], 
[l 11; and the large number of CCITT recommendations-a listing of CCITT 
recommendations for BISDN appears in 121. Even with this large body of published ! 
works there are still substantial unresolved problems of control in BISDN networks. 

I 

See, for example: the guest editorial comments in [12] (they state that: "The 
a international telecommunications community fully appreciates the complexity of the 

issue and, to cope with this problem, proposed a large variety of congestion control , 

techniques. Many researchers believe that there is no silver bullet and that control of 
high-speed packet networks can be obtained by executing several concurrent I 

mechanisms.. . "); [13] the CCITT recommendations on traffic control and congestion 
1 

control; Jain [14], and Boyer [I  51, for an enlightening discussion; and [16] the guest 
editorial comments of the JSAC special issue on congestion issues in BISDN for a brief 
discussion of some of the control difficulties (they state that: "the dynamic, 
heterogeneous, time-varying network environment, with different service requirements 
is a significant factor in the design of controls"; and that "the design of the entire system , 

i and the interaction of the various components is often more important than the 
optimisation of individual components"). 

1.2 Motivation for our approach 

In this thesis, we focus on a structured approach for the solution of the complex control , 

problem of BISDN discussed above. Initially we motivate an appropriate structure that 
can formally address complexity, and then offer specific solutions in the key generic 
hnctions areas of CCITT [13] - flow control, call admission control and service-rate+l 

, 
controP2. We have been guided by the general objectives of traffic control and I 

congestion control in BISDN as defined in [13]: "to protect the network and the user in 
order to achieve network performance objectives, with an additional role of network 

i Cell-service-rate, bandwidth and capacity are equivalent terms in this context; for consistency we will use service-rate 
throughout this thesis. 
#2 Control is used as the generic word for management, control, and allocation (see footnote on page 25 for a loose deliition of 
these terms (as used by telecommunication theoreticians). 
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resource optimisation". However, we demonstrate that not only can high resource 
utilisation be obtained, but also very tight control of the network performance can be 
achieved by using appropriate problem formulations and solutions. 

Additionally, as it is increasingly noted, communication networks must have satisfactory 
dynamic as well as steady-state performance (e.g. Van As [17], Tipper et a1 [IS], 
Lovegrove et a1 1191, Bolot at a1 [20], the session on dynamic phenomena at 
GLOBECOM192). Nonstationary conditions occur in communication networks when the 
statistics of the traffic arrival processes or queue service processes vary with time (for 
example due to  nonstationary input loads, topological changes to  the network or failures 
of network resources). This nonstationary behaviour is particularly significant in the 
context of BISDN networks because of the mix of traffic types and the nature of 
resource sharing. Therefore, the dynamic aspects of network behaviour cannot be 
ignored. 

Moreover, we deviate from the norm and assume that the user is not able to declare all 
I traffic characteristics of the offered traffic in advance, i.e. at the call setup. Therefore we 

do not base our control decisions on any user declared parameters#' (apart from the 
peak rate of a special group of traffic, which we define as controllable#2). Our 
assumption stems from the fact that in the majority of cases not all the characteristics of 
real-time traffic (as for example the mean value, the burstiness factor, etc) are known in 
advance. It is stated [15] that in most cases the peak rate is the only traffic parameter 
that the users are able to declare at the call set-up. Notwithstanding the above argument, 
even if the statistical parameters are reasonably well known, there are still substantial 
problems in using these traffic descriptors for network control in an open loop fashion. 
(For example enforcement issues#3; also see [21] in which, using a real video sequence 
of 30 minute duration, they demonstrate that different sources with identical statistical 
characteristics can experience cell-loss rates that differ from each other by several orders 
of magnitude.) Also, on a more philosophical note, the flexibility of transmitting 
information on demand, in real time, is taken away from the user [15]. 

So, our control philosophy is principally guided by the following key assertions 
(elaborated at the relevant parts of the thesis): 

a structured approach is necessary due to the complexity of the system (see 
discussion in chapter 2). 

o the dynamic aspects of network behaviour cannot be ignored. 

the use of formal control theory is worthy of investigation. We also allege that 
feedback, possibly supplemented with feedfonvard control, is an essential 

I A standardised M c  descriptor is often discussed in the literature, in which a set of standard MIC parameters is 
available that completely characterises the behaviour of a MIC source. 
'2 The defition o f  controllable and uncontrollable MIC appears in section 3.2.1, page 31 
#3 References abound in seclion 3.1.1 page 26. 
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component for an effective and efficient control system (e.g. see discussion in 
section 2.2.3). 

there is no need for user declared parameters, except for the peak rate which is easily ' 
enforceable at the ATM layer Service Access Point (e.g. see discussion in section 
3.1). 

I .3 Overview of the thesis 

The details of the organisation of the thesis are as follows: 
The thesis is divided into six main chapters, and one appendix. The structuring of this 
work is slightly non-conventional. We have split the introduction between this chapter 
and the next, in order to highlight (and justify) our control philosophy. Additionally, we 
present the literature reviews and local appendices within the chapters that they best , 
relate to. Therefore we present the table below as a guide mapping the "traditional" I 

chapter classifications with those used here. 

Table 1.1. Thesis guide 

An overview of the rest of  the chapters in the thesis follows. I 

In chapter 2 we show that a hierarchical organisation of tasks is necessary in a BISDN 
network due to the complexity of the system, that is, because of its large dimension and 
physical distribution in space with different event time scales ranging over several orders 
of magnitude. W e  propose a novel hierarchical structure based on the systkm behaviour I 
in both time and space. We also argue that, for the effective and efficient control of 
BISDN: feedback, supplemented by feedforward control, must be considered; various 
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dynamic modelling techniques x e  essential; m d  thzit the tradeoff between service-rate, 
buffer-space, cell-loss and cell-delay cannot be ignored. 

In chapter 3 we solve the flow control and call admission control problems together, 
thus taking into account the interaction between them. We aim to use a feedback control 
system to maintain the Quality of Service (QoS) close to a target value, irrespective of 
variations in traffic (the disturbance). We define two distinct groups of traffic 
(controllable and uncontrollable), which allows us to  introduce the concept of network 
controllability. Controllability is achieved by simply bounding the uncontrollable traffic. 
Bounding of  the uncontrollable traffic becomes the sole role of CAC. The feedback 
signal is derived fiom a network performance monitor (which predicts the pth percentile 
of the buffer distribution). The controller regulates QoS by manipulating the flow of 
controllable traffic into the network. Controllability guarantees that the network can be 
operated efficiently (theoretically at 100% utilisation) and still provide the user with 
tightly regulated QoS (set at any desired target value). We employ the general 
methodology of adaptive control (featuring both adaptive feedback and adaptive 
feedforward) t o  solve the difficult problems of CAC and flow control together. By using 
this approach we are able to  do away with the restrictive requirements of  existing 
schemes (for example the need to declare a complex traffic descriptor at the call 
connection request). The performance of the derived algorithm is illustrated via analysis 
and simulation. The presented solution is in a form suitable for incorporation in a 
hierarchically organised control structure. 

In Chapter 4 we focus on service-rate control at one level only-that of the virtual path 
(VP) level. We present a novel scheme that dynamically allocates service-rate by using 
the state o f  the buffers in the network as a feedback signal. In particular, we use a 
dynamic fluid flow type equation to model the VP and formulate precise problems for 
the control of service-rate. The interactions within the nodes spanned by a VP, as well 
as the interactions between the VPs sharing a link, are addressed in the problem 
formulation. We investigate the use of optimal single level and multilevel control theory 
concepts (featuring decomposition and coordination) in the solution of the service-rate 
control problem. The performance of the scheme is investigated using simulation. The 
form of the solution is suitable for incorporation in a broader, hierarchically organised, 
control structure. We also use an ad hoc approach to extend published results on the 
coordinated decentralised control of large scale nonlinear systems to  deal with time- 
delayed systems. 
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Chapter 5 presents an illustrative example of a hierarchically organised control structure 
(that can form a part of the overall solution) for the control of service-rate. At the 
highest level, an extension to an existing service-rate allocation algorithm is presented 
and its integration with lower levels discussed. At the lowest level, a novel link service 
protocol (based on heuristic arguments) is described. For the intermediate levels we 
make use of the solution of the service-rate at the VP level described in Chapter 4. To 
illustrate the flexibility of the hierarchically organised control structure, we formulate 
another intermediate level and discuss its integration with the overall structure. 

Finally, the conclusions appear in Chapter 6 together with a listing of the specific 
contributions of the thesis and the suggestions for hrther work in this area. 
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CHAPTER 2 

TOWARDS A CONTROL FRAMEWORK FOR BISDN 

2.1 Introduction 

This chapter discusses the philosophy behind the control framework employed in the 
later parts of the thesis. In particular, for the control of BISDN we propose: the use of 
feedback, possibly supplemented by feedforward, control; a hierarchically organised 
control structure which features both a vertical as well as a horizontal decomposition; 
that a number of different (dynamic) modelling techniques should be employed; and that 
the (dynamic) tradeoff between service-rate, buffer-space, cell-delay and cell-loss should - be exploited. 

In section 2.2 we focus on feedback control and define a control horizon, within which 
feedback controls are effective. We discuss the time and space behaviour of the system, 
and show that due to the varying, wide ranging "time constant" of the network a 
structured approach to handle its complexity is required. 

In section 2.3 we present such a structured approach: that of a hierarchically organised 
system. The control fbnctions in the hierarchically organised control system can be 
allocated to  a level related to an appropriate time scale and location. The controls can be 
calculated in a decentralised fashion with the upper layers coordinating the distributed 
local units for the overall network benefit. Each control function is associated with a 
certain control horizon, which sets a physical constraint on the location of the control 
processing relative to the site of the particular physical control event. At lower levels of 
the hierarchy, control fbnction processing is constrained to be physically close to the 
control events, so must be distributed throughout the network. At higher levels, the 
control horizons become so large that physical location of control finction processing is 
arbitrary. 

In section 2.4 we suggest that different modelling techniques may be usehlly employed 
' to  describe different levels of the decomposed (possibly hierarchically organised) control 

system. Furthermore, as it is increasingly noted, communication networks must have 
satisfactory dynamic as well as steady-state performance, thus the dynamic aspects of 
the behaviour cannot be ignored. 
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The (dynamic) tradeoff between service-rate, buffer-space, cell-delay and cell-loss, 
discussed in section 2.5, allows more flexibility in the effective and efficient control of 
BISDN. 

2.2 System behaviour in time and space 

There is -a relationship between temporal and spatial distribution of events in a BISDN. 
A number of connections will generate traffic that is expressed as a distribution of cells 
over time. The time distribution of the cell stream, as seen at a single point in the 
network, will also be influenced by the spatial distribution of the source nodes of the 
connections. The influence of spatial distribution on temporal distribution is due to the 
finite speed of propagation of cells. Of course, delays arise from other causes as well as 
propagation, but all delays may be likened to propagation times and hence to equivalent 
distances in space (see section 2.5, figures 2.5 and 2.6). In the following discussion, the 
time scales for the feedback control mechanism and for the network are considered 
separately. By considering the whole system in this way, we will develop arguments for 
the distribution in space of certain essential control fbnctions. 

2.2.1 Traffic Sources gmJ Services 

A BISDN network provides services of various types between users distributed in 
physical space. The traffic generated by users forms one component of the time and 
space characteristics of the network. The service types and user demands will be 
extremely diverse. In general, we need to consider traffic types including Connection 
Oriented and Connectionless, Continuous Bit-rate and Variable Bit-rate, and with or 
without a Timing Relation between origin and destination. The Quality of Service 
(QoS), as perceived by a network user, will depend on the cell-loss, the cell-transfer- 
delay and the cell-delay-variation (a brief discussion of QoS appears in section 2.5). 

2.2.2 Network Phvsical Resources 

The resource infrastructure, comprising the physical links and processing nodes, is finite 
and also distributed in space. The resources that we will consider are of two types: cell 
waiting places in buffers, and cell-slots on links (the server"resource). Note that these 

. are substitute resources (see section 2.5, [22], [23]) 

2.2.3 Feedback Control System 
' It is well known that feedforward and feedback controls both have essential roles in 

effective control. Feedforward control is immediate and effective, but only when 
measurements and behavioural models are accurate. Feedback can be effective even in 
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the presence of model inaccuracies, but reacts only after a disturbance has begun to take 
effect on the system, and its speed of response is limited by the total delay around the 
feedback loop. Here we concentrate on the feedback controls, to gain insight into the 
influence of the spatial distribution on the performance of feedback controls. 

2.2.3.1 Control Horizon 
The control horizon will be defined as the shortest time scale possible for a particular 
control action, and can be usefully visualised in either time or distance units. For 
example, a control horizon of 100 celltimes at 155 Mbit/sec is equivalent to the 

I propagation delay of a signal on a approximately 60 krns link. The diagram below shows 
the relationship between the physical link dimensions of a section of metropolitan 
network and a 100 cell control horizon circle#'. 

Figure 2.1. Physical and temporal relationship in a network. 

The control horizon for a feedback control loop is determined by many factors-these are 
complex and diverse, but for discussion purposes these will be replaced by the loosely 
defined idea of "time constant", expressed as the sum of "feedback time constant" and 
"network time constant" (see figure 2.2). Note the use of-"time constant" here is 
different from the classical, rigorously defined, time constant. 

I 

i Note that for averaging periods o f  say 600 cells (a reasonable avenging period for flow measurements), 
corresponding to 360 kms (a control horizon that covers most metropolitan networks), propagation delay 
may be an insignilicant conslnint on feedback control. 

I 
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Figure 2.2. Factors influencing the control horizon. 

> 

The "feedback time constant" is a fbnction of the measurement interval, the propagation , 

delay fiom point of measurement to point of control action, and the processing time 
required to calculate the new control actions. 

Network 
time constant 

T~ 

where: I 

z,,, is the measurement interval, i.e. the time involved in making a measurement, 

Feedback 
time constant 

=R 

zp is the propagation delay, and 

< 

zp, is the processing time (which includes the time required to make the 

measurements and calculate the feedback signals, e.g. unfinished work distribution 
in a buffer). 

I 

The "network time constant" depends on the duration of the transients following a 
control action. This is more difficult to represent, since it depends on a number of 

I 

network and user attributes and requirements. Among others it depends on: 

'a call 
ZN = f (~C',llY~dc0ll> Thy- 

cell 

dt >Dmaw ye,": ,aceI/ ,- dt , c,i* Y B l i n k  1 

where: 

ACa, is an S x 1 vector of  the call arrival rate 

A fa, is an S x 1 vector of the call death rate 

z,, is an S x 1 vector of the call holding time 

" call is an S x 1 vector of the rate of change of the arrival or death rate of the call I 
dt 

rate 

Dm, is an S x 1 vector of the maximum tolerable delay 
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4,"; is an S x 1 vector of the maximum tolerable cell-loss 

A. ,, is an S x 1 vector of the cell flow rate 

is an S x 1 vector of the rate of change of the cell arrival rate at 
C, is the link service-rate, 

B, is the link buffer-space (if logically divided among the S type calls, then its 
individual components must be taken into account). 

S number of calls (or the number of different types of calls; assuming that the 
properties of a call can be adequately represented by a general class i, where 
i = l,..,S). 

! 

It  is commonly assumed that network behaviour can be separated into different 
components, each of which has its own "network time constant". These components can 
then be grouped into broad categories by time constant. At least five broad time 
constants (levels) have been proposed in the literature 1241, [25], mainly using intuition: 
cell level (tens of microseconds); burst level (tens of milliseconds to seconds); call level 
(tens of milliseconds to tens of minutes); virtual path level (several seconds to tens of 
minutes); and the network level (tens of minutes, hours, days). The recognition of the 
existence of different time scales for different controlled events has been an i~llportant 
first step in providing effective controls. What is required, in addition to the above 
decomposition of the time constant, is an association of the control functions for each 

. broad level with their spatial distribution-that is the above time decomposition provides 

. only the vertical level decomposition. We will now consider the other important point of 
view-the horizontal decomposition-by examining some of the fbnctions that need to  be 
performed in the network. 

2.2.3.2 Control Functions 

Some examples of network control functions are presented in table 2.1. For each control 
fbnction the table shows: the probable time scale and location; the controlled event and 
its location; and the main factors affecting the time response. Note that the probable 
time scale and the probable physical location of the control function are deduced from 

; the type of information the control functions require and also the frequency of updating 
of the control output (as proposed in the literature, e.g. see [26]). 
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, 
I 

Main factors 
affecting the time 
response 

. 

Control fbnction 
(examples) 

Probable 
time scale 
level of 
the control 
hnction 

location; probable time scale levels and location of functions; and factors affecting the 
time response. 

Probable 
physical 
location of 
the control 
finction 

Controlled 
event 

! 
t 

I 

I 

I 

I 

I 

1 

I 

I 

Controlled 
event 
location 

'ca//~ ':~II 9 ' f i  7 

3' $11 

a t  

'call, '2111 3 ' f i  3 

8' :a11 

dt  

Dk,, eLS?", xC,1~, 

22 :e// dt  &J B1d 

'ca11, ':;II 3 ' f i  7 

3' :a// 

dl 

Dk, , ~ , , I I ,  

a' :el/ dt  C1mk, Bltnk 

Dk,, eLs?, xce1/ 

, CId, Blld at 

and their 

- reconfiguration 
of the network 
(e.g. creation and 
deletion of VPs) 
- resource 
reservation (e.g 
cell-rate for VPs) 
- routing (e.g. 
selection of 
alternative VPs) 

- dynamic 
service-rate 
control 
- flow control 

-rate based 
-window based 

- Call Admission 
Control (CAC) 
- dynamic 
service-rate 
control 
- flow control 
- fast reservation 
protocol 
-explicit 
congestion 
notification 
- Cell discarding 
- priority control 
- usage 
parameter control 
- traffic shaping 
- link server 
discipline 
- link buffer 

Table 2.1. 

network 
level 

VP level 
virtual 
connection 
level 

call level 

cell level 

showing: the 

main 
control 
centre 

main 
control 
centre or 
Origin 
node or 
nodes 
along the 
connection 
path 

main 
control or 
Origin 
node or 
nodes 
along the 
connection 
path 

nodes 
along the 
connection 
path 

controlled events 

- network 
topology, 
VP 
topology 
- service- 
rate 

-VP 
connection, 
Virtual call 
connection 
- service- 
rate 

- cell-flow 

- call, 
connection 
- service- 
rate 

- cell-flow 
- service- 
rate 
- cell-flow 

- cell 
- cell 
- cell-flow 

- cell-flow 
- service- 
rate 
- cell-space 

Examples of control 

spans all 
nodes of 
the 
network 

spans 
several 
nodes 
from 
origin to 
destination 

spans 
several 
nodes 
from 
origin to 
destination 

node 

functions 
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From table 2.1 we get a glimpse of the variation of the time constant as well as the 
geographic separation of the events. The time constant can vary over several orders of 
magnitude. Even within the vertical levels identified in the literature-for example the call 
holding time for a video connection may be tens of minutes whereas for a file transfer it 
can be tens of milliseconds. The geographic separation can span all the nodes along a 
connection-fiom a few kilometres to thousands of kilometres. 

For simplicity of exposition we focus on one controlled event, that of the service-rate. 
From table 2.1 we observe that it is associated with all four levels, indicating that 
elements of its time constant extend over all the identified levels. Especially, we note 
that the time constant can vary widely with the instantaneous connection mix, and can 
be time varying, even within an identified level. However in the literature the vast 
majority of the schemes discussing sexvice-rate control focus on one level in isolation 
(possibly using the assumption that the time scales associated with the various levels are 
widely separated and hence no interference is experienced between the levels) and 
propose solutions that do not take into consideration the interactions between the 
different levels and the wide variations of the time constant values (even within the 
identified levels). The dynamic behaviour of the event is largely ignored. 

Additionally, as can be seen fiom table 2.1, the controlled events (e.g. service-rate) are 
geographically distributed, and due to the limit imposed by the control horizon, cannot 
be effectively controlled unless the control processing is also distributed in space. 

Based on the above discussion, we are prompted to find an approach that will allow us 
to tackle the diverse range of the time constants as well as the geographic distribution of 
controlled events. Only by decomposing events both vertically as well as horizontally (in 
time and space), and organising these control tasks in an orderly fashion will we be able 
to design coherent and effective controls. 

2.3 Hierarchical (multilevel/rnultilayer) control 

A hierarchical multi-IeveVmulti-layer control structure (Mesarovic et al 1271, Singh and 
Titli [28], Siljak and Sundareshan [29], Cruz [30], Findeisen et a1 [3 11, Mahmoud et a1 
[32], Haimes et a1 [33]) is investigated here for the effective'and efficient control of this 
large scale complex network system. 

There is an inherent constraint on a control system, irrespective of the control structure 
it is placed in. All elements of a (feedback) control loop for a given function must be 
within the physical constraint of the control horizon circle for that function. This sets a 
constraint on situations in which feedback control is feasible. Hierarchical control 
normally is used to tackle the problem of complexity. Decomposition allows the 
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complexity of each block to  be contained. An inherent consequence is usually to 
progressively relax the time scales at progressively higher (vertical) levels of the 
hierarchy. Hierarchical control is also relevant to the problem of physical distribution of 
the network and the finite propagation time between elements. Decomposition 
(horizontally) may allow lower level blocks to be limited to sets of physically close 
elements. The inherent relaxation of time scale at high levels of a hierarchical system can 
be directly associated with a relaxation of  physical proximity constraints on the control 
elements of that hnctional level of the hierarchy. Therefore, within a hierarchically 
organised system, control hnctions can be allocated to a level related to an appropriate 
time scale and location, and controls can be calculated in a decentralised fashion with 
the upper layers coordinating the distributed local units for the overall network benefit. 

Our proposed structure is intended to provide adaptability and robustness. Siljak [34] 
has shown that a complex system, when synthesised of interconnected stable 
subsystems, has highly reliable stability properties. A locally stabilised system is robust 
and has a high tolerance to nonlinearities in the interactions among the subsystems. The 
modularisation into simple well defined tasks also allows flexibility as well as a natural 
evolution path as technology changes. 

The kev features of hierarchical control are: 

Conceptual simplification is achieved by the decomposition of the system into 
several subproblems organised at different levels. 

Decomposition addresses complexity by yielding small subsystems of low 
dimensionality, and as a result, a reduction of the dimensionality of the overall 
system. 

The subsystems can be spatially distributed, and have limited communication with 
one another. 

Subsystems make decisions autonomously using private information. This allows 
fast acting local controllers to be implemented, coordinated by higher levels 
toward achieving global goals. Organisation of the control problem in decision 
hierarchies can be based on aggregated models, with different hierarchies solving 
different decision problems (the lower levels solve the more detailed problems 
whereas the highest level solves the global problem based on a more aggregated 
model of the overall system). 

Each subsystem can be described by a different class model. These models can be 
linear or nonlinear, static or dynamic or less traditional, such as Discrete Event 
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System (DES) models [35]. Therefore appropriate models can be used in order to 
adequately describe the behaviour of each component of the decomposed system. 

Each subsystem can be optirnised independently using optirnisation techniques 
appropriate for the particular subsystem. Note that this independence is provided 
by the fixing of certain variables in the optimisation and control problems for the 
subsystem. These values are updated by a higher level using coordination variables 
(for a discussion on decomposition and coordination see appendix 4.1, page 159). 

Note though that there is a cost, delay, or distortion in transmitting information between 
the levels in the hierarchy. 

Historical note 

A number of papers have appeared in the open literature discussing hierarchical 
structures for the control of communication networks, some examples are: a general ! 

hierarchical structure for the control of BISDN (Pitsillides et a1 1361, [37]); a 
multidimensional framework centered around a rate-based access control scheme 
(Ramamurthy et a1 1381); a general multistrata framework (the M-architecture) for 
resource allocation in which a stratum is defined both by the layer of traffic flow and the , 
controlled level, and the resources can be allocated to  cells, bursts, calls and flows I 

(Filipiak [25]); a stratified network management scheme (Warfield et a1 [39]); a general I 
I 

layered approach for network management and control with the details of particular 
finctions (task and location) left to the users (Campbell and Everitt [40]); a layered and I 

i distributed congestion-control framework (Eckberg et al [41]); a two level hierarchical 
structure for routing and flow control (Muralidhar and Sundareshan [42]); a two level 
hierarchical structure for call admission and bandwidth allocation at a single ATM 

: channel (Bola et a1 [43]); a two layer congestion control scheme (Ren and Meditch 
[44]); a three level resource management architecture based on a preventative 
congestion control strategy (Anido, Bradlow, and co-workers [45]); bandwidth 
allocation in three levels, the packet, burst and cell level (Hui [24]); and Jain [14] who 
argued on strong intuitive grounds the assertion that no single congestion control 

I 

strategy is adequate implying the need for more than one level. With a few exceptions, i 
e.g. Warfield et al, Eckberg et al, Pitsillides et al, the proposed schemes have been 

I 

motivated by the implementation of one solution to the problem, organised in a I 

multilevel structure. 

Our work differs from published work of others in the sense that we motivate a general I 

hierarchical organisational and control structure fiom an analysis of the network 
behaviour both in time and sDace. 
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2.3. I The pro~osed hierarchical control structure -- 
We consider three fundamental classes of control unit (see figure 2.3): 

Local Unit, LU: 

At the lowest level a Local Unit (L,U) uses local measurements, takes direct action, and 
may be coordinated by a higher level unit. Because of the physical separation of  the local 
units and their limited control horizon , local units must have the ability to act 
autonomously. 

Supremal Unit, SU: 

At intermediate levels Supremal Units (SU) coordinate groups of lower level units. The 
intermediate SU level may need to communicate with higher levels as well as lower 
levels so that achievement of local objectives contributes to the global network benefit. 

Overall Supremal Unit, 0 s :  

At the highest level the Overall Supremal unit (0s )  provides global coordination for 
overall network benefit. A number of conflicting and possibly noncommensurable 
objectives can be formulated at the overall supremal (0s )  level, for example 
minimisation of total network delay, minimisation of total network loss, maximisation of 
bandwidth utilisation and maximisation of total network revenue. The overall supremal 
unit is responsible for resolving this conflict and directing the behaviour of lower level 
units. 

Highest level Overal Supremal Unit ( 0 s )  

Intermediate 
level 

Local 
level 

I Supremal Unit (SU)~ e g g  

Local Unit (LU) Local Unit (LU) 

Supremal Unit (SU) 

coordination 
feedback I ~ o c a l  Unit (LU)] o a o 

11'  

Physical 
level I 

performance feedback 
/ 

I I 

PHYSICAL NETWORK SYSTEM I I, 
I I 

h o r i z o n t a l  d e c o m p o s i t i o n  - 
/ 

Figure 2.3. A hierarchically (multi-1eveVmulti-layer) organised control structure. 

Note that there may be more than one level (with possibly their own local units) within 
each broad level of the hierarchy. 



Chapter 2: Towards a control framework for BlSDN 17 

As an example we show a particular implementation of a BISDN control structure, 
using these general concepts, in figure 2.4. This example is mainly concerned with 
service-rate control and it makes use of the Virtual Path (VP) concept (defined as a pre- 
established route through the network into which Virtual Channels (VCs) can be 
grouped [46], [47], [48], [49], [50]). Note that the VP is a convenient basis for dynamic 
service-rate control since it represents flows of traffic (rather than individual 
connections). At the local level, the link LUs use local feedback, under some higher 
level direction, to allocate the time of the server resource (the link) amongst the VPs 
which share the resource. At higher levels of the hierarchy SUs are responsible for VP 
traffic control and resource management tasks. The function of the SUs is to allocate , 

appropriate resources among the competing VPs, select alternative paths, shape traffic 
at the source, and acceptlreject new call attempts. These hnctions can be organised into 
several levels, three of which are shown in this example: SUL3, responsible for I 

coordinating the actions of all Origin-Destination (OD) pairs originating at a node; 
SUL2, responsible for one OD pair with (possibly) multiple VP paths through the 
network; and SUL1, responsible for one VP path of the OD pair. The likely location of 
the SUs is at the origin node of each OD pair. At the highest level of the hierarchy the 
OS is responsible for directing the behaviour of lower level units toward achieving the 

\ 
global objective(s), for example the maximisation of the total bandwidth utilisation. The , 
likely location of the OS is at the main control centre. 

2.3.2 Time scales and decompositions -- 
As already discussed, there is an inherent relationship between vertical and horizontal 

; decompositions . It is this relationship that will determine the necessary extent of the 
i decompositions. Intuitively, one can state that: if the control horizon is not long enough 

to cover the span of the controlled event then further decompositions are necessary. 
Note that the investigation of this relationship is beyond the scope of this thesis: its 
formal study is recommended. 
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2.4 Modelling techniques for the dynamic control of BISDN 

In this section, we look at modelling techniques suitable for the dynamic control of 
BISDN. The problem of modelling is inherently difficult due to the complexity of the 
system. In order to make analysis more tractable, the system must be modelled as an 
interconnection of simpler sub-systems, each giving adequate "lumped average" 
description of the total behaviour of the system at that level. The fbndamental problem 
of modelling is that accurate characterisation of this system requires an excessively large 
state space. For example, assuming it can be modelled by a Discrete-State Continuous- , 

- Time (DSCT) Markov process, a 3 node network system with finite (100 cell places) 
buffers requires at least 10'2 discrete states (see section 4.4, page 129). This precludes 
any hope of deriving a simple on-line controller by this method which is computationally 1 

feasible only for the simplest of cases. The key simplifjrtng insight is that instead of I 

dealing with "true" states of the complex system, we can work with aggregated 
quantities such as cells in a queue, flow of cells into a queue, and so on. The advantage 
of this approach is that 

expected values are real numbers as opposed to states which are integers, so we : 
1 

are dealing with continuously variable quantities instead of discrete-state 
variables, 

I 
the model has lower state space dimensions, and therefore leads to algorithms 1 
which have reasonable computation time. I 

I 

Something is lost of course: the innumerable transitions among the discrete states are 
; lumped together as additive "noise". 

key assertions: 

0 the most detailed model of DSCT Markov process model is not tractable, hence 

the use of expected values of quantities, which can be measured. Also 

o the dynamic aspects of BISDN cannot be ignored, and that 

the system may be modelled as an interconnection of simpler sub-systems (vertical 
l 

and horizontal decomposition), giving adequate "lumped average" description of the 
total system behaviour at each level. 

I I 
, Different modelling approaches are therefore required at different levels. In this thesis 

we make use of a range of models (e.g. in Chapter 3 we use a stochastic difference 
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equation, in Chapter 4 a dynamic fluid flow model and in Chapter 5 a probabilistic 
model). 

2.5 The cell-delay, cell-loss, buffer-space and service-rate 
1 performance and resource tradeoffs 

The ~ u a l i t ~  of Service (QoS), as perceived by a network user, will depend on cell-loss, 
I 

cell-transfer-delay and cell-delay-variation. The QoS target depends on the requirements 
of the individual connection (or connection mix). The achievement of the target QoS is 

' determined by the service-rate and buffer-space resources allocated to  the connection 
(or connection mix). 

Queuing and propagation delays may be put into a users perspective as follows: A 
typical cell-transfer-delay encountered by a cell passing fiom an origin to destination can 
be seen in figure 2.5 for a 100 kilometre link, 1000 cell queue, and a service rate of  155 
Mbitlsec. For voice, the packetisation delay dominates, and total delay is equivalent to 
less than 5 metres propagation at the speed of sound. For video telephony, 5 Mbit/sec 

. video (assuming no frame delay) and 10 Mbitlsec data, transfer delay is dominated by 
1 

I 

queueing delay, but this is still negligibly small fiom a user perspective. mote: 
packetisation delay, the delay experienced in "filling" up a cell, is taken as the quotient 

I 

of the length of the information field of a cell (in bits) and the connection bit rate; and i 

depacketisation delay (dejittering and reassembly) is made equal to the maximum 

11.9 rnsec video telephonw 
kJ 4.54171 @ speed of sound 

(384 kblsec.) n I n a 

I Total delay < D customer will accept 
1 rnsec 2.7 msec 2.7 msec I 

6.9 msec 

video .-J /0.5 "Isec D-J 
(5Mbitlsec) I 

/ 2.7 msec 2.7 rnsec 
0.1 msec 6.0 maec 

queuing delay-this allows for the worst cell delay variation in the arrival of cells]. ! 

-- . . 
, r.;.;,,! 

propagation delay dejinering and t, :'., '' - ' 

packetisation delay jooIkm queueing delay I reassembly . ? ?  . . .  -' 

0.5 msec 
la b' I 

data / I 
(10 Mbitlsec) / 2.7 msec 2.7 msec 5.9 maec 

0.04 msec 

Figure 2.5. Time delays for various traffic types over 100 kms link and 1000 cell queue. 
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I I I - .  * 

1000 cells .( .- (64 kbithec) f I . /;-..it~ ' 
I P I 
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In figure 2.6 the voice example is extended to a 1000 kms link, with queueing delays of 
1000 and 10000 cells. Voice is considered since it has a low cell-rate and therefore it 
features high packetisation and depacketisation delay. 

i&i;bivsoc) 
dojiltmino and 

packoiiotion dolay popapation dolay , quwoinp dolay resssomblv 

I I I I 

Dilanco 1000 km 6 rnsec 4.2 msa: 2.7 ~ S O C  2.7 msac . . 1.25m 0.82m 0.82m 
Ououoinp 1000 calk 

15.6 msa: 
4.09 m @ spood of sound 

Tolsl doloy < D, wsloma will accopl 

I I I // I I. 

Distance 1000 km 6 rnsec 4.2 msoc 27 msoc 27 msoc 

Ououoinp 10000 colk 
1 . 8 m  1.25rn 8.2m 8.2m 

40 msoc 
12.2 m @ spood ol swnd 

Total dolay < D. N S l O ~ W  will sccopl I 

Figure 2.6. Time delays for voice over 1000 krns link and 1000 and 10000 cell queues. ; 

It can be seen that from a customer point of view, fairly large distances (for a 1000 krns 
link the propagation delay is 4.2 msec) and/or large queues (the queueing delay for a 
1000 cell queue is 2.7 msec) can be tolerated. For example, according to CCITT 
recommendation G. 114 [5 11 the maximum permissible one-way delay for telephone 
connections is 400 msec#l (although echo cancellation must be employed when a one- I 

way delay of about 25 msec is exceeded). The dejittering and reassembly process 
imposes only a very small demand in terms of the storage memory requirements. For I 

i 

example, dejittering and reassembly for a voice connection requires a cell buffer of 

where 

b, is the size of the dejittering and reassembly cell buffer, 

zq is the queueing delay in number of cells, 

cdeSt is the service-rate of the destination terminal (in most cases the same as the 
transmitting terminal), 

r x l  is the next highest integer toward +ca (round up). 
1 

Example: for a 10000 cell-queueing-delay experienced by a voice connection, 
transmitted at a rate of 64 Kbitlsec, we require a 5 cell-buffer (i.e. 240 bytes) for 
dejittering and reassembly. 

This delay figure takes into account connections involving satellite links. 
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Note that certain applications, for example some data file transfers, are delay tolerant; 
considerably more than what has been shown for voice. 

Acceptable cell-loss performance is dependant on the tolerance of a connection to 
information loss. Quantitative assessments of the tolerance to loss for different service 
types are hard to  find in the literature. A typical figure quoted in the literature as an 
acceptable target for BISDN is a probability of loss of = lo-' but this seems a much 
lower rate than necessary for many services. Voice is reported to be more tolerant to 
losses than the above figure, and other traffic types may also have a higher tolerance to 
cell-loss. Different targets for different traffic types are more relevant to customer 
requirements, but the network controls may then become more complex. Its worth 
mentioning that CCITT suggests two classes of cell loss rate (on a queue by queue 
basis): for example for voice connections; and or for example for data. 

I 

In Chapter 3, it is shown that the probability of loss can be regulated, by using a control 
theoretic approach. 

2.5.3 The tradeoffs -- 
Cell buffer capacity and service-rate have been shown to be substitute resources in a I 

queueing network [22], [23]. We consider their effect on cell-delay and probability of 
cell-loss. I 

i 

If we allow the buffer size to tend to infinity, then the probability of loss, for a finite 
input rate will tend to  zero, i.e. if t 

where 

b is the number of cell-waiting places in the cell buffer, 

il is the input rate into the queueing system, and 

P,, is the probability of cell-loss (from the cell buffer). 

Note that for system stability, we also require the input rate into the system to be less 
than or  equal t o  the link server service-rate i.e. il 5 clink. 

Since maximum delay is directly proportional to the maximum number of cells in the ! 

queueing system (state of the cell buffer x), for a maximum tolerable delay and a finite 
cell-buffer size the above postulate must be modified to 
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x += Milt (x m", m) = PI,, + M m ( p I z ,  0), xmax E X, 1 5 clink 

where 
x is the cell-buffer-state (and hence delay), 

xm" is the maximum cell-buffer-state (and hence maximum delay), 

Dm, is the maximum tolerable delay, I 

4,": is the maximum tolerable probability of cell-loss (fiom the cell-buffer), 

X is the set of maximum cell-buffer-places (mapped fiom the set of maximum 
tolerable delays { D ~ ~ ) ) ,  and 

Cfi* is the link server service-rate. 

A demonstration of this tradeoff can be seen in table 111 of Heyman et a1 [21]. A real I 
I 

video sequence of half an hour duration is used as the input to a multiplexer with a finite 
cell-buffer and a fixed service-rate. The experiment is repeated for 5 different cell-buffer 
sizes determined by the constraint on the maximum allowed delay (for example, for a 
link rate of 45 Mbitlsecond, a cell size of 64 octets and a maximum allowed delay of 5 
msec the buffer size is equal to 439 cells). The observed Probability of cell-loss (x10-~) 
versus delay is shown in the figure 2.7 below: I , 

rnsec msec msec rnsec rnsec 
Maximum delay allowed 

Figure 2.7. Tradeoff between cell-delay and cell-loss. 

Observe the improvement in the probability of cell-loss by nearly 3 orders of magnitude , 

(from 2.070 x to  2.88 x for what appears to be a modest increase in the 1 

maximum tolerable cell-delay (fiom 1 to 5 msecs). 

The discussion so far assumes that the link service-rate is constant, but ifit is.allowed to 
also vary then we have a means of influencing both the cell-loss and cell-delay, i.e. I 
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Thus, from the above discussion, we can observe the tradeofii between service-rate, 
buffer-space, cell-delay and cell-loss. Also observe that cell waiting places in a buffer 
and service-rate are substitute resources. As long as the QoS constraints on cell-delay 
and cell-loss are not violated, there is scope for the service-rate and buffer-space 
tradeoff. Note that more substantial gains can be made if the tradeoff is also dynamic. 

Therefore the (dynamic) tradeoff between cell-delay, cell-loss, buffer-space and service- 
rate must b e  exploited in order to gain network efficiencies for both the customer and 
the network operator. For example, in Chapter 3 we offer a control scheme with a 

- regulated QoS measure, within which these tradeoffs can be exploited by appropriate 
. setting of the reference value. 

Additionally, note that the tradeoff between buffer-space and control horizon range 
cannot be ignored (since by providing for more buffering, within the delay tolerance 
constraint, the control horizon can be extended). 

2.6 Conclusions 

The main conclusions are: 

0 the use of feedback for the effective control of BISDN is feasible despite the 
propagation delays, as long as it is constrained to lie within the control horizon 
(as for example by appropriate vertical and horizontal decompositions); 
a hierarchically organised control structure (featuring both a vertical as well as a 
horizontal decomposition) is necessary for the effective control of BISDN; 
different (dynamic) modelling techniques must be employed for the control of 
BISDN; 
the (dynamic) tradeoff between service-rate, buffer-space, cell-delay and cell-loss 
cannot be ignored. 

The results in this chapter motivate our general approach to control in BISDN. For 
example, in Chapter 3 we integrate the problem formulation of CAC and flow control 
(we use a stochastic difference equation to describe the system, thus taking into account 
its dynamic behaviour), with the essential coordination handles provided in the problem 

. formulation. In Chapter 4 we solve the dynamic service-rate control problem at the VP 
, level (making use of a dynamic fluid flow type equation), and finally in Chapter 5 we 

provide an example of a hierarchically organised solution to the service-rate control 
problem (at the higher level a constrained optimisation problem using a steady state 
performance measure-derived from probabilistic principles-is used). 
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CHAPTER 3 

ADAPTIVE CONNECTION ADMISSION AND FLOW 
CONTROL (ACFC) 

3.0 Introduction 

In this chapter, we aim to achieve both high utilisation of resources as well as maintain 
the network performance at acceptable levels, in user terms. We propose to achieve this 
by integrating Connection Admission Control (CAC) and flow control (generic functions ' 
for managing#' and controlling traffic and congestion in ATM networks [13]), and by ' 
making use of a novel control concept and adaptive control techniques. We aim to use a 
feedback control system to maintain the QoS close to a target value, irrespective of 
variations in traffic (the disturbance). 

After a review of some of the existing CAC and flow control schemes we summarise i 
I their limitations. 

We then define two distinct groups of traffic (controllable and uncontrollable), which 
allows us to introduce the concept of network controllability. Controllability is achieved i 

by simply bounding the uncontrollable traffic. Bounding of the uncontrollable traffic 
becomes the sole role of CAC. The feedback signal is derived from a network 
performance monitor (which predicts the pth percentile of the buffer distribution, and ' 

hence the QoS). The controller regulates QoS by manipulating the flow of controllable 
t rff ic  into the network. Controllability guarantees that the network can be operated 
efficiently (theoretically at 100% utilisation) and still provide the user with tightly 
regulated QoS (set at any desired target value). 

We employ the general methodology of adaptive control (featuring both adaptive 
I 

feedback and adaptive feedfonvard) to solve the difficult problems of CAC and flow 
control together. By using this approach we are able to do away with the restrictive 
requirements of existing schemes (for example the need to declare a complex traffic 
descriptor at the call connection request). I 

The proposed control scheme is formulated so that it can be integrated within a 
hierarchically organised control structure (essential for the overall control of BISDN- 

I The tams manamnent and control have the following interpretation among Telecommunication engineers (loosely defined): 
, management-it is a higher level t;rsk, implemented at a slow time scale; control-is a lower level task implemented at a much 

25 . 
f& time scale than the management level. Since they are both control tasks, at different levels, we shall make no distinction i 

between the two terms and use control for either. 
i 
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see discussion in Chapter 2). 

The performance of the derived algorithm is illustrated via analysis and simulation. 

3.1 Review of CAC, flow control, and adaptive control 
I 

schemes 

As mentioned in the introduction, traditionally the design of CAC and flow control has 
' been camed out separately without explicitly taking into account their interacting 

nature. We follow the same separation here to briefly review some of the existing 
approaches and highlight some of their limitations. We refer the interested reader to the 
vast literature on these two topics, and the report [52] on CAC. Additionally we point 
out that mainly preventive open loop strategies have been proposed in preference to 
reactive controls. These open loop strategies aim to prevent congestion by controlling 
traffic at the network edge, but without taking into account the actual loading conditions 
in the network (based on assumed, often worst case, traffic models). This results in low 
network utilisation. 

' We also review adaptive control, with particular emphasis on the class of Long Range 
Predictive Control (LRPC) adaptive algorithms. 

3.1 .I Connection Admission Control [CAC) 
Connection Admission Control is defined as "the set of actions taken by the network at 
the connection set-up phase (or during connection renegotiation phase) in order to 

; establish whether a Virtual ChanneWirtual Path (VCNP) connection can be accepted" 
[46]. 

: Traditionally, for BISDN preventive open loop based strategies have been proposed in 
the majority of works. It is not uncommon to see statements such as "Call admission 
control is, of course, a form of preventive control, which is by its nature more effective 
than reactive control for use in high-speed networks" Murase et a1 [53], which they 
reference back to Woodruff [54]. The weakness of this idea is the assumption of the 
existence of an accurate model. Feedback on the other hand can be effective in spite of 
model inaccuracies and can also compensate for disturbances [55] (also see discussion in 
Chapter 2). However the large propagation delays (more precisely the bandwidth-delay 

i product) have been extensively cited ([54], [45]) as the prohibitive factor fbr an effective 
feedback based CAC strategy. But, as discussed in Chapter 2 the problem of the large 
propagation delays can be avoided by appropriate formulations and control structures 
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(e.g. adaptive control techniques can tolerate fairly long control intervals, and a 
coordinated decentralised control structure permits local feedback thus limiting the 
control horizon). 

Despite being sensitive to model inaccuracies, CAC has been traditionally performed in 
an open loop fashion. Based on a set of user declared traffic parameters (a traffic 
descriptor#') a model of the traffic behaviour and its influence on existing connections is 
inferred. If the call is admitted to the network then its traffic is monitored and controlled 
to  ensure that the traffic contract parameters are not exceeded [13]. For effective CAC 
control these open loop (preventive) based schemes must be supplemented by an 
excessively conservative policing unit (a brief discussion of policing units appears in the 
next section) hence the network efficiency drops. The sensitivity of these CAC schemes 
to  either overallocation of connections, or actual excess flow above the agreed 
parameters, is well known in the literature. This sensitivity is shown, for the case of one 
admission scheme based on the bufferless approximation, in the appendix 3 .I (an excerpt 
from report [52]), where it is concluded: that linearisations of the connection acceptance 
surface should not be used to simplifL the CAC algorithm; and that a very conservative 
CAC and policing scheme has to be used since only a few percent overallocation, or 
policing ineptness, will result in a very high probability of loss, at least as predicted by 
this model. Hence to address the sensitivity of buffer occupancy to uncertainty in traffic 
modelling we propose using adaptive feedback and feedfonvard control, which can 
resolve the problem of uncertainty [56] (examples of uncertainty include: model 
inaccuracies, traffic disturbances, and noisy feedback). 

The vast majority of existing CAC schemes use (in an open loop fashion) either the 
average (long term) cell-loss probabilitfz ([57], [58], [53], [59]) or the effective 
bandwidth#3 (1601, [61], [62], [63], 1641) as the parameter on which to base their 
decision to accept or reject a connection request. The average cell-loss probability 
method assumes simplified worst case connection models to decide whether to accept a 
new request. Hence it is inefficient. Furthermore different traffic types, as well as 
connections within the same type, may experience different QoS. The effective 
bandwidth is a complex fbnction of the allocated link capacity, cell-loss probability, 
delay, source traffic characteristics, as well as the rest of the connections and their 
properties. Additionally the effective bandwidth of each connection will change as 
connections are added or removed. So the effective bandwidth is a highly complex, 
nonlinear, time varying variable, and attempts to find a usefbl, efficient, robust 
approximation of it have not been successfbl; one wonders if there is such an 

A shdardised traffic descriptor is o h  discussed in the literature, in which a set of  standard t d T ~ c  parameters is available that 
' comnletelv characterises the behaviour of a trdic source. 
' ' 2  In most schemes the cell-loss probability is calculated for the aggregate of all service classes/connections within a service class. 

#3 The "effective bandwidth" is an estimate of the service-rate required by a connection (usually less than the peak rate) that takes into 
account the gains from multiplexing whilst satisfying network QoS constraints. 
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approximation (note that a robust approximation is to use the peak rate of a connection, 
however this is not efficient as it cannot benefit from multiplexing gains). 

One of the very few exceptions to the open loop based approaches has been described 
by Saito et a1 in [65]. This uses real time measurements from the network and aims to 
improve an estimate of the upper bound on the cell-loss probability, based on user 
declared parameters. Note though that in a later paper [66] Saito discusses call 
admission using an upper bound of cell-loss probability calculated without monitoring 
the network load, but rather relying on user declared values explicitly (an open-loop 

. approach, requiring at least the mean and the peak values of the number of cells amving 
- during a fixed interval to be declared by the user). 

Summarising some of the limitations, as seen by us, of existing schemes are: 

o the need to make assumptions about the statistical properties of the connection. 
Note that in order to  simplify the computations, some existing CAC schemes use 
an extreme case model (such as an on-off model) for all connections. Therefore an 
inefficient CAC policy is the result. 

reliance on user declared parameters, which are both difficult to estimate, (e.g. the 
average rate, average call duration, average burst rate, average burst duration) and 
in some cases difficult to police (e.g. the average bit rate). 

the need for an overly conservative policing unit, due to its inability to effectively 
police essential contract parameters, (e.g. the average bit rate). 

0 the need for open loop implementation, and as a result the need for a conservative 
admission policy to allow for model-reality mismatch (e.g. schemes based on the 
bufferless approximation assume a worst case on-off model for all sources, in 
addition to the assumption that there are no buffers in the network). 

schemes that rely on the average (long term) cell-loss probability have to rely on 
alternative schemes in order to deal with the short term losses. Additionally, 
schemes that calculate the cell-loss in the aggregate of all connections cannot I 

guarantee the cell-losses of the individual connections. I 

schemes that rely on the effective bandwidth assume that it remains constant over I 

time, and independent of other service classes. Most of these schemes do not even 
allow multiplexing between service classes. Because they have to  allow for a ! 
worst case effective bandwidth they are inefficient. 

! 
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these schemes are designed independently of "active" (see next section for a 
definition of "active") flow control strategies, even though they are highly 
interacting. 

most schemes rely on off-line computations, due to  their computational 
complexity (see appendix 3.1 for one such scheme). 

I n  this thesis we take into account all the above limitations to  formulate an effective and 
efficient CAC policy. 

: 3.1.2 Flow control ' -- 
Once a connection is admitted to the network, the vast majority of existing techniques 
propose Usage/Network Parameter Control (UPC/NPC)) as a means of monitoring and 
controlling the traffic on the connections. These controls are defined as follows [13]: 
"Their main purpose is to protect network resources from malicious as well as 
unintentional misbehaviour which can affect the QoS of other already established 
connections by detecting violations of negotiated parameters and taking appropriate 
actions". A discussion of some UPC/NPC o r  policing mechanisms can be found in [9]. 
Their effectiveness to police is still questioned [67], [68], [69]; even for what is 
seemingly a straightfoward task of controlling, or policing, the peak rate [70]. For this 

' reason, they have to  be forgiving to variations from the contract parameters, othenvise 
they may penalise a "law abiding" connection unnecessarily. A conservative policing unit 
must be employed; hence the network efficiency drops due to the inability of the CAC to 
police effectively. These schemes can be viewed as "passive", in the sense that no action 

' or regulation is taken unless a violation of the declared parameters is sensed. 

In addition to UPC\NPC a variety of "active" flow control techniques, such as window 
' (feedback) based mechanisms, rate based (mainly open loop) mechanisms, input buffer 

limits, isarithmic flow control, etc ... have been discussed in the literature (see for 
example the survey in [71], the extensive discussion in [72], and the overview of rate 
and feedback controls in [73] ). Various forms have been proposed (e.g. end-to-end , 
edge-to-edge, node-to-node) in traditional packet switched networks and some have 
been adapted for BISDN, as for example: window based flow control [74], 1751, [76], 

. [77] mainly considered for end-to-end; rate based flow control [38] implemented in an 
, open loop fashion at the network edge; and [78] for a combined open/clo,sed loop 
a approach. A dynamic rate control scheme which adjusts the source video coding rate has 

been presented by Yin et a1 [79]. However their proposed control scheme is designed in 
an ad-hoc mannerthe source coder switches from low to high and visa-versa based on 
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congestion information from the network. It also suffers from the high end-to-end 
propagation delays. A control theoretic approach to flow control has been adopted by a 
large number of researchers (see for example [SO], [IS], [8 11). Our approach is 
substantially different from those in the literature, in both methodology and problem 
formulation. 

Summarising, edge-to-edge window based methods rely on feedback and are thus 
limited by the round-trip propagation delay, whereas the vast majority of rate based flow 
control schemes are open loop and hence have all the disadvantages of any open loop 

. implementation. Later we show how the limitations discussed here can be overcome 
. (e.g. by limiting the control horizon to node-to-node and customer-premises-to-node 

rather than end-to-end). We only implement an "active" form of flow control. However, 
a "passive" flow control unit may be incorporated to monitor the declared peak rate for 
only the members of a particular group of traffic-the uncontrollable group-discussed in , 
the next section. 

3.1.3 Ada~ t ive  control 
Most control problems involve uncertainty. Sources of uncertainty are: noisy feedback 
and feedforward signals, caused for example by approximate calculations and noisy 
"sensors"; unmeasured disturbances which affect the output, caused for example by 

I 

uncontrollable connections, against which the control law has to regulate; system 
nonlinearities modelled linearly; and above all inaccuracies in the system dynamic model. 

I 

The use of adaptive control to resolve the problem of uncertainty is common practice in 
. the control engineering community [82]. The basic idea of adaptive control is to adapt 

the control law in response to changes in the system dynamics or environment. This 
adaptation mechanism is based on input,output data and uses on line system 
identification techniques to infer a model of the system. Adaptive control theory has 
been around for over three decades, see for example the early contributions of Kalman 
in 1958 [83] and Mishkin and Brown in 196 1 [84]. Much of the early interest in the 
application of adaptive control can be traced back to the papers by Peterka in 1970 [85], 
Astrom and Wittenmark in 1973 [86], and Clarke and Gawthrop in 1975 [87]. These 
papers communicated the adaptive control theory in a manner that made it readily 
available t o  practicing engineers with little training and background in adaptive control 

I theory. A brief discussion of adaptive control theory is in the appendix 34.11. 
I 
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3.2 Preliminaries 

3.2.1 Network controllability and the controllable and uncontrollable 
groups of traffic 

In this section we introduce the concept of controllability to determine whether our aim 
is achievable. We define (strict) controllability as follows: 

Definition I :  A system is termed controllable if its control signal can 
influence the system behaviour, so that the desired output state of the 
system can be reached in finite time. Furthermore strict controllability is 
obtained if all desired output states are reachable in finite time. 

Note: Our definition is less formal than controllability in the literature on control 
systems theory, and possibly closer to reachability [88], page 473. 

Many of the proposed approaches to the control of BISDN assume that all accepted 
connections are uncontrollable. This leads to a number of major performance limitations. 
Admission policies must be conservative and little flexibility is available to operate the 
network efficiently. Under normal conditions the admitted connections cannot be 
disconnected, or downgraded#', in response to the state of the network. Once a 
connection has been established the network must adhere to the negotiated parameters 
and performance guarantees. Control then relies mainly on open loop preventive 
measures, possibly supplemented by a number of closed loop policies operating at longer 
time scales. The feasibility of this control approach assumes the existence of an accurate 
traffic model. There is concern that even if a statistically correct model exists, the 
network will be operated inefficiently and will not meet the needs of either the users or 
the network operators [15]. Where control is supplemented by edge to edge feedback 
methods (e.g. window based control) then performance is limited by round-trip 
propagation delays. The conventional approach to BISDN control is unlike other 
complex control methods where controllability is a basic design requirement. Ydstie et a1 
[89] state (bold type introduced by the current author) 

"Most chemical processes have complex nonlinear dynamics and 
interactions between the drfferent operating variables . . . Although the 
majority of chemical processes are designed to be self stabilising and can 
be controlled via the use of simple heuristic approaches like the one 
described above it is not at all clear that this is the best alternative. It is 
likely that energy, raw material and operating costs can be reduced 

A negotiated stcpwise variable bit raie trafiic source has been proposed in 1901 to describe aggregation of  sporadic sources. 
; possibly generated by a LAN interconnect. However we see this as a much slower task. involving negotation between the user and 
I 

ihe network, and hence not able to provide for an effective control tool to influence the network behaviour in ihe short term. 
Similarly, IBM's plaNETiParis architecture provides doullgradig or disconnection for violating usen only in conditions of 
extreme congestion. 
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signzjicantly if more advanced control and identzflcation theory is used. " 

Even though the above quote discusses chemical processes, the same is true of other 
application areas, as for example complex mechanical structures, such as robots etc. 

Thus before any effective control can be exercised, controllability of the network must 
be enforced. We define two groups of traffic; the controllable and the uncontrollable 

I 

group. 

Definition 2: Controllable traffic is the group of traffic, that has agreed to 
have its cell-transmission-rate controlled by a network control system, in 
accordance with the network state. The performance on cell-loss can be - 
guaranteed. However no guarantees can be offered on the end-to-end cell- 
transfer-delay, or cell-delay-variation. Note that the network controls do 
not need the user to declare any parameters. 

Ideal candidates for this group of traffic are any delay tolerant connections. It is 
envisaged that appropriate price discounts will be offered by the network in order to 
provide the necessary incentives for a connection to accept classification as controllable. 
A dynamic pricing policy, see for example [91], driven by the network state, could even 
be designed and implemented. 

Definition 3: Uncontrollable traffic is the group of traffic, that has not 
agreed to  have its cell-transmission-rate controlled. It has agreed to limit its 
peak cell-rate only, as negotiated during the connection admission phase. 
No other contractual requirements from the connection are required. The 
network will guarantee the QoS performance (i.e. the cell-loss, cell-delay 
and cell-delay-variation). 

Connections that have strict timing requirements should join this group. Note that the 
only user declared parameter required for uncontrollable traffic is the peak rate. 

The Quality of Service (QoS), as perceived by a network user, will depend on the cell- 
loss, the cell-transfer-delay and the cell-delay-variation (see section 2.5). The QoS target 
depends on the requirements of the individual connection (or connection mix). The 
achievement of the QoS target is determined by the service-rate and buffer-space 
resources allocated to the connection (or connection mix). 

Definition 4: The Quality of Service target (QoS target) is a set of upper 
bounds for the cell loss, cell delay and cell delay variation. The network 
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operator will guarantee that the offered quality of service will be no worse 
than that specified in the QoS target. 

A given QoS target is hlly specified by the set 

QOS target =(PLY,, ~ y - d e l q 7  c:V 1 
where 

rnax PC,,-,, is the maximum tolerable probability of cell-loss (at the cell-buffer), 

ce:-,,, is the maximum tolerable cell-queueing-delay, 

eEV is the maximum tolerable cell-queuing-delay-variation. 
- 

Based on a QoS target the network is responsible for the allocation of adequate 
resources in order to ensure (with a given probability) that the required level of 
service is maintained at all times. We propose to achieve this by mapping the QoS 
parameters onto Emego, and yref as follows. 

=pmax 
E o v e & w  C~II-IOS,'~' 

where 
Eo,,,,ow is defined later (page 37) as the constant specifying the desired value of 

the expected cell-overflow probability, 
yref is defined later (page 37) as the desired reference value for the QoS target 

feedback, 
zCemme is the time taken to service a cell, i.e. it is equal to one celltime (e.g. for a 

155 Mbit/sec link z,,,,, is about 2.6 psec), and 
1x1 is the next integer toward -a, (round down). 

Example: Assume that for a specific OD connection mix the QoS target is specified by 
the set {lo-', 75 psec, 50psec) and that the OD path spans a single node served at a 
rate of 155 Mbitlsec. The value of 

Erne,,,,, = lo-', and 

yref = 19 cell-buffer-places (expected to accommodate (1 - Emflow) .x 100% of the 

served cells). 

vvv 
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Introducing the concept of bounded uncontrollable traffic makes the network 
controllable. Therefore an effective control policy is now feasible. 

3.2.2 Control concept 

Our control concept is shown in figure 3 . 1 .  By manipulating the flow of the controllable 
traffic, 'the control system aims to maintain the buffer utilisation such that the QoS is 
kept close to a target value, irrespective of the variations in the bounded uncontrollable 
traffic (the disturbance). This is feasible since the network is controllable, therefore the 
desired output state can be reached. Thus the network can be operated efficiently 
(theoretically 100% utilisation is achievable) and still provide the user with a tightly 
controlled QoS as determined by the target value. The formal role of CAC is to preserve 
the bound on uncontrollable traffic and hence enforce controllability. In practice the 
CAC policy may be more aggressive (see CAC algorithm 2, page 45). 

Note that the transmission-rate of the uncontrollable traffic cannot be controlled once a 
connection is accepted into the network. The uncontrollable connections can transmit at 
any rate (in a bursty o r  otherwise fashion) limited only by their peak rate constraint. 

uncontrollable traffic flow controlled system (outgoing link buffer) 
(distrurbance) bounded by CAC > 

> 
controllable traffic flow 

Figure 3.1. Block diagram of the flow control concept. 

(controlled variable) 

feedback 
controller 

Using the above concept, as shown in figure 3.1, we are now in a position to solve the 
combined CAC and flow control problem. 
Note, as discussed earlier, that a given QoS target (cell-loss, cell-delay and cell-delay- 
variation) is maintained by appropriate choice of the values of the cell-overflow constant 
(Emefl0,) and the reference value (yref). The control system maintains the specified cell- 

measured system state 

feedback 
calculation 
unit 

I QoS feedback signal 

QoS target reference 

error 

~ ~ e r f l o w  Eove~ow within the specified tiaction yref of the physical buffer-space. As a 

signal 

consequence the cell-loss, cell-delay and cell-delay-variation (QoS) are indirectly 
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controlled (or maintained) at prescribed levels. Of course, for controllable traffic the 
experienced cell-delay and cell-delay-variation must include the contribution of Q, the 
queue of the controlled sources. 

As discussed in Chapter 2 the control structure must be decentralised, based on local 
feedback and also offer the necessary knobs to allow for its coordination from higher 
levels. Additionally the dynamic behaviour must be modelled. An overview of the 
proposed control concept for connection admission and flow control is presented in 
figure 3.2. A single adaptive regulator is shown, located at a node with direct 
responsibility of one outgoing link. We envisage one controller per outgoing link (for 

- ATM switches with completely partitioned buffers among the output links). 

New uncontrollable 
connection Updated by the higher level supervisor 
request 

A T M  switch Output buffer Uncontrolled sources - 
Local 
sources - 

,_." _...- 
j Upstream I Outgoing 

sources I link 
I 
I 
I 
I 

Figure 3.2. The adaptive feedback and adaptive feedforward control concept for CAC 
and flow control. 

I .  

> ," I 
(local and I 

At the Local Units we have various control options available, as for example: 

Feedback 
signal 

1) direct control of all the local controllable sources. The controllable buffers can 
be located at the customers premises. The controllable part of upstream traffic 
can be controlled either by treating each upstream node (controllable part only) 

I 
I 

as a controlled source or by directly controlling each upstream source. 

calculation 
unit 

2) direct control of the queue Q outgoing rate. The controllable traffic fiom both 
local connections and upstream nodes is fed into Q. Note that in order to avoid 

I 
I 

r----------------------' 
I , ,- ,- ,- . . . . . . . . . . . - -, -. , . , . . . . . , . . . . - . .. . .. . . . . .. . . . ..... .- . - . 

Control \I; .,!! Feedfoward signals 
l!, 

input Local Unit (LU) 

. . ...... .. . .. . .. ... ..... ... . .. 

ADAPTIVE ' Feedback (estimated buffer places 
CONTROLLER 

for (1 -Eoverflow)xlOO% of the cells) 
\'<accept 1 reject 

Performance Reference 

knobs (required buffer places 
for (1-Eoverflow)x100% of the cells) 
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cell-loss at Q, sources feeding into it must limit their flow, say for example by 
using the queue length as the feedback signal. 

Option 1 trades off controller complexity for ATM switch simplicity (however at the 
expense of extra communication overhead and possibly the need to deal with large 
propagation delays-though substantially less than for schemes that rely on edge-to-edge 
strategies-for upstream controllable traffic). Option 2 trades off ATM switch 
complexity for controller simplicity. Note that the theory of adaptive control can handle 
large, and possibly varying, time delays, as well as multiple-input multiple-output 
formulations. It can therefore, in principle, be applied to control of traffic upstream. 
However, this is not good engineering practice because it is well known that large time 
delays in the control path will limit the effectiveness of any control scheme. This is one 
of the reasons for advocating action locally, supplemented by slower coordination (see 
discussion in chapter 2). A thorough feasibility analysis that takes into account these 
tradeoffs currently remains an open issue. 

In this thesis we use option 2 in order to simplify the controller formulation and bring 
out the relevant issues. A conceptual ATM switch design for option 2 is described in the 
appendix 3.111. Further, for simplicity, we assume that the Q buffer size is infinite, and 
that the source is saturated. 

3.2.3 Dynamic system model 
A dynamic model based on the ARMAX representation is a popular choice among 
control theoreticians for adaptive control purposes. This model is well tested-a 
discussion of the model choice for recursive on line implementation can be found in 
section 5.3 of [92]. 

Mathematical formulation 

Let 

Y feedback based on QoS target (it predicts thepth percentile of the buffer 
distribution; see feedback sensor discussion in the next section). It is given in 
terms of the number of queue places, that are expected to accommodate 
p %  = (1 - Emgo,) x 100% of all the cells passing through the system, e.g. if 

Emflow = then 99.999% of the cell passing through are, expected to 
occupy cell places below the value ofy. 
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yref the desired reference value for y. Note that, as already discussed, this value 
influences the offered QoS. 

a constant specifying the desired value of the expected cell-overflow 

probability, for example if Emego, = lo-' then 1 cell out of 10' is expected to 

overflow above the reference value of yd.  (Note that this does not 
necessarily imply that the overflowed cells will be lost. It simply means that 
cell places above the reference value are expected to be occupied). As 
discussed earlier, also note the influence of this constant on the offered QoS. 

11' the control effort; regulated flow of controllable sources; several controlled 
sources are allowed in the model (i = 1, ..., Nu). 

v J  the feedforward signal; several feedforward signals are allowed in the model I 
I 

( j  = 1, ..., Ns), e.g. the uncontrollable measurable flow. 

Nu number of control inputs. 

N~ number of disturbance inputs. 
I 

E unmeasurable disturbances and equation errors of unspecified character. I 

A general ARMAX model with multiple feedforward signals, and multiple control 
signals, is formulated 1 

biui (I - ki) + b:ui (t - k, - I)+. . . +bk, u' (t - k, - nb' ) c::f 

where 

t is the discrete sample time. 

k, is the delay experienced at the output due to the control input i (that is on applying I 

the control input ui at time t the output y is only affected after a time delay of ki, 
measured in multiples of the discrete time t). 

kjf is the delay experienced at the output due to the disturbance v,. 1 
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j are the coefficients of the parameters that characterise the system a,,b4,yv, 

(ra = 1 ,..., na, rb, = 0, ..., nbi, ry ,  = 0 ,..., nyJ). 

nu, nbi,nyJ are the orders of the output, input and feedforward variables of the 
system. 

In shorthand notation above equation can be described as 

A ( ~ - I ) Y ( ~ )  = ZBi i (q-')u, (t - k,) + Z ~ , ( ~ - ' ) v ,  (t - k:) + C(q-')e(t) 
i 

where 

q-' is the backward shift (or delay) operator defined as q-'y(t) = y(t - l), and 

C(q-')e(t) is a linear filter, C(q-I), driven by white noise e(t) [a sequence of equally 
distributed independent normal (zero mean, unity variance) random variables]. It is 
common practice to represent the general disturbance ~ ( t )  in this form to 
represent coloured noise. 

Note that in order to characterise offsets, i.e. the situation for which a zero control 
signal is accompanied by a nonzero output mean, as is the case here, an appropriate 
form is the CARTMA model 

where 

A = 1 - q-' is the differencing operator, i.e. Ay(t) = y(t) - y(t - 1) 

A(q-' ), B(q-' ), ), C(q-' ) are polynomials in the backward shift operator of 

appropriate orders. 

This model leads to inherent integral control action in a natural way as a consequence of 
the internal model principle [93]. 

3.2.4 Feedback of the network performance 

The on-line feedback "sensor" provides a measure of performance using the 
methodology of Addie and Zukerman, see for example [94], [95], [96]; [97]. (The 
works of Warfield and Chan [98], Yamada and Sumita [99], and Ahmadi and Kermani 
[loo] are worthy of perusal for an alternative on-line feedback "sensor".) 
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This feedback sensor offers several features, required for on-line control use: 

* it provides a measure of the network QoS; 

o it is accurate enough for the purpose intended (and it proves to be robust for 
deviations from the assumed model); 

it has predictive abilities; 

computationally it is not overly complex, and thus can be incorporated in the on- 
line computations; 

0 it allows arbitrary choice of interval length, which allows matching to  the system 
dynamics; 

it allows arbitrary, and time varying, choice of cell-server rate, which can be 
important if bandwidth is dynamically allocated, as for example on a per VP basis 
(see discussion on page 46 and Chapter 5). 

Addie and Zukerman have developed a Gaussian traffic model for a BISDN statistical 
multiplexer, and derived closed form approximations for the mean and the distribution of 
the unfinished work. This model is in terms of three parameters: the process mean, the 
variance and the autocovariance sum. These three parameters are estimated on line and 
then used in generating the feedback. We refer the interested reader to the above 
mentioned papers for the details as well as an insighthl discussion of the modelling of 
these processes and the difficulties involved in trying to establish an accurate model, for 
(possibly) open loop implementation, that captures the full range of second order 
statistics. We only quote here the essential formula required to calculate the feedback 
variable. A very brief description of their work appears in the appendix 3 .IV. 

The feedback signal y ( t )  is the expected number of queue places required to 
accommodate p% of the cell traffic (thepth percentile of the buffer distribution, (see 
page 80 equation (3.1V.6)) 

(0 
Z < l - a -  

1M) 

where s*  and E are defined in appendix 3.IV, page 79. 

Example: To calculate the expected number of queue places required to accommodate 
99.9999999% of the cells passing through the system, we set p = (1 - x 
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100% = (1 - lo-' )x loo%, i.e. one cell is expected to ovedow above y(f)  every 10' 

cells passing through (note Emgo, = lo-'). Also, consider a system whose net input 

process is a stationary Gaussian process with a utilisation p=0.7 and variance d=50. 
For various degrees of correlation of the net input process, as captured by the 
autocorrelation sum S (see appendix 3 .IV, page 79) and shown in the table below, the 
calculated queue places y(t)  are: 

This signal is calculated on line using a sampling interval length of T, celltimes. In 
addition to this performance metric, we monitor the expected utilisation, p (equation 
3.IV.7), the expected loss, E{L,} (equation 3.IV.8), and the probability of loss, P,, 
(equation 3 W.9). These are shown in appendix 3.V1, on the simulation results. 

3.3 Formulation and solution of the CAC and flow control 
problem 

r 

Autocorrelation sum, S 

Calculated queue places, y(t), required 
to accommodate p% of the traffic 

We solve the CAC and flow control problem using system identification, adaptive 
feedback and adaptive feedfonvard techniques. The basic idea of adaptive control is to  
adapt the control law in response to changes in the system dynamics or environment. 
The adaptation techniques are based on inputloutput data and use on line system 
identification techniques to infer a model of the system (see figure 3.9). Hence these 
adaptive techniques do not necessitate any prior assumptions with respect to the model 
behaviour and/or statistical parameters. 

100 

258 

3.3.1 The adaptive Connection admission and flow control (ACFC) -- 
alaorithm 

The solution of the combined CAC and flow control problem follows readily once the 
flow control problem is solved. These are presented as phase 1 and phase 2 below. 

200 

465 

0 

54 

3.3.1 .I Phase 1 : Flow control 

5 0 

155 

An adaptive control algorithm of the LRPC class, is appropriate for this application, as 
it offers: robustness and insensitivity to non minimum phase and open loop unstable 
systems; insensitivity to inaccurate prior knowledge of the time delay; insensitivity to  the 
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model order; computational attractiveness. An implicit adaptive control approach is 
selected. This enables the derivation of a simple (computationally) control algorithm 
featuring a RLS identification algorithm. The incremental form (or integrating form) is 
used since it can take care of offsets. As an illustration of the application of adaptive 
control, in this thesis we provide a solution based on a simple form of the LRPC 
adaptive controller type. 

Using the system model equation (3.3) in its incremental form, we derive the integrating, 
or incremental, k-step-ahead prediction model in a robustified form by using the 
Diophantine equation (see appendix 3 .V.A) 

where 

A,(q-') is the observer polynomial; it is set equal to  1 (optimal choice is for 
A,(q-I) = C(q-I) but since C(q-') is not explicitly identified#' an appropriate 
choice is to set it equal to one). I 

A,(q-' ) is the (desired) model polynomial, that shapes the output in response to the 
reference yref (t) as A,(q-' )y(t ) = A, (l)yref (t - k). 

I 

i 
~ ( q - '  ) , ~ ( q - '  ) and 9, (q-' ) are polynomials whose coefficients are identified 

directly from system data (note that if an indirect adaptive control approach is I 

selected then the coefficients of these polynomials can be calculated from the 
model parameters by solving the Diophantine equation). 

A,(l)A,(l) the term multiplying y(t) is added to the k-step-ahead prediction 
equation to robustify it (see Astrom and Wittenmark [55], page 434). 

This prediction model allows us to estimate the coefficients of the controller directly. 

We then consider a simple quadratic cost functional 

where I 

I A, is the control penalty factor; which trades control effort (variance) for output 
precision (model following variance). 

RLS is used due to its computiltional simplicity and the fad that the regulation error converges to zero 
' despite the possible bias in the cvtimation of the parameters. 
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This finctional is representative of the so called "extended minimum variance" cost 
finctionals [87]. 

Note that, for computational simplicity, we have not included any hard constraints on 
the control effort and the output. Soft constraints have been used instead-a common 
approach among control theoreticians. For example in the simulation of section 3.4.1 the 
control signal is clipped to lie in the range 0-60 Mbitlsec. 

By minimising (3.6) on the basis of (3.9, we obtain the control effort (see appendix 
3.V.B for the proof) 

where Po is the first term of the ~ ( q - I )  polynomial. 

This control law is clearly a combination of feedback fiom the output signal y(t) and 
feedforward from the measured disturbances v,(t) .  It also allows the tradeoff between 
input and output model following variance, by using the control penalty factorAo . I 

Observe that the output follows a setpoint via the model following polynomial A,(q-' ). 
The setpoint and A, are the "knobs" that one can utilise for the coordination of these I 

1 

local units by a higher level coordinator (see discussion in Chapter 2). 

The control law (equation 3.7) belongs to the general class of the weighted one-step- 
ahead-control. However its robustness is improved by the incorporation of output 
following (output follows a reference model) and feedforward action. Also the handling 
of offsets has been included by using the integrating form of the ARMAX model. Its 
engineering properties are discussed in the appendix 3.IV.C, page 86. 

3.3. I. 1 -1 The adaptive flow control alaorithm 
The algorithm can be divided into two steps. 

At each sample time T,, perform the following: 

step 1 : Parameter estimation. 

Using the prediction model (3.9, we form: 

the auxiliary filtered output 

I 
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Y * ( 0  = AJ4-I )Y (2) - A,(l)y(t - k); 

the parameter vector 

and the data vector 

Note: the predicted auxiliaxy output 5 * (t) = pT (t - k)Rt - 1) and the prediction 

error ~ ( t ) = y * ( t ) - ~ * ( t ) = y * ( ~ ) - ~ ~ ( I - k ) & l - l ) .  

Then using standard RLS the control parameters i) are identified directly. 

step 2: Control effort calculation. 

Substituting the unknown parameters of the controller with their estimates, 
obtained in step 1, the control effort, equation (3.7), 

~ ( 1 )  = A {A,,, (l)[yref (t) - y(t)] - 2(q-1)~y( t )  P',+ no 

is calculated. 

If required, say due to  computational reasons, the updating of step 1 can be performed 
at a much slower time-scale, as a background task. Just as any practical control 
algorithm operating on line, its implementation requires considerably more code than 
that simply for implementing the mathematical relationship. Common practice is to 
provide numerically stable algorithms and "diagnostic", or "jacketing" software for 
checking the validity of the estimation and any numerical problems 

3.3.1.2 Phase 2: CAC 
CAC can be viewed as a background task working together with the flow control 
scheme. Its task is to bound the uncontrollable traffic (i.e. by controlling the admission 
of the calls requesting classification as uncontrollable) in order to ensure the (possibly 
strict) controllability of the network. Note that there is no limit (at least conceptually) as 
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to the amount of accepted controllable traffic, and CAC in its simplest form will 
unconditionally accept all connection requests belonging to  this group. Two CAC 
algorithms are offered. The first is very conservative (in terms of the admission of 
uncontrollable traffic), the second is more aggressive: 

3.3.1 2.1 The CAC algorithm No. I 
The most conservative strategy, and the only one that can guarantee the QoS of existing 
connections (by offering strict controllability) is described next. We assume that strict 
policing of the declared peak rate is exercised for traffic that belongs to the local group 
of uncontrollable traffic. We hrther assume, an upper bound of the total peak rate of 
upstream traffic that belongs to the uncontrollable group entering the node is known#' 
or at least estimated. For uncontrollable traffic, the CAC scheme simply adds the peak 
rate of the new uncontrollable connection request (hne,) to the sum of the declared peak 

rates of all existing local uncontrollable connections (hz2ng) and the upper bound of the 

peak rate of upstream uncontrollable traffic entering the node (hz,"ir3 to calculate the 
new total peak rate of all uncontrollable connections h,,,,. If the new peak rate of all 
uncontrollable connections, h,,a,, is less than the link rate then the new connection 
request is accepted. For controllable traffic the connection request is accepted 
unconditionally. Note that upstream controllable traffic does not influence the CAC, as it 
behaves as local controllable traffic (since it is fed into the local controlled queue 9). 
The CAC algorithm No. 1 

If new connection request belongs to the controllable group, 

then accept immediately 

else % new connection request belongs to the uncontrollable group#2 

-calculate the h,,,, using 

where 

hneW is the declared peak rate of the new uncontrollable connection and 

h,,,, is the sum of the declared peak rate of existing uncontrollable 

(local plus upstream) connections (or estimated upper bound of the I 

upstream peak rate for upstream traffic) h,,,, = h z &  + h,,,, 

' Note that if admission of new calls (belonging to the uncontrollable group) is canied out at all nodes 
' along the path, that is fiom origin node to destination node, then the peak rate of all tnffic entering the node 

(upstream or local) is declare 
#2 The %symbol is used to indicate a comment 
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- i"' < Link Rate 2 Accept 

else Reject 

3.3.3 -2.2 The CAC alnorithm No. 2 

An alternative policy is to  accept or reject uncontrollable traffic based on the network 
state. A simple comparison of the threshold on the throughput pthreShord with the 
calculated throughput pcal"'a'ed is all that is required. The pcal"'a'ed is calculated using the 
peak rate of the new connection request, and the filtered version of the calculated steady 

state throughput p = - E{Aw' (equation 3.1V.7) of the uncontrollable connections, i.e. 
E{B, 1 

pcalculated = filtered 
measured + h, where dze,  could be obtained by simply using a Moving 

Average or FIR) filter [loll. Note that the filter parameters can be adaptively 
updated, based on measured data, by using an adaptive predictor [88]. 

The CAC algorithm No. 2 

Ifnew connection request belongs to the controllable group, 

then accept immediately 

else % new connection request belongs to the uncontrollable group 

-calculate the pcal"l"'ed , using 

pcalculaled - - @ltered 
measured + h  

where 

h is the declared peak rate of the new uncontrollable connection and 

dfgfed is the filtered measured throughput of the uncontrollable 
connections 

pcalculaled < dhrcrhold 3 Accept 

- v [  else 
Reject 
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The setting of the threshold level p'h"hO'd is a higher level task and it will reflect the 
aggressiveness, or otherwise of the CAC algorithm, in terms of it favouring the 
uncontrollable traffic. 

Note that both algorithm 1 and algorithm 2 are efficient because the network can be 
operated at a high throughput (since the flow control scheme ensures that the network 
uses controllable traffic to keep server utilisation high, while the QoS for uncontrollable 
traffic is not compromised). However algorithm 1 can guarantee the QoS (since it offers 
strict controllability) whereas algorithm 2 allows increased throughput of uncontrollable 
traffic at the expense of throughput of controllable traffic. But algorithm 2 requires 
adequate modelling of the uncontrollable sources, as does any other open loop CAC 
scheme. It guarantees QoS only to the same limit as the equivalent open loop scheme 
(and hence requires traffic to be well behaved), but allows in addition a certain 
throughput of controllable traffic, to the limit of 100% server occupancy. 

Other similar CAC algorithms could be implemented, as for example the use of a 
probability of loss measure. However the proposed schemes offer simplicity, and yet 
they aim to achieve a high throughput without QoS sacrifice. 

3.3.1.3 Combining the CAC and flow control algorithms Q obtain 
ACFC 

The CAC algorithm is an integral part of the flow control algorithm. The flow control 
algorithm can achieve the desired QoS yet it does not sacrifice network efficiency. 
However it relies on the CAC algorithm to ensure that the uncontrollable traffic is 
bounded in order to enforce controllability (strict controllability by using algorithm 1) 
into the network. Thus the proposed combined CAC and flow control algorithm 
featuring both adaptive feedback and adaptive feedfornard (ACFC). 

3.3.1.4 lnteqration of ACFC with a hierarchicallv oraanised control 
svstem centred around the VP concest 

To integrate the ACFC with a hierarchically organised control system centred around 
the VP concept (an example of which appears in Chapter 5) ,  the link service-rate (B,,, as 
defined in the appendix 3.IV, page 79) must be replaced by the service-rate allocated to 
the VP by the service-rate controller (e.g. the VPC or the VPAM outputs-discussed in 
Chapters 4 and 5). However the CAC schemes, proposed earlier, must then take into 
account the time varying nature of B,. 
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Note that CAC can also keep a log of call attempts, and feed this to the upper layers, for 
example to the VP bandwidth allocation scheme (see for example VPOSU; defined in 

I 

Chapter 5). 

3.3.2 Implementation aspects of the ACFC adaptive algorithm 

To implement the adaptive algorithm several practical questions must be addressed. I 

Also, several design variables have to be chosen based on prior knowledge andlor 
experimentation with the system. 

3.3.2.1 Properties of the adaptive algorithm 

A general discussion and definitions of convergence, convergence rate, stability and 
stability margins of adaptive algorithms can be found in appendix 3.II, page 76. In this 

I 

section we state the theorem concerning the global convergence and stability of the 8 

proposed algorithm, with its proof given in appendix 3 .V.C, page 85. 

Theorem 3.1 Subject to assumption 3.1 below, the adaptive control algorithm (3.7) 
when applied to the system (3.3) is globally convergent, that is the following properties 
are satisfied: I 

i) {y(t)}, { ~ ( t ) } ,  {v,(t)} and {v,(t)} are bounded sequences for all t. I 

ii) lim [y(t) - yref(t)]=~. 
I-+- 

Remark: The boundedness of the sequences also implies global stability. 

Assumption 3.1 

i) The time delay k is known. 

ii) An upper bound for the orders of the polynomials in the system model (3.3) is 
known. 

iii) Conditions b.i) and b.ii) ofthe deterministic case (described in appendix 3.V.C 
page 88) are satisfied, i.e. 

I 
b.i) all modes of the "inverse" models (relating ya to u(t) and ya to  y(t)) ,  

i.e. the zeros of the polynomial 
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lie inside or on the unit circle. Additionally any modes of the "inverse" 
model on the unit circle have a Jordan block size of 1. 

Note: z is the complex variable of the z-transform. 

b.ii) all controllable modes of the "inverse" models relating yref to  u(t) and 
yref to y(t),  i.e. the zeros of the transfer functions 

lie strictly inside the unit circle. 

iv) The scalar ic0 = A is specified, such that in the cost function the control 
P o  

penalty is given by A, = icJ0 (since il is required to be positive in the cost I 

hnction then K, must have the same sign as Po). 1 

I 

v) Sequences {v, (t)} and {v, (t)} are bounded. 

See comments on assumptions 3.1 on page 90. 

3.3.2.2 Design variables of the adaptive algorithm 
Choice of the model order 

The choice of the model order is a nontrivial problem, that requires a tradeoff between 
good description of the data and model complexity. The basic approach for on line 
identifiers is to  compare the performance of models of different orders and test if the 
higher-order model is worthwhile. Alternatively several criteria, as for example the 
Akaike Information Theoretic Criterion, AIC or Final Prediction Error FPE, or 
Rissanen's Minimum Description Length, MDL (see, for example, [102] for a ! 

discussion) can be employed. However for the implicit controller case there is no need 
to  estimate the order of the model directly. 

Choice of the controller order 

The controller order is decided by the controller type and it is dependant on the model 
order, if an explicit design is undertaken. Note that our algorithm is based on the implicit 
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extended minimum variance cost function regulator which is robust against model order 
assumptions. 

Choice of the model following dvnarnics 

A first order polynomial is a common choice of model (since this is adequate for 
damping the response), so A,(q-' ) = 1 - pq-', where p can be interpreted as the desired 
pole location. 

Choice of the samuling rate, T,  

The sampling rate is related to  the desired controller bandwidth (i.e. its speed of 
response) and the uncompensated dynamics of the uncontrollable traffic. Fast sampling 
may make the regulator overambitious. Slow sampling may not be able to  handle fast 
acting disturbances (related to the bursts, their arrival rates and their duration). I 

4 

Choice of the time delav 

The time delay can be estimated fiom system knowledge, for example the time delay 
caused by the propagation delay is straightforward to  estimate fiom physical data (speed 
of light in fibre), or else obtain experimentally. Note that the use of LRPC can overcome 
some of the earlier design limitations of self tuning controllers; that is the requirement of 
a good estimate of the upper bound of the time delay, and their inability to cope with 
large variations in the time delay. 

Choice of  the forgetting factor 

The forgetting factor can be updated automatically, see for example [103]. However this 
is at the expense of updating an extra variable. For algorithmic simplicity we will only 
consider manual setting of the forgetting factor. By appropriate choice of the forgetting 
factor one trades off alertness to follow the time variations versus sensitivity to the noise 
effects. This is achieved by altering the effective memory of the controller. In normal 
situations the value of the forgetting factor is typically chosen as 0.98, giving an 
effective memory of about 50 past samples. In time varying systems, the value of the 
forgetting factor must be set to a lower value, for example 0.9 gives an effective 
memory of 9 past samples. 

incorporation in silicon 

As the controller part features a simple recursive filter structure, it can be easily 
implemented in silicon. The identification part, which can be computationally more 
complex can either run as a background task at a much slower time scale, or it can also 
be incorporated into silicon (see for example [I041 for a discussion of the systolic 
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architecture for iterative LQ optirnisation; a much more computationally intensive task 
than the adaptive scheme proposed here). Note that this separation is feasible since 
adaptive control often has the characteristic that the states of the process can be 
separated into two categories, which change at different rates. The slowly changing 
states are viewed as parameters [105]. 

3.4. Performance evaluation 

3.4.1 Simulation test bed 
The cell-level simulation test bed consists of an ATM switch with multiple input 
connections, completely partitioned buffers among the output links, no internal blocking, 
and one output cell-buffer of  I00 cell places at the outgoing port. I 

internally non-blocking ATM switch 
\ I 

/ 
unassigned cells : . cell-buff& cell server 

outgoing link 

input connections 

Figure 3.3. ATM switch simulator block diagram. 

Only one outgoing link is simulated, since there is no interaction between any of the 
outgoing links. Connections at the input of the switch are multiplexed and routed to the 
outgoing link. If there are no cells in the outgoing link's cell-buffer an arriving cell is 
served immediately, otherwise it is placed in the buffer. Note that a cell has fixed 
duration and it requires a unit of time for transmission. One unassigned (empty) or 
assigned (nonempty) cell is always transmitted every unit of time. Thus we divide the 

I 

time axis into celltimes. Each connection is simulated at the entry to the switch as a 
stream of assigned (filled or  partially filled with information) cells spaced apart by an 
amount of unassigned cells. The spacing between assigned cells depends on the type of 
connection. The traffic load comprises a mix of voice, data and variable rate video, with I 

random connections and disconnections of sources. Assuming a line rate of 155 
Mbit/sec, for 
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voice at 64 Kbit/sec: 171 cells are generated (at a constant rate) every second 
(equivalently one cell is assigned for every 2 189 unassigned cells). 

data (at say 10 Mbit/sec when on): 26667 cells are generated (at a constant rate) 
every second during the on-period, and zero cells during the off-period 
(equivalently one cell is assigned for every 14 unassigned cells)-similarly for 
other bit rates. The on-off periods of the data connection are randomly 
selected from an exponential distribution. 

video (say 5-15 Mbitfsec): a variable number of cells is generated with a peak rate 
of 40000 cells generated every second. The number of cells during 
successive "fiames" are correlated (in [I061 four different types of 
correlation are identified: line, frame, scene and white noise). The first order 
AR model of Maglaris et a1 [107], (see also [108]), and a hard limiter (to I 

enforce the upper and lower bit rates) are used to synthesise the video , 
signals, with the cells equally spaced within one "frame". For simulative 
convenience the "frame" size is very small, in the region of 100 celltimes (it 
could represent macroblocks [log], [I101 or a prebuffer), in comparison to 
a frame length of say 20 msec (7469 celltimes). This does not in any way 

I 

limit the adaptive control approach and the interpretation of the results. 
I I 

All measurements are performed at the outgoing link buffer. The sampling rate for the 
performance measurements is T, = 30 celltimes. I 

i 

There are no limits, apart from computer memory limitations, as to the number of ATM 
input ports. Typically, to represent our view of a loaded ATM switch with a mix of , 

voice, video and data traffic, we simulate the following two connection mixes to I 

represent CAC algorithm 1 and 2 respectively: 

Connection mix 1 : 

This ensures strict controllability by keeping the peak rate of the connection mix at or 
below the link rate (i.e. the peak rate of the resultant connection mix never exceeds 
155 Mbitlsec). The mean rate is 92 Mbit/sec. It represents a utilisation of about 60%. 

Uncontrollable traffic: 

170 voice connections (multiplexed at the customer premises into 6 ATM 
switch input connections, with randomised starting points) at 64 Kbitlsec per I 

connection 
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3 video connections at a peak rate of 25 Mbitfsec per connection (mean rate 
of 16 Mbitfsec per connection) 

2 video connections at a peak rate of 15 Mbitfsec per connection (mean rate 
of 7 Mbit/sec per connection) 

2 data connections at a peak rate of 10 Mbit/sec per connection (mean rate of 
1 Mbitfsec for one connection and 9 Mbitfsec for the other) I 

3 data connections at a peak rate of 5 Mbitlsec per connection (mean rate of 
0.5 Mbit/sec for the first connection, 2.5 Mbidsec for the second and 4.5 
Mbitlsec for the third) 

2 data connections at a peak rate of 2 Mbitlsec per connection (mean rate of 
0.1 Mbitfsec for one connection and 1.5 Mbitlsec for the other) 

Controllable traffic: 

1 controllable queue; maximum rate of 60 Mbitlsec 

Connection mix 2: 

This mix is more aggressive. Its peak rate exceeds the link server, but the mean rate 
does not. The sum of the peak rates of the uncontrollable traffic is equal to 192 I 

I 
Mbit/sec. It  exceeds the link rate by about 24%. The mean rate of the uncontrollable 
sources is 114 Mbit/sec. It represents a utilisation of about 73%. 

I 

The mix is as connection mix 1 but with the following additional connections: 

1 video connection at a peak rate of 25 Mbitfsec (mean rate of 16 Mbitlsec) 

1 data connection at a peak rate of 10 Mbitfsec (mean rate of 5 Mbitlsec) I 

1 data connection at a peak rate of 2 Mbitlsec (mean rate of 1 Mbitlsec) 

Note: Connection mix 1 is used for simulation case A and Connection mix 2 for the 
rest. 

3.4.2 The adaptive alaorithm -- 
Controller implementation 

Two feedforward signals have been used for all simulation runs. One is Erom the 
, 

average flow of the uncontrollable traffic (averaged over the control interval T,), I 

whilst the second is the average queue length (averaged over the control interval T,). 
Note that for the first feedforward there is no need to identifl the cells as to whether 
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they are controllable o r  not, since from the measured total flow minus the 
controllable flow (control signal) we obtain the uncontrollable flow. The feedback 
signal, as discussed earlier, is calculated every control interval T,  (note that in order 
t o  calculate the feedback signal, the system is sampled every T, time units). 

Controller Darameters 

The system sample rate has been set at T,  = 620 celltimes, and the feedback signal is I 

sampled every T, = 30 celltimes. The controller parameters are chosen as np=4, 

n,=3, nYl =3, nr2=3, and the dominant pole location p=0 .5 ,  offers a "detuned' model 
reference following. The forgetting factor il=0.98, offers good tracking ability, and is 
able to handle fast system dynamic changes. 

Controller and feedback sensor performance knobs 

These are: the reference value yref, the overflow constant Emflow and the penalty 
factor A,. They are discussed in the simulation results section. As already stated 
these are the "knobs" via which a higher level supervisor can influence the local 
controller. 

A block diagram of the adaptive controller can be seen in figure 3.4. 
reference value control penalty . 

feedback Adaptive Controller control output 

feedforward 1 I 
feedforward 2 -i 

Control constraint 
0-60 Mblsec. 

control rate limitss=iA , 1 
up - 1 5 Mblsec. 

down -60 Mblsec. 

0.5 0.9 3 
Sampling Pole forgetting controller 
rate location factor order delays 

Figure 3.4. Block diagram of the adaptive controller and its standard settings. , 

Note that the control signal to  the simulated controllable source process is clipped to lie 
in the range 0-60 Mbit/sec and the maximum up step is constrained to  lie in the range O- I 
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3.4.3 Simulation results 
Six simulation cases were considered. Connection mix 1 is used for case A (to represent , 

CAC algorithm 1) and Connection mix 2 (to represent CAC algorithm 2) for the rest. 
The finite buffer size is set to 100 cell places. In case A, where Emflow is investigated, 

we set EOYedoW = 10" so that the simulation run length does not need to  be very long (set 

at 744000 celltimes), whereas in all other cases Emeflo, = lo-' in order to  simulate a 

more demanding QoS requirement. Also, with the exception of case A, the simulation 
run length is kept fairly short at 37200 celltimes which is adequate for the investigations. 
The coefficients of the controller parameters are always set to zero at the start of a 
simulation run. In a real application, the coefficients can be set to the last updates of the 
parameters, and hence the initial transient phase can be even shorter. In addition, as 
stated earlier, we monitor and display the expected steady state utilisation, p (equation 
3.IV.7), the expected steady state loss, E{L,) (equation 3.IV.8), and the expected 
steady state probability of loss, P,, (equation 3.IV.9). 

case A) Simulation run for 744000 celltimes (sum of the peak bit rate of the 
uncontrollable sources is less than the link rate): 

I In this run we use Connection mix 1 to ensure that the link rate is never exceeded. The 
reference is set at yref = 25 cell places. Eweflow is set to low5 so that the simulation run , 

I 

does not need to be very long. The control loop then regulates the controllable traffic i 

such that a buffer of 25 cell-places is expected to  accommodate (1 - lo-') x 100% = 

99.999% of the total cells served. The simulation length should be sufficient for about 7 ! 
overflow events on average. 1 

For this simulation run of 314 of a million celltimes no loss occurred, the delay for the 
uncontrollable traffic remained bounded below 83 psec (for a link rate of 155Mbit/sec), 
yet the throughput is a high 0.89 (compare to the throughput, of 0.60, obtained by 
setting the controllable source output to zero). Note that (for this setting of yr4 and 
EowflOw) a 48 % increase in the throughput rate has been achieved, over a scheme that I I 

I 

admits on just the peak rate. 

A summary of the results is shown in the table: 
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Observe that the actual cell-buffer places used to accommodate 99.999% of the cells 
passing through is equal to 30 in this run time; which can be compared to the reference 
value of 25. A very tight control is achieved (and hence delays and losses are bounded). 
As discussed earlier, the cell-loss, cell-delay and cell-delay-variation for the 
uncontrollable sources, can be kept at any desired value, by appropriate choice of yref 

l 

and Emflow (assuming strict controllability). 

See appendix 3.VI.A for the simulation run details. 

Actual cell- 
loss over the 
length of the 
simulation run 

0 out of 
744000 cells 

Simulation 
run length 
(celltimes) 

744000 

Case B) Simulation runs for a video connection and disconnection: 

This set of simulation runs is designed to demonstrate the robustness of the scheme to 
I 

unforeseen traffic connections and disconnections, without the necessity of a tradeoff in I 

performance or efficiency. Three cases were considered: video 1 remains connected 
throughout the simulation run; video 1 is disconnected after 20000 celltimes; and video I 

1 is connected after 20000 celltimes. These could be interpreted as bursts of traffic, say i 

due to interactive video. No noticeable degradation, in performance or efficiency, has 
1 

occurred in any of the cases considered. The throughput remained constant at about 
I 0.83 (0.85 if one excludes the initial transient phase), for all cases, even though there 

was a connection and disconnection of a video signal with a peak of 25 Mbitlsec. The 
maximum instantaneous buffer occupancy remained at a low 10 cell places for all three 
cases. 

Reference on 
cell places to 
hold 99.999% 
of the cells 

25 

A summary of the results is shown in the table: 

Actual buffer 
places used to 
hold 99.999% 
of the cells 

3 0 

Run 

Run 1 

Run 2 

Throughput 

0.89 

Maximum 
instantaneous 
buffer places 
occupied 

3 1 

Actual cell-loss over the 
length of the simulation run 
(out of 37200 cells) 

0 

0 

Throughput 

0.837 

0.828 

Maximum 
instantaneous buffer 
places occupied 

10 

10 



Chapter 3: Adaptive Connection admission and Flow Control (ACFC) 

The reference is set at yref = 25 cell places and Eweflow = lo-'. The control loop 

regulates the controllable traffic such that a buffer of 25 cell-places is expected to 
accommodate (1 - 1 o-' ) x 100% of the total cells served. 

see'appendix 3.VI.B for the simulation run details. 

Case C) Simulation runs for three different reference settin~s: 

This set of simulation runs is designed to demonstrate that the utilisation can be 
increased toward unity by increasing the value of the output reference yre

f 

(note that a 
lower value of Ewego, can also increase the utilisation). Also the ability (possibly from a 

higher level) to influence the behaviour of the system, by changing the reference value, is 
demonstrated. As the reference value increases the throughput increases, however with 
an increase in the maximum instantaneous buffer occupancy. 

A summary of the results is shown in the table: 

The reference is set at yref cell-places and Ewego, = lo-'. The control loop regulates the 

Run 

Run 1 

Run2  

Run3  

controllable traffic such that a buffer of yref cell-places is expected to accommodate 
(1 - lo-' ) x 100% of the total cells served. 

See appendix 3.VI.C for the simulation run details. 

Reference 
value, y" 

20 

50 

75 

Case Dl Simulation runs for different control penalty weights: 

The tradeoff between output and control variance is demonstrated during this set of 
runs. In the first run, (for a low control penalty) the controller gives excessive weight to 
its goal to minimise the variance at the output and hence it does not prevent the loss (for 

Throughput 

0.85 

0.89 

0.91 

Maximum 
instantaneous buffer 
places occupied 

8 

10 

3 4 

Actual cell-loss over the 
length of the simulation 
run 
(out of 37200 cells) 

0 

0 

0 
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the finite buRer of 100 cell places). As the control penalty increases in Run 2 and Run 3 
we obtain a smoother control response and no losses are experienced. 

A summary of the results is shown in the table: 

The reference is set at yref = 25 cell places and = The control loop f 

Run 

Run 1 

Run 2 

R u n 3  

regulates the controllable traffic such that a buffer of 25 cell-places is expected to 
accommodate (1 - lo-' ) x 100% of the total cells served. 

See appendix 3 .VI.D for the simulation run details. 

Case E) Simulation runs without feedfonvard compensation: 

control 
penalty 

a0 

0.05 

15 

150 

Two cases (with the identical pseudorandom uncontrollable traffic sequences) were 
considered: with feedfonvard compensation and without. The usefulness of the case I 

! 
with feedforward control (that supplements the feedback) is demonstrated. Note though 
that our simulative experience has shown that the degree of improvement (by the case 
with feedforward over the case without) depends on the initial controller parameter set. I 

The improvement in the cost functional and throughput is surnrnarised in the table below 
and a graphical performance comparison for the feedback signal, the control effort, the 
probability of loss and the throughput can be found in figure 3.26. Figure 3.27 compares 
the evolution of the estimated control parameters over the length of the simulation run. 

Throughput 

0.79 

0.835 

0.84 

Run 

with feedfonvard 
compensation 

without feedforward 
compensation 

Maximum 
Instantaneous 
buffer places 
occupied 

100 

8 

8 

cost functional x 1 OS 

(equation 3.6, page 40) 

0.87 

2.46 

Maximum 
calculated 
cell-loss 
probability 

1 

1 0-IS 

lo-'' 

mean value of 
throughput 

0.8527 

0.8378 

Actual cell-loss over 
the length of the 
simulation run 
(out of  37200 cells) 

36 1 

0 

0 
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See appendix 3.VI.E for the simulation run details. 

Case F) Simulation runs for different fixed controller output settings (open loop 
control): 

The constant transmission-rate for the controlled source is set at fixed values starting at 
15 -Mbit/sec, and increasing in steps of 10 Mbit/sec for successive runs. This set of four 
runs uses an identical pseudorandom uncontrollable traffic sequence for each run, with a 
mean of approximately 100 Mbitlsec. It shows that at some critical rate there is a huge 
degradation in performance as the controlled flow rate is manually increased. (Note that 
this highlights the sensitivity of buffer occupancy to uncertainty in traffic modelling). 
Had an open loop CAC strategy been employed and it predicted that a source with the 
appropriate statistics (of say an average flow rate of 15 Mbitlsec and a peak rate of 35 

1 
Mbitlsec) is acceptable to connect to the network, then the network can experience 

I 

periods of heavy losses, without the ability to minirnise the loss experienced (due to the 
lack of any feedback from the state of the network). 

A summary of the results is shown in the table: 

See appendix 3.VI.F for the simulation run details. 

manually fixed 
transmission-rate of 
the controlled source 

losses (cells137200 
celltimes) 

3.4.3 Hiclhlicrhts of the performance evaluation 
In the previous section, using simulation the performance of the ACFC was investigated: 

15 Mbitlsec 

0 

no cell-loss was experienced over a simulation run of 314 of a million celltimes 
(case A). The highest buffer place occupied was the 3 1st -well below the 
assumed physical buffer size of 100 cell-places [for a reference of yref = 25 cell 

places and Emdo,,, = the control loop regulates the controllable traffic such 

that a buffer of 25 cell-places is expected to accommodate (1 -lo-') x 100% = 

99.999% of the total cells served]. 

25 Mbit/sec 

47 

a high throughput can be achieved. For the simulation case A the throughput 
achieved was a high 0.89, an increase in throughput of 48% over a scheme 

3 5 Mbitlsec 

1008 

45 Mbitlsec 

2338 
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operating on the peak rate admission for all traffic. This could be improved even 
further by setting the reference higher, or Emego, lower (dependant on the QoS 

required by the user and the physical size of the buffer). 

a very tight control of cell-delav, cell-loss, and cell-delav-variation has been 
exhibited (as can be observed by the buffer distribution of  simulation case A) 
whilst the throughput remained at a high 0.89. 

adaptability t o  changed and unforeseen circumstances, hence robustness, 
have been exhibited by a connection and disconnection of  a 25 Mbitlsec video 
without any warning to the control scheme (case B). Again the throughput 
remained high, as the adaptive algorithm took corrective action to suit the new 
system conditions. 

the ability to influence local behaviour, from a higher level, was demonstrated 
(case C and D) by changing the reference value on the output and the control 
weight (note that Emgo, can also be used to influence the local behaviour). 

the feedback signal is accurate, with only a slight bias observed, over the 
simulation run of 314 million celltimes. For a reference of yref = 25 cell places 

and Emgo, = l ~ - ~ - s o  that a buffer size of 25 cell places is expected to 

accommodate (1 - x 100% = 99.999% of the total cells served-the actual 
cell-places used for the expected number of overflow events was equal to 
y=30 .  

o the feedforward signal (that supplements the feedback) is usefbl. Note though 
that our simulative experience has shown that the degree of improvement 
(relative to feedback acting alone) is dependant on the initial controller 
parameter set. 

the sensitivitv of the buffer occuuancv to changes in the incoming traffic has 
been demonstrated. 

3.5 Strong properties of ACFC 

Using our control concept, based on the controllable and uncontrollable groups of 
traffic, combined with adaptive feedback and adaptive feedforward control 
methodology, we have a control solution (ACFC) that provides us with many desirable 
features. In this section we present the strong properties of the ACFC. Under 
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assumptions of convergence of the adaptive regulator (proven under certain conditions, 
see appendix 3.V.C); network controllability (i.e. boundedness of the disturbance below 
the link rate); consistent and unbiased feedback measurement; and that the controlled 
source is saturated, the ACFC algorithm possesses the following strong properties (see 
discussion in appendix 3.V.D): 

i The long term network utilisation is equal to  unity (i.e. 100% efficiency is 
theoretically possible). For the proof see appendix 3 .V.D. Note that our 
simulative experience shows that we can achieve high utilisation, and that 
depending on the acceptable QoS even unity utilisation is achievable. 

e The long term network stability is guaranteed. For the proof see appendix 
3.V.D. Note that our simulative experience provides no counter-example of this 
proof, even in the short term. i 

The long term QoS for uncontrollable sources is guaranteed (at least with a 
probability equal to 1 - Emflow) to lie below certain bounds. The bound value is 

determined by the value of Erne,,,ow and the reference value. For the proof see 

appendix 3 .V.D. The bounded components of QoS are: 

total long term end-to-end delay. 

the long term losses. 

the long term CDV. 

Note i) the worst case short term loss (intersample behaviour) for a fixed 
size buffer can be minirnised by: using a shorter sampling interval K ;  I 

placing a limit on the maximum controllable traffic input over the 
I 

sampling interval; and using a conservative regulator design, by 
appropriate choice of the penalty weight. 

ii) our simulation experience demonstrates the upper bound on the 
delay. Note that due to the long tail of the buffer distribution, see I 

histogram in figure 3.13, the average queueing delay is usually much 
less than f . 

1 
0 The long term losses for the controllable group of traffic are also bounded, at the 

, same value as for the uncontrollable sources. I 

Additionally, based on our simulative experience, the algorithm has demonstrated: 
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Robustness against traffic uncertainties and connection and disconnections, 
without sacrificing the network throughput (demonstrated in case B of the 
simulation runs). 

3.6 Conclusions 

In this chapter we take into account the limitations, as seen by us, of existing schemes 
I 

(see discussion in section 3.1.1) to design a robust, effective and efficient CAC and flow 
control policy that offers guaranteed QoS together with high utilisation of link capacity. 

Specifically we take into account 

1) the need to  guarantee the quality of service of each and every call, 

2) that there is no need to classifjr calls by service types, apart from the two broad 
groups of controllable and uncontrollable traffic, 

3) that there is no need for negotiation with the network for call admission apart 
from the peak rate of connections requesting classification as uncontrollable, 

4) that the dynamic behaviour of the system has some influence on the system 
performance, 

5 )  the (possibly) long propagation delay, 

6 )  the need for integration of the network controls, 

7) the need for efficiency in use of link resources, and 

8) the feasibility in the implementation of the proposed scheme. 

For the designed control scheme, we have shown: 

0 the achievement of high network utilisation (close to unity); 

the guarantee of (worst case) bounds on the offered QoS; 

the ability to influence QoS by appropriate setting of the output reference (yref) 
and the overflow constant (Emgo,); 

that the controlled network's stability is guaranteed; 

0 that the adaptive regulator is globally convergent; , 
the robustness of the control scheme to unforeseen traffic circumstances; 
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a that the only traffic descriptor required by the user is that of the peak rate for 
uncontrollable trffic; 

that the only policing required is for the peak rate of the uncontrollable traffic; 

that the only classification required is that for the uncontrollable and the 
controllable groups of traffic; 

that coordination of the local solution by a higher level is feasible by appropriate 
formulation of the control objective; 

that adaptive feedback and adaptive feedforward can be successfilly employed 
to solve BISDN problems. 

r that a network performance measure can be usefilly employed to  solve network 
control problems; 

that the Addie-Zukerman model is robust, against model assumptions, and that it 
can be used for real time control. 

In particular, we integrate the formulation of the CAC and flow control problems and 
make use of adaptive feedback and adaptive feedforward techniques. Due to our novel 
control formulation the network efficiency can be maintained at high levels yet the 
offered QoS can be regulated to defined (target) values. Since the control is 
implemented locally it does not suffer from any feedback delays, hence it is insensitive to 
the propagation delays between nodes along its path. Using analysis and simulation the 
ACFC performance has been investigated. Its adaptability, robustness, increased 

: efficiency and coordinability have been demonstrated. 

i Additionally, the ACFC scheme is dependant on two broad traffic classifications only: 
the uncontrollable and controllable groups of traffic. Also the ACFC formulation is 
independent of the amval process model (note however that the feedback "sensor" is 
derived using the assumption of stationarity-our simulative experience suggests that this 
gives satisfactory behaviour), and does not require any user declared parameters other 
than the peak rate for connections identified as uncontrollable. 

Finally note that adaptive control theory has been successfully employed in this section 
. t o  solve the combined flow control and CAC problem. This suggests that adaptive 
, control methodology should be considered a strong contestant for other application 

a areas within BISDN. 
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Appendix 3.1: CAC, sensitivity of the cell-overflow based 
approaches 

. This is an excerpt fiom [52] on the cell-overflow approaches. 
I 

In this approach the cell-rate in an ATM pipe (multiplexer as seen fiom the output 
perspective) is seen as a fluid-flow. The cell-loss is calculated from the pipe overflow. 

Figure 3.5. Cell rate as a fluid flow. The shaded area indicates a period of overload. 

The probability of burst congestion P, is given by the probability of the rate exceeding 
the link capacity C, 

m 

(3 .I. 1) & = j p(aggregate rate = x)& 
I 

C 

which corresponds to the shaded area. The actual cell-loss rate is given by the 
expectation of the loss rate hnction, which is a ramp with gradient of one starting at C 

; (i.e. the loss rate hnction is equal to (x - C)us(x - C) where the symbol us(x) is the I 

unit step of x) normalised by the average arrival rate p to yield the cell-loss probability 
P,, as experienced by the users. 

Assuming independence between the sources, the aggregate bit rate distribution for the 
link is given by the convolution of the individual rate probability density hnction for all 

; calls on the link. The various flavours of bufferless approximations generally differ in the 
means used to perform this convolution, which can sometimes be dramatically 

I 

simplified. Some of these approximations will be described below. 
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Note that the mean probability that a cell arriving at the ATM node will overflow is 
usually termed the "virtual" cell-lossprobability. Also note that the assumption of a 
zero-length buffer, while providing an upper estimate on the real cell-loss probability, 
also means that the policing (and hence the specification) of burst periods is not 
required, since it is assumed that no buffer exists. 

On-Off envelopes 

Rasmussen [62], Murase [53], Appleton, Kelly Griffith and coworkers [l 1 11, [112], 
Esaki [113], among others have used on-off envelopes, calculated fiom the peak and 
mean rate t o  effectively account for worst case behaviour in terms of rate variance for a 
given peak and mean (note that the use of a burst model to give an upper bound on the 
cell-loss probability, by looking at the proportion of the instantaneous load exceeding 
the link capacity, is questionable [65]). i 

The aggregate rate distribution for N homogeneous sources is a binomial distribution, ! 

and the exact loss function, PI, is given by Weinstein [I  141 as 

where 

p - is the "on" probability of a source, p = m h  the mean to peak bit rate ratio, I 

i 

q - is the "off' probability, q=l-p and 

N, - is the number of streams the link can carry at the peak rate (i.e. it must 
exceed the link rate for any overflow and hence any probability of loss), 
N,=C/h the link capacity to  peak rate ratio 

bin - the binomial probabilities 

In a multi-class environment with K call types, each with an average bit rate m,, peak bit 
rate hiand 9. connections, the virtual cell-loss Probability formula, given by the ratio of 
link overflow to traffic load, becomes very complicated, as given by Suzuki et a1 [115]. 

4 = Link overflow, O F  
traffic load, p 
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where 

Thep,(n,) is the probability that n, calls of class j are transmitting 'bursts concurrently (a 1 

binomial distribution). I 

E x a m ~ l e  1: Consider 2 classes of traffic, with the following possible mix of connections: 

Class 1: Nl=6 hl=20 m1=10 

Class 2: N2=20 h2=2 m2= 1 I 

: The line rate C=100. Then, the probability of loss surface is given by I 

Where n , = 4  and n z = l l ,  ..., 20 
n l = 5  and n2=1 ,..., 20 
n l = 6  and n2=0,1 ,..., 20 

K 
since n, ~ C n , h ,  > C 

j = I  

Examule 2: Consider 2 classes of traffic, with the following possible mix of connections: 

Class 1 : Nl= 120 h,=3 m,=2 

Class 2: N2=40 h2= 10 m2=5 

a The line rate C=155. i 

The probability of loss surface and the log of probability surface ( note that log of zero 
has been replaced by -80 instead of -m) are shown in figures 3.6 and 3.7. 
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class 2 0 0 class 1 

Figure 3.6. Probabilitv of loss surface plotted versus number of connections of class 1 
and number of connections of class 2. 

class 2 0 0 class 1 

Figure 3.7. The loa of Probability of loss surface plotted versus the number of 
connections of class 1 and number of connections of class 2. 

What is important to note is the dramatic change in the Probability of loss for even a 
very small change in the number of connections. 
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z o o  bz, 
comtant probability of low surfaca 

-0  

60 

40 

Number of connections lcless 1 I 

Figure 3.8. Contour plot of the lon of the Probability of loss for different connection mix 
I 

of class 1 and class 2. 

A few important observations are: 

0 Zero loss is achieved for the cases when h, x n, + h, x n, < C"*. The two extreme 
cases are for 

i) n, < 51; n, = 0, and 

ii) n, < 15; n, =0.  

The nonlinearity of the acceptance surface. 

The sensitivity of the Loss surface, i.e. the very dramatic deterioration of the 
Probability of loss with only a very small increase in the number of connections. 

The implications of these observations are 

i) Linearisations of the connection acceptance surface should not be used to simplifj 
the CAC algorithm. 

ii) A very conservative CAC and policing scheme has to be used since only a few 
percent overallocation, or policing ineptness, will result in a very high probability of 
loss, at least as predicted by this model. 

; As can be seen from above examples considerable computational effort is required when 
more than one or  two classes are multiplexed. To address this difficulty a number of 
faster approximations have been developed to evaluate the loss fbnction. Even so, they 
still suffer from the same problems cited above. For hrther details see the report [52]. 
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Appendix 3.11: Adaptive control using system identification 
techniques 

The aim here is to present a brief introduction to the general concepts of adaptive 
control, and a concise tutorial on the approach taken in this thesis. There is vast 
literature on the topic, with some excellent textbooks appearing, as for example [116], 
[88], [1171, [55], [118], 11371. Also the surveys [I191 and [I051 give an enlightening 

, perspective and are worthy of perusal. See also the special issue on adaptive control that I 

appeared in Automatica [120], a regular source of published papers on adaptive control. 

We use topic headings of some o f  the terms, for easy placement. 

control structure 

The structure of a general adaptive control system is shown in figure 3.9. 

unmeasurable 
disturbance 

I 

signal 

Figure 3.9. Structure of a general adaptive controller. I 

' The adaptive controller consists of three conceptual blocks: the system identifier which ! 

uses measured input/output data to estimate the system dynamic model; the calculation 1 
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unit, responsible for mapping the identified model parameters onto the controller 
parameters; and the actual control law. Many variants of adaptive control have been 
developed (see e.g. [ 55 ] ) .  In this thesis we only consider adaptive schemes that belong 
to  the general class of long-range predictive control [82] (LRPC). The LRPC includes 
the multi-step receding horizon and infinite horizon linear quadratic classes. As an 
aside and to avoid further cofision we point out that we do not distinguish between 
self-tuning and adaptive control, but rather use the more generic term of adaptive 
control. 

svstem model 

A model is intended to describe the system's dynamic relationship between the input and 
the output signals, so that good predictions of the output can be made and the effect of 
current and future controls can be optirnised. A major decision in identification is how to I 
parameterise the properties of the system or signal using a model of a suitable structure. I 

We follow Ljung and Soderstrom [92]. 

Consider a stochastic dynamic system with input signal {u(t)) and output signal {y(t)). 
I 

Suppose that these signals are sampled in discrete time t=0,1,2, ... and that the sampled ~ 
values can be related through the linear difference equation I 

y ( t )  + a, y( t  - 1)+ ...+ a,y(t - n,) = b,u(t - 1)+ ...+ bnbu(t - n,) + E(t) (3  . I I .  1 )  

where ~ ( t )  is some disturbance of unspecified character. For convenience, we  make use I 

! of the backward shift (or delay) operator q-' defined as q-'y(t)  s y(t - 1). 

Then equation (3.11.1) can be rewritten as 

Ah-' )Y (0 = B(9-I )u(t) + 44 
where A(q-I) and B(q-I) are polynomials in the backward shift operator: 

A(q-' ) = 1 + a, q-' +...+a, q-". , 

B(q-' ) = b,q-' +. .. +bnbq-"b 

The model (3.11.2) can be expressed in terms of the parameter vector 8 

T 
B= [a, ... aria b, ... bnb] 

and the vector of lagged input-output data, that is the past data vector 
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as follows 

This model describes the observed variable y(t) as an unknown linear combination of the 
components of the observed vector ~ ( t )  plus noise. Such a model is called a linear 
regression in statistics and it is a very common type of model. 

I 

If the character of the disturbance term ~ ( t )  is not specified, then we can think of 

as a natural guess or "prediction" of what y(t) is going to be, having observed previous 
values of the input and output. The predicted output j ( t )  becomes a prediction in the 
exact statistical sense, if the sequence { ~ ( t ) )  is a sequence of independent random 

! variables with zero mean values, usually termed as "white noise". 

Variants of this model (3.11.1) will give us: 

if no input is present and ~ ( t )  is white, an Autoregressive Process (AR), 

if n,=O, a Moving Average (h4A) process, 

if the noise term is not white and it is described by a MA representation (usually 
I termed as coloured), i.e. 

then the resulting model of the well known ARMAX representation (also known as 
I 

the CARMA model) is obtained as 

49 - '  ) ~ ( t )  = B(9-' )u(f + C(9-' )e(t) (3 .II.5) 

and the dynamics of the model (3.11.5) are described by the parameter vector 

and the vector of past data 

where usually since the ~ ( t )  terms are not known they are replaced by their , 

estimates z(t), 
I 
I I 

if no input signal is present, and ~ ( t )  is coloured, then an ARMA representation is 
obtained. I 
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These models are the most commonly used; possibly with the addition of a state space 
model. 

incomoration of time-delay (dead-time) 

Time-delay, i.e the delay before the system input u( t )  can affect the output y ( t ) ,  can be 
easily incorporated into the above models. For example for a time delay of k  samples, 
where k  is the integer part of the true time delay divided by the sampling rate and 

1 

rounded up, equation ( 3  . I I .  1) is modified as follows 

y ( t )  + a , y ( t  - 1)+ ...+ a,y( t  - n,) = bku(t - k)+ ...+ bnb+,u(t - n, - k ) +  ~ ( t )  (3.11.6) 

All other equations can be modified accordingly. 

incomoration of measurable disturbances 

Measurable disturbance v ( t )  can be easily incorporated in the above models as 

The linear regression form is obtained by appending the parameter and past data vectors 
with the new parameters and past measurable disturbance respectively. 

handling: of offsets 

To characterise offsets, that is the situation for which a zero control signal is 
accompanied by a nonzero output mean an appropriate model is the CARTMA 

where 

A = 1 - q-' is the differencing operator, i.e. Ay(t)  = y ( t )  - y( t  - 1 )  

This model leads to inherent integral control action in a natural way. 

predictive models 

Many adaptive controllers are based on predictive control laws which can be considered 
as generalisations of the classical Smith-predictor [121], and the minimum variance 
regulator of Astrom [122]. There are good reasons for this choice, such as: effective 
control of dead-time; easy incorporation of feedfornard; easy incorporation of 

I 

preprogrammed setpoints; and strong stabilisation theorems based on Linear Quadratic 
(LQ) ideas [82]. 
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Early designs used a k-step-aheadprediction, arguing that y(t + k)  is the first output 
influenced by the current control choice u(t). More recently LRPC schemes have been 
developed [123], [124], [125], [126], [127] in which a whole set of h ture  outputs are 
predicted based on assumptions concerning current and fbture controls. They have been 
found to be robust and effective. The k-step-ahead predictor is given in Astrom [I221 as 

where G(q-' ) and F(q-' ) are given by the solution of (see equation 3.26 page 168 of 
Astrom [122]; or the appendix 3.V.4 on how a similar equation is derived) 

Equation (3 .II. 10) is usually termed the Diophantine equation, and it is commonly 
found in the control literature. Algorithmic solutions of it are discussed in [128]. (Note 
that for a class of schemes, the direct or implicit schemes, it is not required to  solve this I 

equation; this is discussed in the next section of this appendix). 

From (3 .II.9) we can see that the prediction k-steps ahead depends on the current and 
past values of the input and the output. This equation is a 'jpositional" predictor, in 

., which full values of the input and output data are used to predict the output at k steps 
i ahead. This form is usually very sensitive to offset errors. So "incremental" or I 

"integrating" predictors, in which changes in the output are forecast, by using 
differences of past data, are preferred 

y ( t  + k) = y(t) + ~ ' ( q - '  )Ay(t) + Q1(q-' )Au(t) 
, 

where 

C(q-' ) = 1 for simplicity, 

~'(4-' ) and ~ ' ( q - '  ) are appropriate polynomials obtained by straightforward 
manipulation of equation (3.11.9) to  reflect the incremental form. 

predictive control laws 

Consider the k-step-ahead predictor of equation (3.11.9) or (3.11.11). The only unknown ! 

is the current control effort ~ ( t ) .  Using the minimum variance (MV) [I221 objective of 
regulating the output around the value 0, with the choice of feedback which sets the k- 

; step-ahead prediction equal to zero, i.e. j ( t  + k) = 0, we obtain the MV controller as 
I 
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An adaptive version of this algorithm has been proposed by Astrom and Wittenmark in 
their celebrated paper [86] in 1973. They defined a regression model of the same form 
as equation (3.11.9) but including only data up to time t 

whose unknown parameters are organised into the vector 

i3= [a, ... a ,  & ... p,lT 

where 

~ ' ( q - ' )  = a,+...+a,q-"a = G(q-I), and 

and the corresponding input and output data is 

~ ( t )  = [- y(t - k) ... - y(t - k - n,) u(t - k) ... u(t - k - nb)] .  

Astrom and Wittenrnark [86] have shown that under certain conditions, a certainty 
equivalence law, also known as the separation theoremH' [122], which accepts the latest 
parameter estimates 

leads asymptotically to the desired MV law. Surprisingly, this is true in spite of the fact 
I 
I that the least squares estimate can be biased (in the presence of coloured noise) and that 

the noise parameters are not explicitly estimated. They called it the self-tuning 
regulator. 

In this class of algorithms the controller parameters are identified directly (by forming an 
appropriate regression model; as shown above). They are called direct or implicit 
schemes. These can be contrasted with the class of  algorithms for which the system 
parameters are identified firstly and then mapped into the controller parameters. They 
are known as indirect or explicit adaptive algorithms. The papers by Casalino et a1 [I291 
and its extension [I301 attempt to unify the theory of implicit modelling and are worthy 
of perusal. 

I 

The MV algorithm does not provide the necessary parameters t o  allow its coordination, 
I 

I and it offers no tradeoff between control and output variances. An algorithm that offers 
these coordination parameters was proposed by Clarke and Gawthrop in 1975 [87] and 

1 The separation theorem states that the model parameters in the control law can be rcplaced by their estimates; the llnur feedback ' is the same as would be obtained if there were no disturbances and ifthe state of the system could be measured exactly-this implies 
! that the linear feedback design becomes a deterministic control problem. 
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extensions in 1979 [13 11, the self-tuning controller. They introduced the generalised 
minimum variance, GMY, cost hnction 

where 

w ( f )  is the reference input (or desired value), and 

A, is the control-weight which can be used to moderate the control effort and to 
allow for stabilising certain non-minimum-phase systems. 

Design polynomials can be added to the GMV scheme, which allow its tailoring to 
particular applications [132]. The control law can be obtained as 

where 

v*(t + k / t )  is the predicted auxiliary output 

W(t) = P(q-')y(t) is the auxiliary (filtered) output, and I 
I 
I 

Q(q-' ) and P(q-' ) are the design polynomials. 

These schemes are reported to be robust when applied to a broad class of  systems, and I 

I effective for non-linear, time-varying, stochastic systems, commonly found in industry 
11331. This is evidenced by the large number of successfU1 applications. One 

I 

disadvantage of the MV and GMV schemes is their requirement for a reasonable 
estimate of the time-delay k.  However as mentioned earlier, this idea has been 
generalised to  LRPC, that is claimed to be less sensitive to prior knowledge of the time 
delay, the model order, as well as being robust and insensitive to non minimum phase 
and open loop unstable systems. 

On line svstem identification 

System identification is a mature discipline in its own right and a vast array of published I 

works and books are available, see for example the early survey by Astrom and Eykhoff 
[134], and the books [88], [135], [102]. In particular the book [92] focuses on recursive 
on line techniques. In adaptive control we make use of a recursive parameter estimator. I 

The current input and output data are used to generate a predicted plant output. The 
prediction error between the predicted and the measured output can be used to refine 
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the estimated system parameters. In this section we briefly discuss recursive least 
squares (RLS), as it and its variants are probably the most commonly used [I361 on line 
identifiers. RLS belongs to the parametric identification group, and to the class of 
prediction error identification methods [92]. The basic RLS attempts to  rninirnise a 
quadratic function of the prediction error. 

All recursive algorithms have the same basic form 
A A 

On, = 8,, + correction 

where the correction term usually consists of a prediction error term multiplied by the 
adaptation gain 

Different choices of adaptation gain and prediction error give us the different recursive 
identifier forms. For example a constant gain K(t) = ,u gives us the celebrated Least 
Mean Squares (LMS) algorithm commonly used in adaptive signal processing. For RLS 
the following form is obtained 

RLS identifier 

The RTS identifier has the following form 

Parameter vector update 

Prediction error update (see (3.11.3)) 

&(t) = y(t) - pT (t  - l)&t - 1) 

Gain update 

Covariance matrix update 

Where A , (t) is the forgetting factor. It is set to 1 for ordinary least squares. The 

forgetting factor is one of the means by which the identifier can be made to track time 
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vziiying systems. The convergence properties of a number of recursive algorithms is 
discussed by Goodwin and Sin [88]. Implementation details are discussed in 11361. By 
using different choices of 0 and 9, a variety of adaptive control algorithms can be 
implemented. 

convergence. convergence rate. overall stability and stabilitv margins 

An adaptive controller is nothing more than a special nonlinear control algorithm. It 
combines on-line parameter estimation with on-line control. This essential nonlinearity 
has been a major stumbling block in establishing global convergence and stability 
properties. In fact, it is surprising, given that some of these algorithms are non-linear, 
time-varying and operate in a stochastic environment, that anything substantial can be 
proven at all. Nevertheless there has been a substantial research effort, evidenced by a 

I 

large number of papers, surveys and books (e.g. [88], [137], [138]) and global 
convergence has been proven, under certain conditions, in a few restricted classes of 
algorithms, e.g. [138], [55] (among which is the class that includes the one-step ahead 
adaptive control algorithm). The proof of ACFC, the algorithm of section 3.3.1, is 
presented in appendix 3.V.C. 1 

Global convergence implies that the control output asymptotically converges to the i 
reference value # I .  That is, the control error of the adaptive algorithm converges to zero i 

as time tends to infinity (i.e. lim ( y  - y r e f )  = O), and all system variables (i.e. {u(t)} and 
I -+a 

Cy(t)}) remain bounded for the given class of conditions. Stability is implied by the 
bounded system variables. The most restrictive condition in the proof of global 
convergence is the requirement that the model used to design the adaptive regulator 
must be at least as complex as the system to be controlled. This is certainly not practical 
and indeed straightforward application of the algorithm can lead to difficulties in some 
specific cases. Thus the current interest in adaptive (versions 03 robust control [137]. 
There are several heuristic approaches to improve the algorithms, by for example, 
introducing leakage, filtering, dead zone, monitoring of excitation conditions, intentional 
perturbation signals, normalisation, etc. We see some of these as essential components 
of  the "jacketing software". The convergence rate of adaptive algorithms is also proving 
a difficult issue. Averaging has been used [55] to give some insight into the behaviour of 
adaptive systems. This makes it possible to estimate the convergence rate of the 
parameters. However it is not possible to derive simple rules of thu ib  for the 
convergence rate. It is worth noting (as is well known) that RLS has good convergence 
properties. 

' l ~ c t u a l l ~  model reference output should be used. For simplicity we assume that the reference model 
transfer function is equal to 1. 
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The properties of LRPC algorithms have been discussed by a number of researchers 
(e.g. [125], [127]), and it is reported that they possess good robustness properties. For 
example the ability to  handle: nonrninimum-phase systems; open-loop unstable systems; 
variable o r  unknown time-delay; and unknown system order. However on the 
convergence analysis side, at present, no exhaustive results are available. Note that in 
[127].a dynamic LRPC is obtained with a guaranteed stabilising property. 

Even though the analytic global convergence proof under all conditions for all types of 
adaptive algorithms (if there is one) is still lacking, there is strong evidence that with a 
bit of care successful adaptive applications can be implemented. It is worth mentioning 
that there are a large number of commercially available products (e.g. the Asea 
Novatune, the Foxboro Exact and the Firstloop by First Control) featuring one form of 
adaptive control or another. Thousands of successfil implementations of these products 
in real systems have been reported, as for example [139], some of which have been in 
operation for quite a few years now. Also good simulative results, as well as a large 
number of successfid pilot applications have been reported, see for example [140], [I411 
over the past two decades. That is not to say that there are no unsuccessfbl applications; 
but with some engineering insight these, we believe, can be avoided. 

jacketinn software 

Just as with any other practical control algorithm operating on line, the adaptive 
algorithm's implementation requires considerably more code than that simply for 
implementing the mathematical relationship. Therefore, numerically stable algorithms 
and "diagnostic", or ''jacketing" sofhvare must be provided for checking the validity of 
the estimation and any numerical problems [142], [143]. 

Conclusions 

This section introduced adaptive control, for at least the areas used in this thesis. In 
summary, adaptive control combines recursive identification with simple, "modern" 
control design procedures, implemented on-line. The tuning of the control parameters is 
taken care of, but several design variables must still be chosen. It is an established 
discipline in control theoretic circles and has been extensively applied to real systems 
with considerable success. It has indeed reached maturity, as evidenced by the large 
number of successful applications and commercial products featuring these techniques. 
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Appendix 3.111: ATM Switch design for control option 2 

A preprocessing unit can be provided to route controllable cells into the controlled 
buffer. It is only required to check a few bits (for example, three bits if a Payload Type 
codeis assigned) in order to establish whether a cell is controllable or  uncontrollable. If 
a cell is uncontrollable then it is let through immediately. However, if the cell is 
controllable it is routed to the controllable cells processor. At the controllable cells 
processor cells are sorted (time is not as critical a factor in this unit) into the controllable 
queues Q,. by identifjling their VP identifier. Note that there is one queue Qi for each 
outgoing port. See figure 3.10 for a conceptual block diagram (the controllable cells 
processor is omitted for clarity, and is shown in figure 3.11). 

ATM preprocesor ATM switch Outgoing link k 
cell buffer 

controllable cell 

\ 
I 

o 0  0  m - 4 '..y. 
......... 

Figure 3.10. ATM switch preprocessor. 
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0 0  = n...." n -..n -22.. C 

0 0 0  

uncontrollable 
cell 

\ = 0  0  

0 0 0  

P .-.- UP.-. - 

/ 
; 
; 

I 

, 
4 

/ , 
I 

oj , 
' 

Outgoing link 1 
cell buffer 

0 

0 - 



Chapter 3: Adaptive Connection admission and Flow Control (ACFC) 79 , 

Appendix 3.lV: The Addie-Zukerman model (used for our 
feedback signal) 

Addie and Zukerman have developed a powefil  set of  formulae for the statistics of the 
unfinished work distribution in the cases of both finite [96], and infinite buffers [94], 
[95], [97]. Their results are based on a second order approximation and it is in terms of 
three parameters of the net input process: the mean, the variance and the autocorrelation 
sum. 

Consider a FIFO single server queue. Let the time be divided into fixed length sampling 
intervals. The model allows arbitrary choice of interval length. 

Define the following continuous random variables, ! 

A, amount of work entering the system during the nth sampling interval, 

B, amount of work that can be processed by the server during the nth sampling 
interval, 

Y, net input process, given by Y, = A, - B,, n 2 0, 

V,, unfinished work at the beginning of the nth sampling interval. For the case of I 

infinite buffer, Vn satisfies the following recurrent equation 

Vn+l = (V, + Yn)+, n 2 0, where V, = 0,  
I 
I 

m mean value of Y,, i.e. rn = E{Y,}, 

d variance of Y,, i.e. d = ~ar{~,}, 
! 

U,, mutually independent Gaussian random variables with zero mean and variance 
equal to  1. 

A Gaussian discrete-time process can be represented as 

and the autocovariance sum is defined as 
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The statistics of V, and the loss probability (in the case of a finite buffer) can be 
approximated using only the parameters m, d and S. Note that since the superposition , 

o f j  independent Gaussian processes is Gaussian, its parameters can be calculated by 

summing those of the superposed processes (i.e. m = EL, mi, d = x' I=I 4 and 

S = C;,S~), a feature which can be usehl for, say, a CAC control policy based on the 

three measured parameters of m, d and S .  

Let 

and 

The stationary unfinished work distribution at steady state is approximately given by I 

i 
([95] equation 3 5) 

I - 
C [ E{v,} -T (3 .Iv. 5) 

and the probability of the stationary unfinished work distribution ([95] equation 34) 

P{V, > t }  = Ze"' . (3 .IV.4) 

The p~ percentile of the stationary distribution of V, is given by ([95] equation 36) 

I 
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! 

Note that we make use of this formula for the calculation of the feedback signal. We 
calculate t, the expected number of queue places, that are required to accommodate 
p %  of the cells served by the system. 

The stationary utilisation is given by 

. For a finite buffer the expected loss at steady state is given by ([96], equation 24) 

K = I? - B, where I? is the finite buffer size 
: and theprobability of loss at steady state ([96], equation 22) is 
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Appendix 3.V: Proofs and Derivations 

A) Derivation of the k-step-ahead prediction 
We consider the CARIMA model (3.3). To simplie the derivation we assume that: there 
is a single control input; there is one feedfonvard input (measurable disturbance); the 
delay experienced at the output due to both inputs (control and feedfonvard) is the 
same; and that C(q-I) is equal to 1, ie. e(t) is white noise (a sequence of equally 
distributed independent, zero mean, unity variance, random variables). The assumption 

; of C(q-' ) = 1 is prompted by our desire to use RLS estimators (this class of estimators 
does not identify the noise parameters). For convenience we reproduce the model here 

The Diophantine equation for this k-step-ahead predictor is given by 

Am(q-I) = A(q-')F(q-')A + q-kG(q-') 

Proof of the Diophantine eauation: 

First note that since we require 

ym(t> = A,(q-')y(t) = Am(l)yref(t -k) = ~ ( t )  = ~rn( t )  
Am(9-' 

We write (3 .V.A. 1) in terms ofy,(t + k )  as follows 

The first part of ym(t + k)  consists of terms that depend on observed data. The 
last part depends on terms that can be calculated, using equation (3.V.A. I), from 
past data, i.e. e(t), e(t - I), . .. as well as  hture terms, e(t + 1) ,..., e(t + k)  that are I 

independent of the data. Breaking the last part into the two terms discussed I 

above, we can write this as 
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where 

F(q-' ) and G(q-' ) are of order k - 1 and n - 1 respectively. 

Cancelling out e(t + k )  gives us (3.V.A.2), as required. 

VVV 

Now multiply (3.V.A. 1 )  by q k ~ ( q - ' ) A  to obtain 

Replacing F(q-' )A(q-' )A from the Diophantine equation gives 

Rewriting G(q-' )y ( t )  as ( 1  + G'(q-' )A)y(t), we obtain 

or, equivalently 

which is in the desired incremental form. Now multiply y ( t )  by A,(1) to robustify (see 
Astrom and Wittenmark [55], page 434) we obtain the desired form. 

Note that the optimal predictor of y(t + k ) ,  given data up to time t, is given by 

with error 
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i3J Derivation of the adaptive feedback ancf ieedfotward controller 
For convenience we reproduce here the cost functional 

and the'integrating form of the k-step-ahead prediction, with Ao(q-' ) = 1, 

The minimising control input of the cost functional (3.V.B. 1 )  is given by 

~ u ( t )  = -&{A,(l)[uref(t) - ~ ( 0 1 -  ~ ( 9 - l  ) A Y ( ~ )  
P o +  A0 

- ( ~ ( 9 - l )  - Po ) ~ u ( t )  - C G] (9-' ( 0 )  
J 

Proof 

Rewriting (3.V.B.2) in terms of A,(q-' )y( t  + k )  we have 

An,(9-' )Y(t + k) = PoAtr(t) + x(f (3.V.B.4) 

where 

x ( t )  is all the other terms that make up A,(q-')y(t  + k) except PoAu(t) 

: Substituting (3 .V.B.4) into (3 .V.B. 1) 

and optimising with respect to Azr(t) we obtain 

Au(t) = & [ ~ , ( l ) ~  ( t )  - ~ ( t ) ]  
Po+Ao 

: Upon substitution of x(t) we obtain (3.V.B.3) as desired. vvv 
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C_) Proof of global convergence of the adaptive reaulator 
The proof of global convergence is a complex one. The basic approach we take is to 

I 

exploit the properties of the parameter estimation algorithm via the Key Technical 
Lemma [I441 (described later) together with the equations for the closed loop to prove 
convergence. We will therefore proceed in steps. First, for convenience, we will restate 
the system description and an outline of the derivation of the control algorithm. Then we 
will consider a deterministic system (i.e. the system parameters are known, and the 
system noise is zero) and derive the properties of the closed loop system. Finally we will 

I 

prove the global convergence of the adaptive controller in the case of a deterministic 
system, given in terms of theorem 3.1. Some concluding remarks will also be offered 
together with a brief note on the extension of the proof to the stochastic case. 

System description and the control algorithm I 

In this section we recall our system description, and the derivation of the control 
algorithm. This will set the scene for the proof of global convergence. 

We considered a system described by the CARlMA model 

Using (3.V.A. l), the simplified form of the system model equation (3.3), we have 
derived (see appendix 3 .V.A) the integrating, or incremental, k-step-ahead prediction I 

model in a robustified form 

: Note that Am(q-I) is the model polynomial, that shapes the output in response to the 
reference yref(t) as A,(q-')y(t) = Am(l)yr*(t - k) 

This prediction model allows us to estimate the coefficients of the controller directly. 

We then considered a simple quadratic cost fbnctional 

; and derive the control algorithm (see appendix 3.V.B) 
I 
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Remarks: 1) The idea of bringing the predicted system output to a desired value is a I 

naturally appealing one. Furthermore this idea is not limited to linear 
systems; it can be used with nonlinear systems (in some cases in a 
straightforward fashion). I 

2) This control law allows us to handle systems in which A(q-'), B(q-I) 
and C(q-I) have common roots on the unit circle. This allows us to  treat 
uncontrollable disturbances in the model. 

3) The inclusion of measurable disturbance signals, v, ( I ) ,  in the model gives I 

feedforward action, i.e. the control input is instantaneously adjusted (prior 
to the disturbances having an effect on the system output), to compensate 
for changes in the measurable disturbances. 

Properties of the deterministic controller ! 

a) Using the control law of equation (3.7) and the system model (3.3), the resulting 
closed-loop system (see figure 3.12) is described by 

I 
i 

and 

A , ( ~ - ~ ) B ( ~ - ~ )  ~ ( t )  = A,, , (~)A(~-]  )yref (t)  

In our analysis, for clarity and ease of presentation, the effect of the feedforward signals 
[v, (t) the average, over one control interval, of the uncontrollable traffic flow and v,(t) 
the average, over one control interval, of the buffer size] are neglected since these are 
always bounded (by CAC and the finite buffer size). If one wishes to  include them the 

I analysis follows in exactly the same fashion as for the input u(t) by using the principle of 
I 

superposition (i.e. we can simply add the individual responses in order to obtain the 
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overall system response due to all inputs). Also, since a deterministic system is assumed 
the system noise is zero. 

SYSTEM MODEL 
i.-.- ; 

Figure 3.12. Closed loop system block diagram 

Proof: 

fiom the k-step ahead prediction (3.5) 

-fl(q-')AY(t) - ~ ( 9 - l  )Ald(t)- Z G , ( ~ - '  )Av,(t) =A,(l)y(f) - A,(q-')y(t + k )  
I 

substituting into the control law (3.7), we have 

A o ( l  - q-l)u(t) = A,(q-')y(t + k )  - ~ ~ ( 1 ) ~ " ~ ~  ( t )  
P o  

and thus 

A, (q-')y(t + k )  - A,(l)yref ( t )  - L ( l  - q-l )u(t) = 0. 
P o  I 

We seek relationships between yre
f 

and y( t )  and u(t).  

Multiplying (3  .V.C.3) by B(q-' ) 

and using the system model equation ~ ( q - l ) y ( t )  = B(q-l)u(t - k )  (for zero noise 

and no feedforward signals) 
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and thus 

as required for the relationship between yref and y ( t ) .  
. . 

Now, multiplying (3 .V.C.3) by A(q-' ) 

and using the system equation 

10 A , ( ~ - ~ ) B ( ~ - ' ) U ( ~ )  - A , ( I ) A ( ~ - ' ) ~ ~ ~ ~  ( t )  - -(I - q - ' ) ~ ( q - ' ) ~ ( t )  
P o  

and thus 

A A , ( ~ - ' ) B ( ~ - '  ) - ~ ( 1 -  q-' ) A ( ~ - ' )  ~ ( t )  = A , ( I ) A ( ~ - I  )yref ( t )  ( 3 . v . c . 5 )  I 

P o  I 

as required for the relationship between yrCf and u ( t ) .  
I 

vvv 
b) The resulting closed-loop system has bounded inputs and outputs (and hence the 
system is stable) provided that: 

i) All modes ofthe "inverse" models (relating yref to u( t )  and yref to y ( t ) ) ,  i.e. the 
zeros of the polynomial 

lie inside or on the unit circle. Additionally any modes of the "inverse" model on 
the unit circle have a Jordan block size of 1. 

I note: z is the complex variable of the z-transform 
1 

ii) All controllable modes of the "inverse" models relating yref to u( t )  and yref to 
y ( t ) ,  i.e. the zeros of the transfer fknctions 
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lie strictly inside the unit circle 

Note that by appropriate choice of A and A,(q-I) one can ensure the stability of the 

system (even for systems which are neither stable or stably invertible). 

Proof: 

We first note that the ARMA models given by equations (3.V.C.4) and (3.V.C.5) 
relating yref to u(t) and yref to y(t) are equivalent to observable state-space models. 
Then, if conditions b.i) to  b.iii) are satisfied, we can use the following property of 
observable state space models: 

For an observable linear time-invariant system of input uo(t) and output yo(t), 
satisfying conditions b.i) to b.iii), there exist constants (0 5 m, < oo, 0 I m, < oo) 
which are independent oft, such that the linear boundedness between input and 
output are satisfied, i.e. 

Proof See Goodwin and Sin [88], Lemma B.3.3, page 486. 

Therefore since {y(t)} and {u(t)} are linearly bounded by Iyref} (i.e. a guaranteed 

bounded sequence) then these sequences must also be bounded. Note that the 
feedforward sequences {v, (t)} and {v, ( t ) }  are bounded by the structure of the 
control system. Hence the system is stable. 

vvv 
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Proof of converaence of the deterministic adaptive regulator 

For the deterministic adaptive control case, the regulator is globally convergent (that is 
the system is closed loop stable and it asymptotically achieves zero tracking error). This 
is stated as theorem 3.1. 

Theorem 3.1 Subject to assumption 3.1 below, the adaptive control algorithm (3.7) 
when applied to the system (3.3) is globally convergent, that is the following properties 
are satisfied: 

i) {y(t)}, {u(t)}, {v, (t)} and {v2(t)} are bounded sequences for all t. 

ii) lim [Y(r) - yref (t)]=0. 
r-tm 

Remark: The boundedness of the sequences also implies global stability. 

Assumption 3.1 

i) the time delay k is known 

ii) An upper bound for the orders of the polynomials in the system model (3.3) is 
known. 

I 

iii) conditions b.i) and b.ii) of the deterministic case, described earlier, apply. 

iv) the scalar k0 = 5 is specified, such that in the cost function the control 
Po 

penalty is given by A, = kJ0 (since A. , is required to be positive in the cost 
function (3.6) then K, must have the same sign as Po). 

I V) sequences {v, (t)} and {v2(t)} are bounded. 

Note that: 

assumption i) is required due to  the look ahead nature of the controller; 

assumption ii) is of importance since it allows the system order to be 
overestimated thus ensuring that the controller has adequate degrees of 
freedom; 

assumption iii) is necessary in order to achieve perfect tracking and closed 
loop stability (these are the same assumptions required for the deterministic 
case; we cannot expect to do better than the deterministic case); 
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0 assumption iv) is necessary to  ensure that the original cost hnction is 
satisfied, otherwise a cost hnction of the same form is satisfied, but with a 
different control penalty, due to the possible difference between Po and its 
estimate; and 

assumption v) is always satisfied by the design of the ACFC algorithm. 

Using these assumption the proof of global convergence of the regulator follows. 

Proof: 

The k-step-ahead prediction (3.5) is 

Am(q-' )y(t) - A,(l)y(t - k) = ~(q- ' )Ay( t  - k) +B(q-')Au(t - k)  

where again for simplicity of exposition (without any loss of generality) the feedfonvard 
terms have been set to zero. I 

We wish to manipulate this expression in a form that will be linear in the minimising 
control effort of equation (3.7), i.e. 

' where Bf(q-' ) = q['~(q-') - Po]. 
I 

Since the minimising control law h ( t )  for the desired objective as derived earlier is 

I ', 
A U ( ~ )  = * { ~ ~ ( l ) [ ~ ~ ~ f ( t )  - Y(~) I  - A ( ~ - I  )AN - ( ~ ( 9 - 1 1  -po)~u( t )}  Po+ 20 

I 

and our objective is to obtain a direct adaptive control algorithm, which is linear in the I 

parameters, we multiply the above equation by to obtain pz, +no 

Now, manipulating to  obtain h ( t )  [by adding and subtracting @(I)] P', +no I 
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we obtain h ( t )  in terms of a linear control law 

&r(t) = qT (t)Oo 

where 

the parameter vector is 

and the data vector is 

Now the derived minimising optimal control can be expressed in a linear form 

where 

: p(t) = [ { ~ , ( l ) y ~ ~ ~  (1)- ~ , ( l ) y ( t  - k)} - Ay(t) ... - Ay(t - n +I)  
(3.V.C. 10) 

- Au(t - 1) ... - b i ( t  - n + 1)lT 

In order to deal with the remote possibility of division by zero in finding h ( t )  the 

following mild conditions are assumed: there exists a lower bound Ip& I-; and the 

A ratio 2 is given (assumption 3.1, part iv) with the sign of Po known (to ensure that A 
Po 

is positive as required in the cost function). Note that these are of more significance in a I 

theoretical rather than a practical sense. 
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Now we can state the adaptive control algorithm as follows. 

Step 1 : 

The RLS is 
1 

and a , ( t ) s i g n ~ )  is constrained to lie above 
lP::Ao I-. 

Step 2: 

The control law is generated fiom (by substituting the parameters with their 
estimates) 

h ( t ) =  CpT(t)%t). 

The convergence properties of this algorithm now follow immediately. 

The convergence properties of the parameter estimator algorithm are: 

i) lim ipT(t -k)3(t -1) = o 
"" [I + Ic2qT (t - k)ip(t - k)IX 

where 
- 
R t )  = &t) - e, and 

rc2 = A,,P(-1) and A,, is the maximum eigenvalue. 

ii) lim11&t)-&t-k)ll=O for any finite k. 
I t+m 

Proof See Goodwin and Sin [88], page 60. 
I 
I 

Thus from i) and ii) it follows that 



I 

1 
Chapter 3: Adaptive Connection admission and Flow Control (ACFC) 94 ! 

lim qT ( t  - k)&t - k )  = o  
t+m [1  + lC2TT ( t  - k)&t - k)IX 

and 

= q T ( t - k ) & t - k ) - h ( t - k )  (using3.V.C.6) 

= q T ( t - k ) & t - k ) - q l T ( t - k ) & t - k )  

[and using 3 .V.C.8, the definition of a t ) ,  and 3.V.C. 10, the definition of ~ t ) ]  

I 

( ' I and hence . < Observe that $ , ( t ) s i g n ( ~ , )  is constrained to lie above 
& + A 0  ,i, 

I 

! 

therefore I 

lim - 0 
t+m [I+ lC2ipT ( t  - k)+(t - k) lX - 

I where 
I 
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Multiplying both sides of 3.V.C. 11 by A(q-I), we have 

and since ~ ( ~ - ' ) y ( t )  = B(q-')u(t - k) 

Also multiplying both sides of 3.V.C. 11 by B(q-I), we have 

and again using ~ ( q - ' ) y ( t )  = B(q-')u(t - k) 

Since yref (t) is a bounded sequence, from part iii) of the assumptions, and fiom 
above equations [(3.V.C. 12) and (3.V.C.13)] it follows that the growth of sequences 
{ y ( t ) )  and {u(t - k)} is stably related to the growth of d l ) .  

Proof: thereexistconstantsO~ml < m y  Osm, < m y  O I ~ ,  <a,, Osm, <co 
which are independent oft,  such that (using the property of observable state space 
models, given on page 89) 

i) the growth of {u(t - k)} is stably related to the growth of d t )  

IAu(t, - k)l s m, + m, maxll q( r)ll for all 1 5 tx I t 
'<I51 

and 

ii) the growth of { y ( t ) )  is stably related to the growth of q(t) 

IY (tx )I 5 4 + m4 ~211 d dl for all I r tx I. t . + + +  
Next we apply the following Key Technical Lemma. 

Kev technical Lemma (KTL) 
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If the following conditions are satisfied for some given sequences {s(t)], {o-(t)), 

{4(t>}, {b?(t)}: 

1. lim 

where {s(t)}, {b,(t)}, {b2(t)} are real scalar sequences and {o-(t)} is a real 
(p x 1) vector sequence. 

2. Uniform boundedness condition 

O<bl( t )<K<oo and 0 < b 2 ( t ) < K < w  

for all f 2 1. 

3. Linear boundedness condition 

lla(t)ll~ Cl + C2 maxis( ISSt 9) 
where OcC,  coo and 0 < C 2  < a .  

Then, it follows that 

i) lim s(t) = 0 
I--tm 

ii) {lla(t)ll} is bounded. 

Proof See Goodwin, Ramadge and Caines [144]. 

, Now we show that the 3 conditions of the KTL are satisfied: 

a) Condition 1 of the KTL is satisfied with s(t) = *t), o(t) = ?(I), 

bl ( t )  = 1 and b, (2) = K,. 

b) condition 2) of the KTL is satisfied, since bl (t) = 1 and b,(t) = K,. 

c) condition 3) of the KTL is satisfied, as shown below. 

Proof of condition 3 of KTL: 
I Using 3.V.C.8, the definition of a t ) ,  we can show that 

+ 
I 
I 
I ~ ~ q ( t  - k)lls A,, ,(~-'  )y(r) - A,,, (l)y(t - k) + L ~ u ( t  - k) Po 
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I 

But 

therefore I 1 

and 

Substituting into 3.V.C. 14 1 

i 

[ (b( f -k) l l<m7 +m8m=lrl(r) l i  151-51 ~ { m ~ ~ ( m ~ ~ ~ ~ ) + ~ ~ ( ~ ~ ~ ~ ) ~ ~ ~ ~ ? ( ~ ) j }  

therefore I 
i 

Ilw - k)lls Cl + C2 maxi d r)l I 

I$&t 1 I 
where O<CI coo and 0<C2 coo 

and this proves that condition 3 of the KTL is also satisfied [namely that 
Ili$(t - k)]l is bounded by q ( t ) ] .  809 
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Since the KTL is satisfied, we conclude that the sequences {y(t)} and {u(t)} are 

bounded and that the lim r1(t)=0. 
t+w 

And since 

h ( t )  - h *(r) = ipT ( t ) ~ ,  - qT (t)e0 using (3.V.C. 10) and (3.V.C.11) 
I 

it follows that lim [ h ( t )  - Au * (t)]=0. 
1 3 9 ,  

I 
It now follows that since in the long term the control input converges t o  the optimal , 
control input, then the optimality condition also implies that in the long term the output 
converges to  the desired model reference output, i.e. 

lim [d,(q-' )y(t) - dm(l)yref (t - k)]=0. To enhance the clarity of the proofs on the 
1-+m I 

strong properties of the ACFC (given in appendix 3.V.D) we will assume, without any I 

loss of generality, that the model reference model is equal to unity and the time delay is I 

zero (i.e. A,(q-I) = 1 and k = 0) to obtain lim[y(t) - yref (t)]=0 as given in theorem 3.1. 
t+w I 

I 
This completes the proof of  global convergence for the deterministic adaptive control 
system described above. Note that closely related algorithms to that described above , 

have been proposed by [87] and [88]. 
vvv 

Discussion 
The key conclusions are that: 

Closed-loop stability is achieved. 

The output tracking error asymptotically goes to zero. 
r The extension of  the proof t o  the stochastic case follows along the same lines as the 

above proof, however the analysis tools are now derived from the probabilistic 
I 
I framework. For example, see Goodwin and Sin [88], section 1 1.3.4 for a rigorous 

analysis of convergence of some stochastic adaptive control algorithms. 
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D) Proof of some of the properties gj ACFC 

Define the following continuous random variables, 

@I the controllable input entering the system (or equivalently the controller, 
ACFC, output) 

v, (t) , the uncontrollable traffic entering the system (i.e. the disturbance) I 

y ( t )  the system output, given in terms of the ph percentile of the stationary 
distribution of V, (see equation 3.IV.6, page 80) 

ref the reference value, also given in terms of the pfi percentile of the 
stationary distribution of V, 

T sampling period 
An amount of work entering the system during the nth sampling interval, i.e. i 

An = 5(n+1)T { ~ ( t  ) + Y, (t)}dt 
nT 

Bn amount of work that can be processed by the server during the nth I 

sampling interval, i.e. Bn = C"* the link cell server rate in cellsltime unit T I 

Yn net input process, given by Yn = An - Bn , 1.1 2 0, 

'n unfinished work at the beginning of the nth sampling interval. For the case 
of infinite buffer, Vn satisfies the following recurrent equation 

V,, = (Vn + Y,)', n 2 0, where Vo = 0, 

m mean value of Y,, i.e. m = E{Y,}, where 

E{Y,} = E{A,}- E{B,} = ~ { ~ ( t ) + v , ( t ) } -  cfi*, 
P network utilisation (unity indicates 100% utilisation), 

Emeflo, Expected overflow, for example 1 cell out of lo9 is expected to overflow 

above the reference value of ya. 

ki a constant 

The following proofs are based on the assumptions i - iv, given below: 

I assumption i) The adaptive ACFC controller has converged (i.e. lim ( j  - yref) = 0, 
t - rm 

and the system variables {u(t)} and {y(t)} remain bounded). See proof in section 
3 .V.C and discussion in section 3.3.2.1. 
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assumption ii) the uncontrollable source variable {v, (t)} remains bounded (using 
CAC algorithm 1 the total peak rate of the uncontrollable sources does not exceed , 

the link rate, i.e. v, ( t )  I h ,,a, I C"*) 

assumption iii) the controlled source is saturated, i.e. there is an infinite supply of 
cells to the controllable queue at all times. 

assumption iv) the feedback measurement is consistent and unbiased. 

Note: 1) the third assumption is only required for the proof of unity utilisation 

2) the unbiasedness of the feedback measurement introduced in the last 
assumption can be removed, at the expense of a more complicated proof. The 
output will still be bounded, however the bias must be added to it. 

l 

a) The long term network utilisation is equal to unity. 

Proof Using assumptions i, ii and iv 

~ { y ( f ) } = ~ { y ~ ~ ' }  = E{v.+,]=E{v.}=~ x ~ { y ~ ~ ' } = d ,  

and therefore since I 

now, using assumption iii (the controlled source is saturated) and since the I 

excess work in the system is equal to zero the system utilisation is unity, i.e. i 

p= l  vvv I 

b) The long, term network stabilitv is guaranteed. I 

Proof From assumption i and ii, the system variables (i.e. {zr(t)}, {y(t)} 

and {v, (t)}) are bounded. 

Hence the system is globally stable. VVV 

c) The l o n ~  term buffer occupancv is bounded (with a probability of 1 - Emego,). 
I 

Proof Using assumptions i, ii and ivy E{y(t)} = E{yrg} therefore the 

buffer occupancy is bounded below yref with a probability of (1 - 

VVV I 

d) The long term OoS for uncontrollable sources is maranteed. 

I 
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i) The total long term end-to-end delay is bounded. 

Proof: Let the total end-to-end delay equal 

where 

f is the delay term caused by the queueing at each node spanned by the 
connection; 

T: is the propagation delay at each link i along the connection path; 

r,, is all the other fixed delay terms, including the packetisation and 

depacketisation delays. 

Using assumptions i, ii and iv ~ { y ]  = ~{y"'], therefore the long term 

queueing delay is upper bounded (with a probability of 1 -Em,,,,,,) to 

),ref 
lim ( f ) = , (where C"* is in units of cellslsec) 
t+m 

Note that this is an upper bound on the expected value of the end-to-end delay 
(with a probability equal to 1 - EmeNOw). VVV 

ii) the long term losses are bounded, at least with a probability of 1 - Eo,,,,ow 

(assuming that the buffer size is greater than yref). 

Proof Using assumptions i, ii and iv, ~ { y }  = E{yrcf} therefore the buffer 

occupancy is upper bounded to yref (at least with a probability of 1 - EOYeflO, ). 

vvv 
iii) the long term CDV is bounded. Again using similar reasoning as in i) we can 

show that the expected value of the CDV is upper bounded by z,,, with a 
probability of 1 - Emgo,. 

vvv 
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Appendix 3.VI: Simulation cases A-F 

case A) Simulation run for 744000 celltimes (sum of the peak bit rate of the 
uncontrollable sources is less than the link rate) 

In this case we use Connection mix 1 to ensure that the link rate is never exceeded. This 
represents CAC algorithm 1. For this simulation run of 314 of a million celltimes no loss 
occurred, the delay for the uncontrollable traffic remained bounded below 83 psec (for a 
link rate of 155 Mbitlsec), yet the throughput is a high 0.89 (compare to the throughput, 

, of 0.60, obtained by setting the controllable source output to zero). Note that (for this 
setting of ya and Emgo,) a 48 % increase in the throughput rate has been achieved, 

over a scheme that admits on just the peak rate. 

A summary of the results is shown in the table: 

! 
Observe that the actual cell-buffer places used to accommodate 99.999% of the cells 
passing through is equal to 30 in this run time; which can be compared to the reference 

Actual cell- 
loss over the 
length of the 
simulation 
run 

0 out of 
744000 cells 

value of 25. A very tight control is achieved (and hence delays and losses are bounded). 
: Note that the cell-loss, and the cell-delay and cell-delay-variation for the uncontrollable 

sources, can be kept (assuming strict controllability) at any desired value, by appropriate 

Throughput 

0.89 

actual buffer 
places used to 
hold 99.999% 
of the cells 

30 

Simulation 
run length 
(celltimes) 

744000 

choice of yref and Emego,. 

Maximum 
instantaneous 
buffer places 
occupied 

31 

reference on 
cell places to 
hold 99.999% 
of the cells 

25 

The histogram and table below show the buffer occupancy up to 3 2  cell places. Figure 
3.14 shows two typical segments of the simulation run. 

I 
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300000 r 

buffer cell place 

controllabls traffic flow lMbits/~scl 

Ts 'amplo time I x 620 celltimas1 Tor sample tima 1x30 cslltimasl 

Buffer cell 
place 

Occupancy of 
cell place (in 
number of 
cells) 

% Occupancy 
of cell place 

Figure 3.14. Typical segments of the simulation run: 37200 and 6000 celltimes. 
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Case B) Simulation runs for a video connection and disconnection: 

Run 1) video 1 remains connected during the whole simulation run of 37200 
celltimes. 

Run 2) video 1 is disconnected after 20000 celltimes (it could, for example, be 
interactive video). 

Run 3) video 1 is connected after 20000 celltimes. 

, Note that the adaptive controller settings are: A, = 15; dominant pole p = 0.5; the 

reference is set at yM = 25 cell places and Emgo, = lo-'. The control loop regulates the 

controllable traffic such that a buffer of 25 cell-places is expected to accommodate 
(1 - lo-' ) x 100% of the total cells served. 

Observe that no noticeable degradation has occurred in any of the cases considered. The , 

throughput remained constant at about 0.83 for all cases even though there was a video 
(of 25 Mbitlsec) connection and disconnection-that is the controller has increased or 

1 
decreased its output to suit the changed circumstances. The maximum instantaneous 
buffer occupancy remained at a low 10 cell places for all three cases. 

I I 
1 

1 

A summary of the results is shown in the table: i 

I 

Actual cell-loss 
over the length 
of the simulation 
run 

0 

0 

0 

Maximum 
feedback 
value 

45 

45 

5 2 

Maximum 
Instantaneous 
buffer places 
occupied 

10 

10 

10 

Run 
number 

Run 1 

Run 2 

Run 3 

Maximum 
calculated 
cell-loss 
probability 

1 o - ~ O  

lo-20 

1 o - ~ O  

Throughput 

0.837 

0.828 

0.828 
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RUN 1: video 1 remains connected throughout the simulation run. 

A throughput of 0.837 is achieved for this simulation run. 

1 4 0  10 
er occupancy (number of places1 

0 I I 

Total flow (Mblsacl 

Uncontrolled soumas flow (Mb/cscl i 

Out~oino buffer net input process IYnl 
sampled every Tar - 30 celltimes 

0 1 2 1 2 3 X'O. O 3 XJO.  
Time ~celltimesl Time (celltimes1 

Figure 3.15. Video connection and disconnection simulations: video remains connected 
throughout simulation run. 
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RUN 2: Video 1 is disconnected after 20000 celltimes have elapsed. 

Notice that there is no visible degradation, and that the controllable load is adaptively 
controlled to keep the output close to its prescribed value. A throughput of 0.828 is 
achieved, as in the previous case, without any degradation in performance. 

- .  
1 4 0  1 0  

video 1 is diconnancd after 20000 cell time slots Instantaneous buffer occupancy Inum 
0 

0 

0 

- 1 0  

- 1 0  
O u t ~ o ~ n ~  buffer nat snput ptocbss IYnl 
sampled svsry Taz = 30 cslltlmsr - CO 

0  
- 20 

P = -10. - 1 9 3 

Ttme Icsllt~mes) Tim0 Icallt~mes) 

1.30 - 90 

- - 40 

- 0 0  

--0 

:__.__..-. -. - 100 
: . ... 

-0: \ '.-. - , .. . .. . , . 

Figure 3.16. Video connection and disconnection simulations: video disconnected after 
20000 celltimes elapsed. 
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RUN 3: Video 1 is connected after 20000 celltimes. 

Notice that there is no visible degradation, and that the controllable load is adaptively 
controlled to keep the output close to  its prescribed value. A throughput of 0.827 is 
achieved, as in the previous case, without any degradation in performance. 

120 
video 1 connected st 20000 cell t ime slot 

fer occupancy (number of placeal I 
i !, '.. ...', 

v1, total uncontrollable 
traffic flow IMbit/secl 

y,  the feedback valw 1 

0 2 3 r.0. - 
Time (celltirnesl 

Total flow lMb/sacl 

,, 1 Uncontrolled sources flow IMblrecl 4 
,- 

EO h, ,I-/ ' C o n m l h d  source flow IMbIsecl 

'Throughput 

0.0 

0.10 

Time (cslltirnssl 

-I0 If Outgoing buffer nat input procass IYnl 1 
1" I' sampled .vary Taz - 30 cslltima* I 

Tims lcslltirna~l 

Figure 3.17. Video connection and disconnection simulations: video connected after 
20000 celltimes elapsed. 

I 
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Exam~les of video and data connections (sampled every T,) 

5 J 

4 -0 
4.6 

4 

4 

3.0 1 

s.0 
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J 0.0 

2.5 
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1 .D 
0 

1 

1.5 
0.D 

1 
0 

0 

Tame ( c ~ l l r ~ m a l  X1O' I 

b) Video 1 step connection cell rate. a) Video 1 connection cell rate. 
, 

c) 10 Mbitlsec data connection cell rate. d) 5 Mbitlsec data connection cell rate. 

Figure 3.18. Examples of video and data connections; in number of assigned cells 
during each sampling interval T, (T, set to 30 celltimes) plotted versus celltimes. 
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Case C) Simulation runs for three diRerent reference settings: 

Run 1) Reference set to yrcf = 20 cell-buffer-places and Ewe,, = lo-'. 

Run 2 )  Reference set to yref = 50 cell-buffer-places and Ewego, = 

Run 3) Reference set to y" = 75 cell-buffer-places and Ewe,+, = lo-'. I 

Note that the control loop regulates the controllable traffic such that a buffer of yrcf 

cell-places is expected to accommodate (1 - x 100% of the total cells served. 

This set of simulation runs demonstrates that the utilisation of the system increases as 
the reference value is increased (for the same pseudorandom uncontrollable traflic 
sequence). Also the ability (possibly fiom a higher level) to influence the behaviour of I 

the system, by changing the reference value, is demonstrated. As the reference value , 

increases the throughput increases, however with an increase in the maximum 
instantaneous buffer occupancy. Note that the value of Emego, can also be used to 

influence local behaviour 

A summary of the results is shown in the table: 

Note that the adaptive controller settings are:Ro = 15; and dominant pole p = 0.5. 

Run 

Run 1 

Run2  

Run3  

Reference 
value 

,)ref 

20 

50 

75 

Actual cell-loss 
over the length of 
the simulation run 

0 

0 

0 

Throughput 

0.85 

0.89 

0.91 

Maximum 
instantaneous buffer 
places occupied 

8 

10 

3 4 
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RUN 1 : Reference = 20 

I 
1 D 3 

Time (colltimosl 
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I 
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00 
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X I O *  
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-e 
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' O u t ~ o i n ~  buffa mx input poco68 (Yn) 
aompbd ovay Taz - 30 colllimoa 

o.se I 
0 3 P 3 1 0 J 

I 
X 1 0 .  - 

Timo (celltimoa) Tima ~colllimos) 

Figure 3.19. Reference set to yref = 20 buffer cell places to  accommodate 
(1 - lo-') x 100% of the total cells served. 
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RUN 2: Reference = 50 
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Figure 3.20. Reference set to yref = 50 buffer cell places to accommodate 
(1 - lo-' ) x 100% of the total cells served. I 
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RUN 3 : Reference = 75 
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Figure 3.2 1. Reference set to yref = 75 buffer cell places to accommodate 
(1 - 1 0-9 ) x 100% of the total cells served. 
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Case D) Simulation runs for different control penaltv weights: 

Run 1) the control penalty A, = 0.05. 

Run 2) the control penalty A, = 15. 

Run 3) the control penalty 2, = 150. 

Note that the adaptive controller settings are: the dominant pole p = 0.5; and the 

reference is kept at yr4 = 25 cell places and Ewedo, = lo-'. The control loop regulates 

the controllable traffic such that a buffer of yref cell-places is expected to  accommodate 
(1 - lo-') x 100% of the total cells served. 

Observe the tradeoff between output and control variance. In the first run, the controller 
gives excessive weight to its goal to rninimise the variance at the output and it does not i 

prevent the loss (for the finite buffer of 100 cell places). As the control penalty increases , 
in Run 2 and Run 3 we obtain a smoother control response and no losses are 
experienced. 

A summary of the results is shown in the table: 

Run 1 

Run 2 

Run3 

control 
penalty 

A0 

0.05 

15 

150 

Throughput 

0.79 

0.835 

0.84 

Maximum 
Instantaneous 
buffer places 
occupied 

100 

8 

8 

Maximum 
calculated 
cell-loss 
probability 

1 

lo-'* 

1 0-l7 

Actual cell-loss 
over the length of 
the simulation run 

361 

0 

0 
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RUN 1) the control penaltv A, = 0.05 

v2. buffer places 

l i m e  (csftlrnssl 

Figure 3.23. Simulation run for control penaltv weight A, = 0.05. 
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Figure 3.22. Simulation run for control penalty weight A, = 15. 
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RUN 3) the control ~enaltv 1, = 150 
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Figure 3.24. Simulation run for control uenaltv weight A, = 150 

Note that a typical buffer histogram is as shown below (for either A, = 15 or A, = 150). 

Figure 3.25. Typical buffer histogram. 
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Case E) Simulation runs with and without feedforward compensation 

Two cases were considered: 

Run 1) with feedforward compensation. 

Run 2) without feedforward compensation. 

The adaptive controller settings are: number of control parameters n, = 1, ns = 2, 
. . 

n ~ ,  = 2 (run 1 only) and nTZ = 1 (run 1 only); the controller initial conditions are zero 
with the exception of Po = 1, which represent a control system starting up as a simple 
integrator (common approach in the case of no prior knowledge about the system 
dynamics), and y', = 1 (run 1 only); dominant pole p = 0.5; control penalty A, = 15; 

I reference yref = 25 cell places; and Emflow = lo-'. The control loop regulates the 

controllable traffic such that a buffer of yref cell-places is expected to accommodate 1 

(1 - lo-') x 100% of the total cells served. 
I 

I 

The identical pseudorandom uncontrollable traffic sequences were used in both runs. 
The results from the two cases are surnmarised in the table below and in figure 3.26 and 
3.27. The feedback signal, the control effort, the probability of loss and the throughput 
can be seen in figure 3.26. Figure 3.27 compares the evolution of the estimated control 

I 

1 

parameters over the length of the simulation run. As can be seen from the table and the 
figures the case with feedforward compensation clearly outperforms the case without. 

I 

i 

: 

I 
, Run 1 (with 

feedfonvard 
compensation) 

Run 2 (without 
feedforward 
compensation) 

1 

cost finctional x 10' 
(equation 3.6, page 40) 

0.87 

2.46 

i 

throughput 

0.8527 

0.8378 



Chapter 3: Adaptive Connection admission and Flow Control (ACFC) 

z o o  35 

feedback signal, y - 1 8 0  - control signal, u (Mblsec) 

l o o  . 
without feedforword compensation 

1.0 - 
120 - 
100 - 

with feedforward compensation 
-0 - 
a 0  - 
40 - 
9 0  - 

L a  o 10 PO 30 40 50 10 20 DO d o  60 a o  0 
00 0 

Control sample time l x  6 2 0  celltimes) Control sample time ( x  620 celltimes) 

0 

- a0 

-a0 

-80 

-ao 

- 100 
without feedfornard compensation 

with feedfornerd compensation 

Control aample time Ix 620  celltimesl Control sample time Ix 820 celltimesl 

Figure 3.26. Comparison of the controlled system performance with and without 
feedforward compensation. 

Note that our simulative experience shows that the degree of improvement (by the case 
with feedfonvard over the case without) depends on the initial controller parameter set. 
Also observe that the time axis is labelled in terms of the control sample time. 
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Figure 3.27. Evolution of the estimated control parameters over the length of the 
simulation run. 
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Case F) Simulation runs for fixed controller output settings - .  (i.e. open loop control): 

The constant transmission-rate for the controlled source was set as follows: 
Run 1) 15 Mbidsec. 
Run 2) 25 Mbit/sec. 
Run 3) 35 Mbit/sec. 
Run 4) 45 Mbit/sec. 

The identical pseudorandom uncontrollable traffic sequence is used for each run, with a 
. mean of approximately 100 Mbitlsec. As can be observed, at some critical rate there is a 

huge degradation in performance as the rate of the controlled source is increased. (Note 
that this highlights the sensitivity of buffer occupancy to uncertainty in traffic 
modelling). If an open loop CAC policy was employed and it predicted that a source 
with the appropriate statistics (of say an average of 15 and a peak of 35 Mbitlsec) is 
acceptable to connect to the network, then the network can experience periods of heavy 
losses, without the ability to minirnise the loss experienced. 
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Figure 3.28. Sensitivity of buffer occupancy to changes in the incoming traffic. 
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CHAPTER 4 

.A NOVEL DYNAMIC SERVICE-RATE CONTROL 
SCHEME FOR B-ISDN 

4.0 Introduction 

Service-rate (bandwidth, capacity) control#' is often employed for the prevention of 
network congestion and the subsequent network throughput degradation, by allocating 
enough resources to communicating entities. A variety of techniques for service-rate 
control have been proposed in the literature and these will be reviewed in section 4.1. 
The majority of these schemes are open-loop, static, single level, and as such they 
cannot deal with non-stationary network behaviour and network wide objectives in an 
efficient manner (essential attributes for an effective BISDN control system; see 
discussion in Chapter 2). 

After motivating dynamic service-rate control in section 4.2, a novel scheme is proposed 
in section 4.3, in which the state of the buffers in the network is used as a feedback 
signal to dynamically allocate the server service-rate. The proposed feedback scheme is 
applicable to general queueing systems and it is particularly usefbl when network 
capacity is a scarce resource. 

Two illustrative examples (using multilevel and single level approaches) for solving the 
dynamic service-rate control problem at the VP level are presented in section 4.5. In 
particular, we make use of the VP concept (modelled in terms of a dynamic fluid flow 
type equation; presented in a unified form in section 4.4) to formulate precise problems 
for the control of service-rate at the VP level. The interactions within the nodes spanned 
by a VP, as well as the interactions between the VPs sharing a link are addressed in the 
problem formulation. The form of the solution is suitable for incorporation in an overall 
hierarchically organised control structure (an essential form, as discussed in Chapter 2). 
Some open questions, with regard to their implementation are discussed in section 
4.5.1.5 (for the multilevel implementation) and in section 4.5.2 (for the single level 
implementation). 

The performance of the derived algorithms is illustrated via simulation in section 4.6. 

' Mana~ement and control ; we make no distinction between the two terms and use control for either. (see discussion in the 120 
footnote o f  page 25). I 

I 

I 
i 
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4.1 Review of some related service-rate control schemes 
and nonlinear multilevel control 

Existing literature on service-rate control and non-linear multilevel optimal control are 
reviewed in the next two sections. The section on service-rate control highlights some of 
their limitations. The section on nonlinear multilevel optimal control reviews a 
methodology which can be productively applied to dynamic network control problems. 

: 4.1.1 Service-rate control schemes 
I Service-rate control in message and packet-switched networks has possibly been 

- introduced as early as 1964 by Kleinrock in [145]. Since then numerous researchers 
have published results in this field. The control of service-rate can be addressed at 
different levels. The majority of the literature focuses on the control of service-rate at a 
single level, in an open loop fashion. It does not explicitly recognise the fact that, due to 
the complexity of the problem (see discussion in chapter 2), more that one level is 
necessary for its effective control. The interaction between and within levels and 
integration into an overall solution is hardly discussed. Additionally, the dynamic 
behaviour of the system is rarely taken into consideration. We review some of these 

. schemes, organised in the various levels to which they apply: 

static single level schemes have been proposed for the following levels: network 
level (e-g. Herzberg [146]; Evans [147]; Gerla et a1 [148]; Hams et a1 11491); 
call level (e.g. Gallassi et a1 [61],Guerin et a1 [63], Joos et a1 [58], Dziong et a1 
[I501 and Kelly and coworkers [151]; also see report [52]); Burst level (e.g. 
Boyer et a1 11521, and as part of a multilevel approach by Hui [24] and Filipiak 
[25]); Cell level schemes (e.g. Hyrnan et a1 [153], Takagi et a1 [154], Dighe et a1 
11551). 

These schemes cannot handle nonstationary, or transient behaviour (due for 
example to network malfunction, natural disasters, or simply changing demand 
patterns). They can possibly form a part of a hierarchically organised overall 
service-rate control scheme. 

static multilevel approaches: These schemes are appealing, since they are 
organised in a hierarchical structure. However they are mainly static and 
narrowly focused on one aspect of network control (for example: 'Bolla et a1 [43] I 

only consider the problem of service-rate allocation at one single node viewed 
over two layers; Hui [24], [156], Hui et a1 11571 consider a 3 layer vertical 
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decomposition; Ren et a1 [44] consider only two layers; and Filipiak [25] 
describes a general multi-strata framework for flow control based on system 
tables, updated by a higher level whose design is based on heuristics). 

dynamic single level schemes: Ohta, Sato and colleagues [158], [159], [50] have 
provided some basic analytic results on the control of VPs, based on simple 
heuristic service-rate control schemes. 

dynamic multilevel schemes: These schemes have only been considered by a few 
researchers. Some notable examples follow. John Burgin [160], one of the 
originators of the VP concept, proposed a two level scheme (note that this is a 
limiting control architecture; more horizontal and vertical levels may be 
necessary). At the top level he proposed a dynamic service-rate control scheme 
in which the service-rate allocations are updated centrally, based on a traffic loss 
fbnction calculated from the estimated offered traffic (estimated from the peak 
rate of the measured carried traffic and the peak rate of the declared blocked 
traffic) and the actual service-rate allocations. At the lower level he proposed 
CAC control, featuring multiple control units, located at the admitting nodes (no 
details of CAC were given, but presumably they are based on admitting on the 
declared peak cell-rate, and if so they would be very inefficient). Pitsillides et a1 
[37] presented a general hierarchical structure for the control of BISDN. One 
level, that of the dynamic service-rate control scheme (allocates service-rate to 
VPs based on the state-described by a fluid flow equation- of the network 
queues spanned by the VP), was discussed in detail. Herzberg and Pitsillides 
[161] presented a hierarchically organised four level scheme for service-rate 
control (three levels of the integrated structure were discussed in detail). 

Based on the above review of the control of service-rate we can summarise their 
shortcomings as follows: the vast majority of works concentrate on the control of 
service-rate at a particular single level; few works take into account the fact that other 
levels may be necessary, and even fewer offer a solution based on more than one level; 
the dynamic aspects of the different levels are largely ignored. 

4.1.2 Nonlinear multilevel optimal control 
The classical calculus of variations and optimal control theory of Bolza-McShane- 

a Pontryagin and others has been used on feedback control problems with considerable 
I success. The general, nonlinear, optimal control problem was formulated by Pontryagin 

and colleagues (generally known as the Pontryagin maximum principle) around the later 
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part of the 1950s. They collected their works in a book [162]. i t  is worth noting that 
around the 1960's Linear Quadratic (LQ) theory provided a powefi l  tool for 
multivariable feedback synthesis with quadratic optimality. 

Optimal control theory has been used by a large number of researchers t o  solve 
I 

, telecommunication problems. One of the contributing factors is that it provides the 
"best" possible solution (in accordance with the chosen objective function). It  also 
allows the formulation of the control objectives, even under nonstationary conditions, in 
a precise and easy fashion (see Tipper's Ph.D. thesis [72], and [IS]). Some notable 
examples of the use of optimal control theory to solve communication network 
problems are: Segall[163], the first to propose a state model approach; Moss and Segall 
[164]; Filipiak [165], [166]; Tipper and Sundareshan [167], [168]; Economides, 
Ioannou and Sylvester [I 691, [170]; Stassinopoulos and Kostantopoulos [I  7 I]; Iftar and 
Davison [172]; Sarachik and Ozguner [173]; and Cassalino Davoli, Minciardi and 
Zoppoli [174]. 

Note that the vast majority of these schemes concentrate on the routing and flow control 
problem. None of the above works deals with the service-rate allocation control 
problem. 

; The works of Tipper [72], Tipper and Sundareshan [IS], discuss the use of dynamic 
modelling techniques, as well as the use of optimal control methodology for 
communication networks, and as such have been widely drawn upon in our works. 
However the adoption of nonlinear multilevel optimal control methodology based on 
decomposition and coordination for the solution of large scale nonlinear systems we 

- believe, is also novel. This allows the solution to be implemented in a decentralised 
i coordinated form. A multilevel control theoretic approach has been adopted by relatively 

few researchers, some notable examples are: Garcia and Hennet [I751 for a two level 
structure solving a static optimisation problem at the higher level and a linear feedback 
control law, based on a learning automaton, at the lower level; Muralidhar and 
Sundareshan who have presented two level schemes for routing and flow control, 
formulating the lower level as a minimum hop routing problem in 1421, and a linear state 
model for the network in [176]; and Tipper [72] who uses two levels for the optimal 
buffer management problem, formulating the lower level problem using a queueing 
model, and at the higher level uses heuristics to provide the coordination inputs to the 

a local units in order to achieve network wide performance objectives, after showing that 
i it is difficult to formulate a precise optimisation problem. 
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Nonlinear optimal control of large scale systems has not evolved to the extent of  the 
linear control case due to the lack of a unifLing design theory. However in the late 
seventies a concerted research effort was devoted to  the study of hierarchical techniques 
for the optimal control of nonlinear systems by M. G. Singh, M. F. Hassan, W. 
Findeisen, K. Malinowski, A. Titli, M. S. Mahrnoud, A. Sage, C .  Tzafestas and M. 
Jamshidi, to name but a few. 

In appendix 4.1 we provide a brief discussion of some of the works on the optimal 
control of large scale nonlinear systems that is closely related to the hierarchical 

: successive approximation approach. In particular, we describe one technique-the 
costate coordination technique-which provides solutions that can be implemented in a 
decentralised coordinated form and which, as reported, is computationally appealing 
since it avoids the solution of a TPBV problem at the lower levels. I 

f 

4.2 Motivation of the service-rate control approach 

Some limitations of the existing service-rate control schemes, as seen by us, based on 
the above discussion, include: 

no attempt is made to integrate the various service-rate control schemes 
proposed for different time scales (due to the complexity of the problem, 
decomposition into a number of levels is necessary; see discussion in chapter 2). 
Generally a particular scheme is designed in isolation without any attempt to 
integrate the higher and lower levels. Thus the interactions between and within 
the levels cannot be taken into account, resulting in network inefficiency with a 
possible network instabiliiy (manifested in the form of congestion) caused by 
large perturbations, from the equilibrium values. 

no attempt is made to use feedback from the state of the network over the short 
to medium term (some schemes exist that use feedback from the state of the 
network at the cell-time scale to mark and/or discard cells [41]; we see this as a 
necessary last resort). Single level implementations, based on long term averages 
of the traffic demand andlor open loop approaches (based on user declared 
parameters) are usually considered. The shortcomings of the approach taken by 
these schemes are that they are not able to adapt to fast changing loads and that, 

, 
I by not taking into account the network state, out of control situations can arise 

(maybe leading to instability), due to the network condition changing from its 
nominal state. Note that on higher levels of a hierarchically organised solution, 
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open loop approaches may be tolerated, since the lower levels will respond to 
changes from the assumed model. 

static or quasi static models, mainly derived from probabilistic models, have been 
used for the vast majority of existing service-rate control strategies. A major 
shortcoming of this simplifLing assumption (that of stationary loads and steady 
state conditions) is that even though a precise policy for service-rate allocation 
may be obtained for the specific steady state conditions, the performance of 
these schemes can be far from the optimum (with the possibility of instability for 
some schemes) when the steady state conditions are not present, as for example 
when the traffic varies from its nominal values. 

A dynamic hierarchically organised service-rate control scheme is expected to provide 
many enhancements of network performance (see Chapter 2).  Among these are: 

e Adaptability to  unexpected traffic variations and network failures, thus 
increasing the network reliability. 

Increased network throughput, due to increased link capacity utilisation. 

Reduced losses. 

In the next section we provide the formulation of the service-rate control problem at one 
level (that of the VP). We designate this scheme the VP Control, or VPC for short. For 
illustrative purposes we derive two schemes that can be incorporated in a broader 
overall service-rate control scheme. An example of a hierarchically organised overall 
service-rate control scheme, in which VPC is integrated, is presented in Chapter 5. 

4.3 The dynamic service-rate allocation concept 

Our novel concept is shown in figure 4.1. It is aimed at allocating service-rate 
economically while maintaining low loss and delay. It uses local (fast acting) feedback 
from the network queues to dynamically control the server service-rate. Therefore the 
allocated server service-rate is dependant on the local network state. Note that the state 
of the queues is directly related to queueing delays, but more importantly (for ATM) the 
buffer overflow probability is related to the average queue length. Hence keeping the 
queue lengths controlled achieves the twofold objective of minimising the buffer 
overflow probabilities (and hence cell-losses) and the average delay. This'scheme uses 
only local feedback, therefore global objectives cannot be met unless it is appropriately 
coordinated, hence it is essential to provide for coordination of the local units from 
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higher levels (a slower time scale task). The proposed scheme is applicable not only to 
ATM systems, but to general queueing systems, where capacity is a scarce resource (for 
example leased line, or leased capacity systems). The user can optimally allocate 
capacity in a dynamic fashion, and hence minimise costs whilst maximising throughput, 
by appropriate formulation of the objective function. 

Coordination variable 
and reference values 
supplied by t h e  higher 
level 

Local 
Ensemble average Unit 
of number of cells 
in t h e  system, xlt) 

Ensemble average 

into t h e  cell queue 

\ cell service rate 

Figure 4.1. The control concept for the dynamic allocation of service-rate. 

Using the above control concept, different optimal formulations can be considered. In 
this thesis we illustrate the concept by formulating and solving the dynamic VP service- 
rate control (VPC) problem in BISDN. The VP, modelled in terms of a dynamic fluid 
flow model using equation (4.2) (described later), forms the basis for the control 

, scheme. In a series of papers Pitsillides and colleagues have presented examples of  the 
single node VP case, for a FIFO buffer discipline 11771; the single level, multiple node 

1 VP optimal and equilibrium costate solutions, for a FIFO buffer discipline [I8 I]; the 
nonquadratic multilevel, multiple node VP solution, for a FIFO buffer discipline [178]; 
the quadratic multilevel, multinode VP solution, for a FIFO server discipline [179]; the 
quadratic multilevel, multinode VP solution, for a cyclic server discipline [37]. 

Two illustrative examples are presented in the next section that demonstrate the concept 
. and some computational considerations. Before we discuss the problem formulation and 
; its solution, we digress in order to present the choice of an appropriate mathematical 

model. 
, 
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4.4 k unified state modei for VPs 

As defined earlier#' a VP is a one-way, preestablished, connection between an Origin- 
Destination (0-D) pair, spanning several ATM switching nodes, into which VCs can be 
grouped. The VP is a convenient basis for dynamic service-rate control since it 
represents aggregated flows of traffic (rather than individual connections). 

For implementation of a dynamic service-rate control scheme based on the VP concept, 
we require a model capable of capturing the dynamic behaviour of the VP at various 
time scales (levels). (See discussion in chapter 2.) 

A state model approach offers the principal advantage of flexibility in establishing 
various performance measures that can be used in the optimal control objective finction 
(for example see Tipper [72]). By using fluid flow arguments one can derive a state 
model that can describe the essential part of the dynamic behaviour of a queue at the , 
transmission links in the VP in terms of time varying mean quantities. 

For a single queue, assuming no losses, the rate of change of the average number of cells 
queued at the link buffer can be related to the rate of cell arrivals and departures by a 

I 

I 

differential equation of the form: 

x(t) = -Xu, ('1 + fin (t) 
where: 

I 

x(t)  - the state of the queue is given by the ensemble average of the number of cells 
, N(t)  in the system at time t ,  ie. x(t) = E{N(~)} 

1 

f,,,(t) - is the ensemble average of cell flow O(t) out of the queue at time t, ie. I 

f o u r  (f = E{o(~)I 

J;,(t) - is the ensemble average of cell flow I ( t )  into the queue at time t, ie. 

f,,(t> = ECI(~)I 

This equation is intuitive in nature and can be found in several places in the literature. 
For example: Agnew [80]; Rider [180]; Filipiak [166]; Tipper et a1 1181; Lovegrove et a1 i 
[19]; Econornides et a1 [170]; Bolot et a1 [20]; Pitsillides et a1 [181]; Sharma et a1 [182]. 
This "fluid flow" equation is quite general and can be used to model a wide range of 
queueing and contention systems. 

I 

Using fluid flow arguments, as discussed above, a unified nonlinear state equation is 
presented to  describe the dynamic behaviour of a VP. We consider a VP, spanning li4 

I 

For references see section 2.3. page 17. 
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ATM nodes (or switches or switching nodes), with or without blocking, a deterministic 
propagation delay ri between them, carrying S different classes of traffic with (possibly) 
different- priorities, and (possibly) with interference fiom background traffic at each 
node. This VP can be described by the following unified fluid flow type nonlinear 
equation 

i ( t )  = G(t, r , x ) ( ~ ( t ,  r)@ e') + h(~,x,A) 
, -  * 

-fo'"(t) / ;n ( f )  

where 

n is the dimension of the system. It is equal to n = s x M, where s is the number of 
classes S plus one for the interfering background traffic#' (i.e. s = S +I), and M is 
the number of ATM switches. 

x(t) is the n x 1 vector of the state of the VP. 

G(t, r,x) is an n x n nonlinear matrix function, G = [g, (t), ...,gn (t)], of the state 
vector x(t). It represents the utilisation of the link, and it is dependant on the 

i queueing discipline and probability service distribution. Note that x €[on ,m n)  and 

the utilisation G(t, r,x) E [ o " ' ~ , ~ ~ " ~ ) ,  with G(t, r,On) = On'" and G(t, r,mn) = en'" 

(Onxnand enxnare n x n matrices of 0 and 1 respectively). To represent the effects 
of congestion, it must be a nonnegative strictly concave function. 

h(t, x, A) is a nonnegative n x 1 differentiable, nonlinear, vector function of the state 
vector x(t) and the cell flow rate A(t). It represents the amval rate of cells into 
the VP, and the blocking, if any, that a queue offers to its input traffic. Note that if 
there is no blocking (infinite waiting places at the queue) then h(t,x, A) = A(t). 

z is the M x 1 vector of the finite propagation delays between the nodes spanned by 
a VP, 

On, en, con are n x 1 vectors of 0, 1 and 00 respectively. 

C(t, r) €3 e' is an n x 1 vector of the allocated service-rate, that can describe different 
service disciplines and €3 is the kronecker tensor product. For example, for a FIFO 
cell-server discipline, with one type of path traffic and background traffic, 
spanning 2 nodes, we have C = [C, C,IT and e' = [l 1IT 3 C 63 e' 
= [C, C, C, C,IT. Remark: e' is an s' x l  vector of ones; s' depends on the service 
discipline (e.g. for a FIFO st= s). 

The important role of modelling a "lumped intctferingtrai3c component to allow the interactions between the 
VPs sharing a finite capacity link server to be taken into account will be discussed later in section 4.5.1.1. 
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Equation (4.2) is general and can describe a variety of queueing systems, with or 
without blocking, featuring multiple classes of traffic, with and without priority, and 
different queueing disciplines, as for example First-In-First-Out (FIFO) or Cyclic- 
Queues (CQ). 

Equations of this kind are particularly appealing since they can capture the essential 
dynamics of a single queue carrying S different classes of traffic with different priorities, 
plus background traffic, with just s differential equations, and for a VP spanning M 
nodes by just M x s differential equations. This must be compared to  a full discrete state 

M 

space representation for which the number of states is equal to n ( N b . ,  + I)', where Nb 
I= l 

is the buffer size. Let us consider an illustrative example to solidify the weight of the 
argument. 
Exam~le: Consider a 3 node (100 cell buffer places at each node) VP with just 1 type of 
VP traffic and the background traffic, i.e. M = 3, S = 1, s = 2, N,  = [I00 100 1001. The 
number of states are: 

fluid flow equation = 6 discrete state space > 1012. VVV 

As it can be seen from the above discussion the fluid flow type equations hold promise 
for control model candidates. Equation (4.2) can also be compared with the hndamental 
Chapman-Kolmogorov equation for determining the time-dependant state probability 
distribution for a queue, [17], which is notoriously difficult to solve analytically due to 
the time varying coefficients (numerical solutions are only available by complex and time 
consuming mathematical approaches, see for example, Tipper et a1 [18], Neuts [183], 
Robertazzi [184], and Reibman [185]). Tipper and Sundareshan [18] and the references 
therein, provide a good description for modelling different queues using fluid flow 
approximations; as they show, these methods lend themselves to ease of computation, 
and are accurate within reasonable bounds (for control purposes). 

Examples that show the generality of equation (4.2) to describe different systems are in 
the appendix 4.11. 

4.5 Formulation and solution of the dynamic sewice-rate 
control problem 

We formulate two illustrative examples of the dynamic VP service-rate control scheme 
(VPC) as follows. In the first example we make use of a nonlinear multilevel optimal 
control theoretic approach, based on a physical decomposition (of the VP), to formulate 
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a general coordinated decentralised controller for VPC (featuring desirable properties; 
see discussion in section 4.5.1.4). In the second example we use a single level of control 
(at the VP level) to formulate an optimal strategy, which turns out to be computationally 
complex (having to solve a TPBV problem which is notoriously difficult; see discussion 
in section 4.5.2.1). Hence an approximating suboptimal solution is offered, based on the 
costates .attaining equilibrium values, which turns out to possess desirable properties. 

Their integration to an overall hierarchically organised control scheme is incorporated in 
the problem formulation. 

4.5.1 The VPC optimal service-rate control algorithm: multilevel --- 
implementation with a quadratic obiective function 

W e  propose to solve the service-rate control problem in a distributed form by using a 
nonlinear multilevel control methodology (other examples appear in [178], [37]). In 
particular we derive a distributed optimal control algorithm, which is suitable for non- 
linear time-delay systems. It dynamically allocates server bandwidth to VPs in BISDN. 
The form of the solution is suitable for use in a multilevel control structure, with fast 
local control using local feedback, and slower high level coordination achieved using 
fiee parameters at the local level. This is a suitable component for incorporating in a 
broader overall hierarchical structure. The derivation of this controller takes into 
account the nonlinear delayed nature of the system. The nonlinear state variable model 
(equation 4.2) is adopted to describe the behaviour of a VP, for multiple classes of 
traffic, in terms of time-varying mean quantities (estimates of the ensemble average). 
The dynamic behaviour is optimised in terms of time varying averages. The problem of 

. interest is to optimally select the service-rate allocations so that a benefit function, or 
performance measure, is rninimised, subject to any physical constraints that may exist. 
Note that the proposed formulation in addition to taking into account the interactions 
among the nodes spanned by a VP also allows for the interactions between the VPs 
sharing a common link. The benefit function is formulated as a tradeoff between 
different conflicting objectives , ie. cost of network buffer capacity (and delay, and 
indirectly cell-loss) versus the cost of using extra link capacity. Note that the validity of 
treating service-rate and cell buffer capacity as substitute resources is demonstrated later 
(also see section 2.5 and [22], [23]). In terms of this performance objective the control 

; strategy for the optimal service-rate control C(t) (i.e. the service-rate control C(t) which 
achieves the setpoint and optirnises the performance measure) is given by algorithm 4.1, 
page 136. 
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4.5.1.1 problem formulation: multilevel implementation 

For each VP,.,, (OD pair j, pathp) spanning MI., ATM switching nodes (outgoing 

links) the following dynamic optimisation problem (P 1) has to be solved 

1 Problem P1 

Given: The VP,, topology and the flow rates into the YP,,, queues i ;(I) and i :(I) I 

I Mnirnise: J r  the q,, performance measure 

With respect to: Cj.,(t) = [C:.,,(t) ,..., C? (t)lT 

Subject to the following constraints: 

ii) 0 5 C,,, I Cyp" 

where: 

d T JF = f'{(xrP - ~ : ~ ) + ( c j , ~  -c,p) R,p(Cj.p -':,)Idt 
to 

is a quadratic objective finction in which deviations from the references are 
penalised in a squared sense. 

I 
A.;(t) is the cell flow rate into the queue, at the origin node, due to  VP traffic, type v. 

I 

I 
i f(t) is the background traffic cell flow rate interfering with the VP traffic at each 

node i along the VP path. Its role in minimising the interactions among the VPs is 
discussed later under point 1, page 13 3.  

I 
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i ,,, = f,,, (x,.,, C,,, , T,.,, t )  is an ? z , , ~  = s;.~ x dimensional vector dynamic 

equation describing the state evolution of the VP, as given by the unified fluid 
flow equation (4.2). Its initial state is x,. 

x i ,  is an n,., dimensional vector containing the queue state for WJ., . Note that x?; 

is the ensemble average of the number of cells in the queue, for class v' (v' is either 
v = 1, ..., S,, the path traffic or b the background traffic), at the cell buffer of the 
outgoing link for the mth node. 

x:, is an n,., dimensional vector containing the queue desired state for W,,, . It is 

either set up by the higher levels based on the desired grade of service, or it could 
be set t o  zero, i.e. aim to run the buffers empty. 

x;: is an n,., dimensional vector containing the maximum allowable queue state 

(supplied by the higher levels) for W,,, . It can be set equal to  the finite buffer size, 

or  it can be set by the higher levels so  that cell-delay and cell-loss constraints are 
not exceeded. 

C,,, 8 e".~ is the calculated n,,, dimensional vector of optimal service-rates. 

C:, is an n , ,  dimensional vector containing the desired optimal service-rate, which is 

supplied by the higher levels. 

C;: is an nj,,  dimensional vector containing the maximum service-rate (supplied by 

the higher levels) which the W,., can use. It can be set equal t o  the link server 

size, or it can be set by the higher levels so that fairness objectives (among the 
VPs) can be maintained. 

C,!* is the finite link server service-rate at link i. 

6>, takes the value of 1 if W;,, uses link i. 

N ,  is the number of VPs in the network. 

P, number of predetermined possible W paths between an OD pair. Note that this 

formulation allows for multiple VPs between an OD pair. 

0 .  - J . P  and A,., are sernipositive definite and positive definite weighting matrices (called 

weights for short), which can be used (possibly by a higher level) to influence the 
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tradeoff between service-rate and buffer-space (note, as discussed earlier that 
buffer-space and capacity can be treated as substitute resources). 

Remarks: 

Constraint i): The dynamic behaviour constraint can be satisfied by using optimal 
control theoretic techniques to  solve for the optimal trajectories and optimal control. 

1 

Constraints ii) and iii): The nonnegativity constraint is satisfied by the structure of the 
state equation (as long as the cell flow rate into the VP and subsequent links is 
nonnegative-which of course it is). The upper limit constraint can be  explicitly taken , 

into account in the derivation of the algorithm, however at the expense of a higher 
computational burden; see, for example [186]. For simplicity we have chosen to 
study the case with soft constraints#l (the hard constraints are replaced by the 
weights andlor the references provided by the higher levels of control). 

I 

I 

Constraint iv): The link constraint ensures that the sum of the allocated service-rates 
to VPs sharing a link does not exceed the physical capacity of the link. This 
constraint can only be satisfied by performing a dynamic constraint optirnisation over 
the whole network at all times. However due to the large state space dimensionality 
and large geographic spread of the state space the solution to this problem is I 

intractable, for even very small networks. Therefore, we aim to rninimise (rather than i 
! 

neutralise) these interactions and suggest the combination of two different 
approaches: 1 

I 

1. the use of an interfering background traffic component in the model. This 
allows the optirnisation of the VP performance measure, without the need to 
have any knowledge of the individual interactions fiom other interfering VPs I 

sharing a link, since these interactions are captured as one lumped interfering 
traffic component by the background traffic estimate. Note however that only 
the short term local interfering traffic can be captured (lumped as one 
parameter) hence network wide objectives cannot be pursued. 

2. to use soft constraints. The soft constraints are satisfied by penalising the 
I 

squared deviations of the calculated controls and states fiom their desired 
trajectories. These desired trajectories are decided at a higher level at which the 
couplings between all the VPs sharing the links in the network are taken care 
of. In Chapter 5 we discuss the formulation of two higher levels (the VPAM, or 1 

the VPOSU), that can provide the references for the service-rates; these 
references are the optimal service-rate allocations, obtained by performing a 

' 

Soft constraints are commonly employed by control theoreticians, in order to avoid having to solve a 
(possibly) computationally difficult or intractable control problem 
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global constrained optimisation taking into account the interactions among the 
VPs (at a much slower time scale than that for the VPC). The references on the 
buffer state can be chosen as zero so that delay (and cell-loss) is rninimised, or 
they can also be decided by a higher level. 

As stated above we make use of both techniques, as they are aimed at minimising 
both the local short term and the global longer term interactions. 

Thus, for computational tractability the constraints ii) & iii) are replaced by soft 
constraints. Constraint iv) is replaced by a combination of the estimate of the 
interactions at a node (the background traffic) and soft constraints. Therefore these 
constraints are removed from the optimisation problem, to obtain the following 
simplified problem formulation. 

Problem P 1 ' 

Given: The q,, topology and the flow rates into the WjBp queues I ;(t) and I :(t) 
(v = 1 ,... ySj,p. i = 1 ,..., MjSp.) 

Minimise: J r  the W,,, performance measure 

With respect to: C,,(t) = [C:. ,(t), ..., ~2 (t)lT 

Subject to  the following constraint: 

Based on the above problem formulation and replacing the expectations with their 
estimates, various controller implementations can be derived. For example fully 
centralised, fblly decentralised, or coordinated decentralised. In [37] we adopt a 
coordinated approach based on multilevel control theoretic considerations, and in [I811 
we develop a suboptimal decentralised controller based on the costate equilibrium 
solution. 

In this section, we extend the results in [37] by treating the delayed case explicitly in the 
( 

problem formulation of the coordinated decentralised controller. Our ap.proach is t o  fix 
the trajectories of the delayed terms at the lower levels of the algorithm and treat these 
as coordination variables provided by the higher levels. Using a straightforward 
application of this idea to derive a computationally feasible algorithm proves to be 
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difficult, therefore we use a simple heuristic to derive the multilevel algorithm. We 
believe that our approach is more practical than the ones proposed in Jamshidi et a1 
[187], Permar et a1 [I881 and Xu [I891 since the first two algorithms are based on the 
linearisation of the plant around a nominal trajectory, (with all its associated problems, 
as for example performance deterioration and even instability for large deviations from 
the nominal trajectory; in particular these algorithms are not suitable for systems without 
a fixed equilibrium point) and the last algorithm is only suitable for linear systems with a 
particular structure. Our algorithm can handle general nonlinear time delayed systems, 
and it is an extension of the one proposed by Hassan, Singh and colleagues [190], [I911 
for the general nonlinear case; which in turn is an extension of the works of Takahara 
[I921 for systems comprised of linear interconnected dynamical subsystems. This 
method is based on a successive approximation type algorithm. As reported in [I931 a 
solution based on the above algorithm appears to offer a greater computational 
advantage as compared with the single level solution. 

The derivation of the algorithm for nonlinear time delay systems, is developed by 
modi@ing the constraints in the problem formulation PI '  in order to force a coordinated 
decentralised solution. Note that we have dropped the j,p subscripts for notational 
simplicity. 

Modified constraints for problem PI '  are: 

i) i ( t )  = ~ ( f , ? , t ) ~  + ~ ( f , e , t ) c +  ~ ( f , e , q t  - z),e(t - z),t), x(t0) = X. (4.3) 

ii) x = f (4.4) 

iii) C = e (4.5) 

iv) x(t - 7) = 2(t - r) (4.6) 

where: 

for notational simplicity the time dependencies of x(t), C(t), 2(t) and ?(t) have 
been dropped. 

e, f ,  ?(t - r), 2 (t - r) are the trajectories predicted by the higher levds. 

~ ( f ,  ?,f(t - 7), C(t - z), t) = f ( f ,C , f ( t  - r), ?(t - 7), t )  - ~ ( 2 ,  ?, t ) f  - B(f, ?, t)? 

(4.8) 
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A A 

note that D(f 7 C,f (l- s),C(t - 7), contains: the rest of the nonlinearities; off 
diagonal terms of (4.2); the delayed states; and the delayed service-rates. 

f (t) = A(:, e ,  t)x + ~ ( f ,  e, t ) ~  is a modified form of (4.2) linearised around the 
predicted trajectories. 

A and B are block diagonal nonstationary matrices with N blocks corresponding to N 
subsystems. They are functions of e, 1 and t since the state function is linearised 
around the predicted trajectories, i.e. 

.. 
A(;, C, t) = - and B(P, C, t )  = - 

Q(t), R(t) are block diagonal matrices with blocks Qi(t) 2 0, and R,(t) > 0, 
i = 1, ..., N .  

Due to the dependency of the delayed states on the nondelayed states (similarly for the 
controls) the derivation of a computationally feasible algorithm (that treats the 
constraints iv & v explicitly) appears nearly impossible. 

Therefore, we propose a simple heuristic to enable us to derive a computationally 
attractive algorithm that still allows us to treat the delays. 

Our heuristic 

At the lower levels of the multilevel solution ignore the constraints on the delayed states 
and controls (constraints iv & v). On the assumption that the predictions of the delayed 
terms equal their true values the optimal solution can be easily derived. However, 
constraints iv & v are not satisfied if this assumption is incorrect. Therefore, we satisfy 
the constraints iv & v, only at the highest level of the hierarchy, by forcing the 
predictions of the delayed terms to equal their true values. Successive iterations (if they 
converge) will ensure that the predicted trajectories are the same as the true trajectories. 

4.5.1.2 solution; based on the multilevel algorithm 

The derived optimal multilevel algorithm can handle system nonlinearities and time 
delays. It is given by algorithm 4.1; the proof is provided in the appendix 4.111. 

Al~orithm 4.1 f i e  W C  optimal mzrItiIevel control algorithm, as formulated in PI ', for 
sewice-rate control C(t), is obtained by solving: 

at each Local Unit. i (LUi): 
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= - q - ' ~ ~ ' y  - 4-'pi + qd (4.9) 

i, = Aixi + B, C, + D, ~ ( 2 , )  = x, 

a n d  at the hiaher levels: 

Suprema1 Unit Level 1 (SULI): 

i . = - ~ ( x - x d ) - A ' V - n  

Suwremal Unit Level 2 (SUL2): 

For notational simplicity the dependencies of the variables have been dropped (with the 
exception of the time delayed variables). , 

! To avoid having to  solve the TPBV problem at the same level (see appendix 4.1 and 
report [194]) we have organised our solution on a three level hierarchical structure in 
which: 

i) the third level predicts x, C and their delayed states (4.14)-(4.17) 

ii) the second level uses a form of costate prediction (4.11)-(4.13), and 

iii) the lowest level, i.e. at the LUs, solves only simple low order linear equations 
(4.9) and (4.10). I 

The problem at each of these levels is simpler than the TPBV problem. . 
The control structure and information flows are shown in figure 4.2 



Chapter 4: A novel dynamic service-rate control scheme for BlSDN 138 

Higher levels 
References (ref) on C and x 

.. -. ... - ......... - .- .? ............. -. - . - ............ ....... - . , I VPC SUL3 VPC level 3 

a,, h~ 
x l  ;if'- 
E i  ref - - at origin I 

node I 
I 

; 71 VPC SUL2 , 

VPC LU M 

Controlled system 

VPC level 2 

VPC level 1 

I path traffic 
I at destination I node 
I 
I 

L---------- ............................... ------------A 

T beckground traffic 1 
x 

Figure 4.2. The VPC control structure and information flow. 

Note that for practical reasons (as for example in the formulation of the lower level Link 
Server Protocol, LSP; (discussed in chapter 5) it is sometimes more convenient to set 

the references on service-rate as ratios of the link server rate C;? at each link i along 

the VP, rather than absolute values. We therefore briefly present the outline of the 
modified algorithm 4.1. 

Modified algorithm 4.1 outline 

A modified objective fbnction is used, which aims to rninirnise the deviations from the 
references-provided as ratios of the link server rate: 

where 
I 

Cj,, is an n,, x 1 vector of the allocated service-rate as a ratio of  the link server 

service-rate, and 
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C;, is an n,, x 1 vector of the desired service-rate as a ratio of the link server 

service-rate. 

The allocated service-rate at each link, for each service type, is obtained by multiplying 

element by element the members of C , ,  and [c;$ 63 e'] (where c;:: is an MI., x 1 

vector of the link service-rates along the VP j , p ,  and e' depends on the server I 

discipline, as discussed earlier in section 4.1.4). 
I 

The state equation is appropriately modified to reflect this as follows: 

i,,,(t) = G,.,(L, =,X)[C,, o(c;: ( 1 ,  r) @e'~*)]+h,.,(t,x,l) = f , . , (x ,~ ,  t , r )  

x(to = XO 

where 
I 

Cj,, o (CJF (f, r) O ~ ' J . P )  is an n,, x 1 vector of the allocated capacities for each 

service type at each link along the VP j ,p I 

0 is an element by element multiplier 

The derivation of the modified version of algorithm 4.1 follows along the same lines as  
for algorithm 4.1. 

An illustrative example appears next to show the details of algorithm and the control I 

structure (see also [194]). 

4.5.1.3 Illustrative example 
To illustrate the details of formulating a more precise multilevel algorithm we employ a 
fluid flow model, derived from a M/W1 queueing model, to represent the VP. (An 
M/D/1 queueing model is, probably, more appropriate to describe an ATM VP, however 
the W 1  queueing model may still give adequate results for our purpose, without the 
increase in complexity offered by the M/D/1 model; note that the validity of using an 
W 1  queue to approximately describe the queueing delays, even though the packet I 

I 
length is fixed, is discussed by Gerla et a1 [148]). To use this model to describe a VP, 
the following standard assumptions are made: cells at any node along the VP arrive as 
independent Poisson processes; the cells have exponentially distributed lengths; the 
service time is exponentially distributed with mean 1 / Cl , where Cl is the link server I 

capacity at node i; and the buffer lengths at each node are assumed infinite. We also 
I 

assume that the link has a cyclic queue (CQ) service discipline, and a separate logical 
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queue for each VP. Additionally, we assume that accurate estimates of the ensemble 
averages are provided. The general model is derived in the appendix 4.11. In this section, 
we state the VP model for a specific 3-node VP example, and then use it to derive the 
optimal service-rate control algorithm. 

a) Model 

In this example we consider a 3 node VP with one stream of VP traffic il r plus 
background traffic A: at each node along the VP. The dynamics of the VP are given by 

xb (t) x:(t)= -c;(t)( 1 + xp (t) )+n:(t) 

x: (t) = -c; (t) ( l * ) ) + c ; ( t -  x:(t- rl) ) 
l+x; ( t -  2,) 

and in the unified form as (dropping the time dependencies, with the exception of the 
time delayed variables): 

h(t)=[n;  a; o a; o a:] 
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where x;' = 1 + x! 

b) Decomposition 

For the multilevel implementation, we use a geographic decomposition of the VP into 
three LUs, each of which is physically located at a node along the VP. 

Higher level coordination 

LU 1 

Node 1 

background 
traffic 

C) The control algorithm 
The detailed dynamic equations and controls at each LU are: 

At the LU 1 
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the dynamics are given by 

where 

2; = I+?,! 

and the optimal service-rate controls are calculated by 

At the LU 2 

the dynamics are given by 

and the optimal service-rate controls are calculated by 

At the LU 3 

the dynamics are given by 
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I 

I 143 1 

and the optimal service-rate controls are calculated by 

Note that the predicted trajectories of 2 ,  k, f ( t  - s) and e ( t  - s), the references Cd 1 

and the coordination variables v and P are supplied by higher levels, and the initial 1 

condition of the state is x(t,) = x, 

The coordination part of this algorithm is derived next. I 

d) Coordination 
SUL2 the following coordination variables v ( t )  and P ( t )  are calculated: 

d [ A x ]  a [ B C ]  
where E = [, + 2 2  

,. 
Let Zi = xi - Pi and ci = Ci - Ci be the error between the predicted and actual 
trajectories. 

. Then 
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and 

Pi(t - r l )  
x x t -  TI) 

0 

2; -- 
(xi)' 

0 

0 

0 

0 

0 

;:(I - r2) 
x x t -  r2) 

0 

2; -- 
(xi )' 
0 

Observe that the form of these matrices is pleasing, since if the error between actual and 
predicted trajectories converges to zero, then the only non zero coordination term is for 
the interactions between the nodes along the VP (n, and n5, i.e. entries E(3,l) and 
@3,5), and P, and P,, i.e. entries F(3,l) and F(3,5)). I 

Also note that the predicted trajectories f , k,  P(t - r) and e(l- r) and the references 
x d and Cd are supplied by SUL3. 

I SUL3 the updating of the predicted variables is achieved by mere substitution. 
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Based on the above separation of tasks, the following control structure can be 
implemented. 

e) Control structure 

The overall VPC control structure for this example, as well as the information flow are 
shown in figure 4.3. 

Higher levels I References (ref) on C and x 
, , Weights, Q and R 

VPC SUL3 

at destination 

xb, background traffic 

Figure 4.3. The VPC control structure and information flow for the 3-node example. 

4.5.1.4 Properties 

Algorithm 4.1 possesses the desirable properties of: 

the solution is computationally attractive (as compared to a single level solution, 
which necessitates the solution of a TPBV problem; see the discussion in section 
4.5.2.1, page 150). 



Chapter 4: A novel dynamic service-rate control scheme  for BlSDN 146 

the interactions between the nodes traversed by a VP are dealt with (by the 
coordination, or interaction, variables of the multilevel controller). 

the interactions between the VPs sharing a link are minirnised (by using a 
combination of the estimated interfering background traffic and the coordination 
provided by updating the references andor the weights by a higher level-see 
earlier discussion). 

0 its implementation is in a coordinated decentralised form, derived by taking into 
account the propagation delays. 

the necessary coordination handles are provided by the algorithm, thus making it 
suitable for incorporating in an overall hierarchically organised structure. 

4.5.1.5 Implementation aspects 
The implementation of this scheme does not seem to impose a prohibitive computational 
burden (if it turns out to be computationally difficult for this application then suboptimal 
policies will be necessary, but at least the optimal solution will be available for 
comparative purposes; see the illustrative suboptimal strategy derived in example 2 in 
the next section). However a number of practical questions need to  be addressed, as for 
example: 

Convergence and convergence rate need to be considered. A proof of 
convergence has been provided, for general hierarchical successive 
approximation algorithms for non-linear systems, by Hassan and Singh [193]. 
They proved that there is an open interval of time such that for all values of the 
final time taken in this interval the algorithm will converge to the optimal 
solution. However the convergence rate of this type of algorithms still remains 
an open question. 

Overall stability and stability margins are important. See for example [I951 
where strong results appear for linear systems, and [196] for general 
multivariable nonlinear stochastic optimal regulators where strong results appear 
for the special case of linear in the control variables. 

The sensitivity of the solution to deviations of system and component parameters 
from their nominal values is important-see for example [197], [198]. 

The resulting optimal control law (which belongs to the general class known as 
Open-Loop-Feedback-Optimal [199]) is dependant on the boundary conditions, 
and hence has to be repeated if the boundary conditions change, making an off- 
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line evaluation of the controller coefficients impractical (see Singh et a1 [28], 
Chapter 12, for a discussion of different methods of making the control 
insensitive to initial conditions). 

The ensemble average of the state and the flows must be estimated. A robust, yet 
computationally simple estimator is required. It is worth pointing out that 
Warlield et a1 1981 have presented a simple, recursive, real time estimator of the 
amval rate. 

Since there is limited possibility of incorporating all important robustness issues into one 
systematic design method defined in mathematical terms [200], in most practical 
situations one is content with protecting the control structure against perturbations and 
failures by developing and implementing the jacketing hardware and software. One can 
use a variety of techniques for this, as for example expert systems, artificial intelligence- 
see for example [201] for a proposed real-time network management system using a 
combination of conventional optirnisation techniques and artificial intelligence, neural 
nets etc. 

4.5.2 The VPC optimal service-rate control algorithm: s in~ le  level of --- 
control 
As a further illustrative example we use a single level of control to  derive the optimal 
service-rate allocations for a single VP. The computational difficulties presented by the 
derived algorithm (having to  solve a TPBV problem) are discussed. Since it is not 

, practical to obtain a closed form solution to this problem, the special case of costate 
. equilibrium is also derived, in which a closed form solution is presented. Its 

(sub)optimality is compared, via simulation of a specific example, to the fill solution in 
section 4.6.2. 

Again the problem of interest is to optimally select the VP service-rate allocations (at 
the outgoing links spanned by the VP), so that a VP performance measure is minimised, 
subject to  any physical constraints that may exist. We consider a VP described by the 
unified fluid flow equation (4.2). As already discussed different performance measures 
can be easily formulated, in terms of the fluid flow equation, due to the generality of the 
approach. For illustration a linear benefit function is employed here and the optimal 
service-rate control strategies are derived in terms of the unified VP model (for a 
quadratic performance index see [194]). To simplitjr the derivation we only consider a 
single VP with interfering background traffic, i.e. we assume that the interaction 
between the VPs sharing a link can be captured by the interfering background traffic. 
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4.5.2.1 problem formulation: single level implementation 

Problem P2 

Given: The VP topology and the flow rates into the VP queues A;(!) A:(!) v = 1, ..., S. 
i = 1, ..., M. 

Minirnise: J ,  the VP performance measure 

With respect to: C(I) 

Subject to  the following constraints: 

(i) i ( t )  the unified VP state equation as defined in (4.2) with x(t,) = x, 

(ii) 0 C(t ) 5 Cm" ( t )  

(iii) 0 I x(t) I xm ( t )  

As discussed, for illustrative purposes we consider the performance measure given by: 

where wC(t) and wx(t) are the weights reflecting the tradeoff between service-rate and 
: buffer-space. This performance measure seeks to rninimise a linear combination of x(t), 

the state of the buffer, and C(t) the service-rate allocation. Since service-rate and buffer 
capacity are substitute resources (discussed in section 4.2.1) we  formulate the 
performance objective so that it allows the tradeoff of one for the other. Note that x(t) is 
equivalently the delay experienced by cells waiting in the buffer; it is also related to  the 
cell-loss probability. To influence local behaviour, the time varying weights can be 

j updated by a higher level supervisor. The details of a supervisor that updates the 
weights are not discussed in this thesis (in chapter 5 we discuss a higher level supervisor 
that updates the references which can also be used to influence the local behaviour; see 
discussion in section 4.2.1). Note that, if desired, the objective fbnction can be modified 
to  rninimise deviations from the desired states and controls. 

Additionally, to simplifjr the computational aspects of the solution, the following fbrther 
assumptions on the constraints are used: 

Additional simulifiina assumution: 

the constraints on C(t) ie. 0 r C(t) 5 Cm" (t) and the upper limit on the state i.e. 
x(t) 5 xm= (t) will be satisfied by soft constraints, and hence can be removed 
from the optirnisation problem posed at this level. 
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Note that the constraints on the network state x(t), i.e. the lower limit of constraint (iii), 
are always satisfied due to the structure of the state equation. 

Therefore using the above simplifjing assumption the constraints ii) and iii) are removed 
fiom the optimisation problem P2 stated earlier, to obtain: 

Problem P2' 

Given: The VP topology and the flow rates into the VP queues Ar(t) and AP(t) 
v=1 ,  ..., S. i = l ,  ..., M. 

Minimise: J ,  = {wx(t)x(t ) + wc(t)C(t)}dt as defined in (4.18) 
10 

With respect to: C(t) 

Subject to the following constraint: 
I 

(i) i ( t )  the unified VP state equation as defined in (4.2) with x(t,) = x,. 

In terms of the problem formulation P2', the optimal service-rate C(t) control strategy is 
given by algorithm 4.2. This strategy achieves the setpoint and optimises the I 

performance measure. Its proof can be found in the appendix 4.111. I 

Algorithm 4.2: Xhe solution of the problem, formulated in P2: for the optimal service- I 

- 

rate control C(i) is obtained by the solution of equations (4.19) - (4.2 1) 

where 
I 41) is the n x 1 costate vector i.e. <I) = [ v, (I), ..., vn ( t ) IT,  

v(tf) is the costate variable at the terminal time t f ,  and 

I 
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x(t,) = x, is the initial state of the system. 

Solving (4.19) - (4.21) will yield the necessary optimal solution for C(t). 

The solution of equations (4.19) - (4.21) involves the simultaneous solution of nonlinear 
' differential equations with split boundary conditions-half the boundary conditions being 

specified at the initial time to (i.e. x(t,) = xz) and the other half defined at the final time 
If (i.e. t(tf) = 0)-which is notoriously difficult to solve [202] for any but the simplest 

cases. It is commonly referred to as the Two Point Boundary Value (TPBV) problem. 
: The solution of the TPBV problem, for the majority of cases, necessitates the use of 

iterative techniques to determine the solution which satisfies all the boundary conditions. 
A variety of approaches have been proposed, such as the quasilinearisation techniques, 
relaxation techniques and decomposition-coordination techniques (see appendix 4.1 for a 
discussion on the decomposition-coordination techniques) [202], [28], [203]. We will 
not pursue these techniques any further, but rather concentrate on the analytic solution 
for the special case of the costates attaining equilibrium. 

4.5.2.2 solution: based on the costate equilibrium strategy 

To solve (4.19) analytically for v(t) is impractical (note though that numerical solutions, 
as discussed above, are available). However for the special case of the costate variables 
attaining equilibrium i.e. i.= 0 , that is for the long-run stationary equilibrium (as t + m, 

i(t) + 0), an analytic solution is obtained with relatively easy algebraic manipulations. 
This is given by algorithm 4.3; its proof can be found in the appendix 4.111. 

Algorithm - 4.3 : The costate eqzrilibriztm solution of WC, as formulated in P2  ', for the 
: optimal sewice-]-ate allocation C(1) is given by solving equation (4.22) for C(t). 

"(t'x)('(t)@es) -'LG(x,t)(c(t) es) +h(t, A]] 
a x(t) I 

= wc (t) 
a c ( t >  

(4.22) 

Algorithm 4.3 possesses the desirable properties of: 

0 the solution is given in closed form. 

it is computationally simple. 
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its implementation can be decentralised, either fully by estimating the flow rate of 
VP traffic into it, or coordinated by allowing an estimate of the VP flow rate to 
be provided by a suprema1 level. 

it can be coordinated by a higher level via the weights andor the inclusion of 
references in the objective hnction. 

A crucial question still remains though: that of how quickly, if at all, do the costates 
attain equilibrium. In the next section, for one specific example, it is demonstrated via 

. simulation that the costates attain equilibrium, however for the general case this remains 
an open question. Additionally, the estimation of the ensemble averages may prove 
challenging and the incorporation of a real time estimator, as for example [98], is worthy 
of further investigation. 

4.5.2.3 Illustrative example 4.2 
To illustrate the details of formulating a more precise equilibrium costate solution, we 
employ the commonly used W 1  queueing model for each node along the VP (the 
validity of using an MIMI1 queueing model instead of an M/D/l, to approximately 

! 

I 

describe the queueing delays, even though the packet length is fixed, is discussed in 
I 

section 4.5.1.3). To use this model to describe a VP, the following standard assumptions 1 

are made: cells at any node along the VP amve as independent Poisson processes; the 
cells have exponentially distributed lengths; the service time is exponentially distributed 1 

with mean 1 / C,, where C, is the link cell-server capacity at node i; and the cell buffer ! 

lengths at each node are assumed infinite. We also consider a VP with a FIFO buffer I 

I 

discipline, one stream of VP traffic A ," plus background traffic A.: at each node along 
I 

the VP. The general state equation for this VP model is shown in the appendix 4.II.iii. 
To write in a unified equation form, we define (for M=3 and zero propagation delays): 

h(t) = [A. and 
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[for convenience the time dependencies are not explicitly shown and xi = 1 +xi + x: ., 
i=1,2,3]. 

This allows us to  obtain the VP equation in the unified form of equation (4.2). It is 
derived by matching the steady-state equilibrium point of the fluid flow equation (4.2) 
with that of the equivalent queueing theory model. As an additional simplifying 
assumption the deterministic delays between the nodes spanned by the VP, are set to 
zero, i.e. zi = 0, i = 1,. . ., M - 1. The equilibrium costate solution for the service-rate 
allocation is then given by [18 11, [I941 

Note that this defines a simple feedback relationship, since the optimum service-rate is a 
hnction of the local state variables (x;  due to path traffic and x: due to  background 

traffic) and the arrival rates (the VP traffic A Y and the background traffic Af). Note that 
an estimate of the VP traffic can either be made locally, or it can be supplied by the 
originating node of the VP, or by a higher level coordinator. This control is appealing 
since it can be implemented in a fblly decentralised or coordinated decentralised form. 

The form of this solution is also pleasing since (pointed out by Konheim [204]) it has a 
form similar to the one obtained by Kleinrock for the solution of the optimal capacity 
allocation problem (see page 329 equation 5.26 of [205]). Both solutions are hnctions 
of the square root of A (termed the square root capacity assignment formulations by 
Meditch in [206]). Kleinrock's solution is based on a different objective, that of 
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minimising the steady state delay, and he uses a static M M l  queueing model (derived 
fiom probabilistic principles) to describe the network state, whereas in our formulation 
we use a dynamic fluid flow model, and design a controller (using optimal control 
theory) based on feedback fiom the queue state. Even so the two solutions t o  the 
problem of optimally allocating service-rate are similar in form. 

4.6 Performance evaluation 

4.6.1 Simulation test bed 
One of the difficulties in studying the performance of the dynamic service-rate allocation 
scheme via simulation is the lack of previous work in this area. However, using 
simulation, we will demonstrate some of the interesting aspects of these algorithms, as 
for example: a comparison of the costate equilibrium solution to the full solution; the 
existence of a costate equilibrium state; that the algorithms can be influenced 
(coordinated) by a higher level supervisor; the nature of interactions between the nodes 
spanned by the VP; and that the multilevel implementation can minimise the effect of the 
interactions between the nodes spanned by the VP. But firstly we will compare the 
simulation of the costate equilibrium solution by using both a Discrete Event @E) 
simulation and a simulation based on the fluid flow model (control type simulation). It 
will be shown that the results obtained from the two techniques are very close. On 
computational grounds we will only use control type simulations for the rest of the 
simulations because DE simulation requires a large number of independent runs to be 
averaged to portray system behaviour 1721. 

4.6.1 .I Nonstationarv Simulation (DENS) testbed 

Even though there are numerous techniques, as well as commercially available packages, 
that perform simulations based on DE simulation for steady state measures of probability 
(as for example the average delay, average throughput etc), not many works deal with 
the problem of capturing the nonstationary behaviour. For a discussion of DENS we 
refer the interested reader to the works of Tipper and colleagues: [72] section 3.2 
discusses simulation techniques; [IS]; [19]; and [207]. In particular, as noted in [72], a 
large number of independent runs (thousands) must be generated to get an accurate 

i portrayal of the system behaviour (under non stationary conditions). Obviously this 
approach (DENS) will be computationally difficult when simulating a network of 
queues, therefore the DENS simulations will be limited to a single node (see appendix 
4.IV, case A). Note that the DENS simulations were provided by Tipper [208]. 
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4.6.1.2 Control system tvpe simulation (CSTS) testbed 
The CSTS simulation testbed consists of a VP spanning 3 nodes, modelled as a series of 
M M 1  queues#', with one type of VP traffic and the background traffic. The fluid flow 
equation (4.2) is used to model a VP, since as already discussed it offers great 
computational advantages over more complex probabilistic models. An important 
assumption is that accurate ensemble averages are available. 

Higher level coordination 

LU 1 LU 2 

Path traffic 

Node  1 Node 2 

x: ~ " 2  x: background 
traffic 

For the multilevel implementation, we use a geographic decomposition of the VP into 
three LUs, each of which is physically located at a node along the VP. 

Typically, unless otherwise stated, we simulate the following VP traffic and background 
traffic: 

A: the ensemble average of VP traffic is 0.2 cells per time unit 

A the ensemble average of node 1 background traffic is 0.4 cells per time unit for 
the stationary case and 0.5 + 0.4 sin (t) for the nonstationary case. 

2 b, the ensemble average of node 2 background traffic is 0.5 cells per time unit 

2: the ensemble average of node 3 background traffic is 0.6 cells per time unit 

z, the internodal propagation delay between nodes 1 and 2 is equal to 3 time units 

z, the internodal propagation delay between nodes 2 and 3 is equal to 2 time units 

4.6.2 Simulation results 

Six simulation cases were considered. 

case A) Simulation run to demonstrate the validitv of the state model 

See earlier discussion in section 4.5.1.3 about the choice of an W l  queue instead of the M/D/1 one. 
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Two simulations are considered. One using DENS and the other using CSTS. The 
service-rate is dynamically allocated by using the optimal costate equilibrium equation 
(4.23) of page 152. Figure 4.6 compares simulation results for stationary background 
traffic and figure 4.7 for nonstationary background trafiic. As can be seen fiom these 
figures the behaviour of the DENS and CSTS simulations have similar trends (the worst 
observed deviation is 18% and for most cases the deviation is well within 5%). This 
suggests that the CSTS is usefbl with its major computational advantages. 

See appendix 4.1V.A for the simulation run details. 

case B) Simulation run to demonstrate the ability of a higher level to influence local 
behaviour 

This set of simulation runs has been designed to show that the behaviour of the LUs can 
be influenced by changes in the weighting coefficients and the reference values. These 
have been proposed as the main coordination tools, via which a higher level can 
(possibly) influence local behaviour. 

changing the weights: 

The ability to significantly influence local behaviour is demonstrated in figures 4.8-4.15 
(e.g. in figures 4.8 and 4.10 the VP traffic at node 1 ranges over 0.1 1 to 0.55-a 400% 
difference; for the chosen changes in the weights). The tradeoff between buffer-space 
and service-rate (substitute resources) can also be observed from these figures. 

changing - references: 

The results fiom this simulations are shown in the figures 4.16-4.2 1 where the ability to 
significantly influence the local behaviour is again demonstrated. Note that for the case 
of a lightly loaded network (case 4) constant allocations over the length of the run have 
been made (see figures 4.20-4.21), since the service-rate of the server is plentifbl and the 
interactions between the VPs are insignificant (as shown in simulation case C). 

See appendix 4.1V.B for the simulation run details. 

case C )  Simulation run to demonstrate that the interaction terms become more 
pronounced as the link service-rate becomes scarce 

This set of runs shows that the interaction terms between the nodes spanned by the VP 
become less important, by several orders of magnitude, (figures 4.23 and 4.25) as the 
service-rate becomes plentifbl (i.e. for a lightly loaded network, see figures 4.20 and 
4.21). But as the network load increases and the available service-rate becomes scarce 
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(i.e. for a loaded network, see figures 4.16 - 4.19), then the interaction terms become 
more important (figures 4.22 and 4.24). This is indicated by an increase in their 
numerical values (for node 1 the costate variable increases fiom 0.005 to 0.15). 

See appendix 4.1V.C for the simulation run details. 

case D) Simulation run to demonstrate the abilitv to minimise the effect of the 
interactions between the nodes along a VP 

For this simulation run the VP traffic at node 1 is changed from 0.1 to 0.2 and then to 
0.4 cells per time unit to simulate unexpected VP traffic changes. The behaviour of the 
multilevel controller and its effect on the state of the system can be observed in figures 
4.26, 4.28, 4.30 and 4.3 1. Figure 4.30 shows that the LU at node 1 allocates service- 
rate as required so that the influence of an unexpected change in VP traffic on the state 
of the buffers (shown in figure 4.28 for node 3) and service-rate allocations (shown in 
figure 4.3 1 for node 3) downstream is minimised. Figures 4.27 and 4.29 show the case 
of static service-rate allocations (static allocations are set equal to the service-rate 
reference values of the dynamic scheme, shown as dashed lines in figures 4.30-4.3 1). 
Comparing the dynamic scheme to the static service-rate allocation scheme we can 
observe a significant improvement on the buffer state of node 3 (80 % for the case 
when the VP traffic rate equals 0.4 cells/time unit). This demonstrates that the effect of 
the interactions between the nodes along a V P  has been minimised by the use of 
coordinated decentralised LUs. 

See appendix 4.1V.D for the simulation run details. 

case E) Simulation run to compare the costate eauilibrium solution with the full costate 
solution 

The costate equilibrium solution is compared with the full costate solution, obtained 
using the multilevel approach of [178]. Figures 4.32 and 4.33 show the costate 
equilibrium solution. Figures 4.34 and 4.35 show the fill costate solution. It  can be seen, 
for this specific example, that the equilibrium solution does provide comparable control 
to  the fill costate solution. The allocated service-rate is within a few percent for a 
service-rate weight of 0.1, but increasing to about 17 percent for a service-rate weight 
of 0.25. Full assessment of the suboptimality of the costate equilibrium solution remains 
a matter requiring further investigation. 

See appendix 4.1V.E for the simulation run details. 
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case F) Simulation run to investigate - whether the costates reach equilibrium as time 
tends to infinitv 

Figure 4.36 shows the fill costate solutions versus time. The full costate solution is 
again obtained by using the multilevel approach of [178]. Figure 4.36 suggests that the 
costates will reach equilibrium values at about 10 time units (i.e. i(t) + 0 for t += a). 
See appendix 4.1V.F for the simulation run details. 

4.6.3 Hiahliqhts of the performance evaluation 

In the previous section, using simulation the performance of VPC was investigated. For 
the simulated examples it was demonstrated: 

that a Control System Type Simulation (CSTS) closely resembles a Discrete 
Event Nonstationary Simulation (DENS). I 

e the ability to  influence the local behaviour of the LUs via changes in the 
references and/or the weighting coefficients that appear in the objective function. 
These are proposed as the main coordination tools, via which a higher level can 1 I 

influence local behaviour. I 

! 
the interaction between the nodes spanned by a VP becomes more pronounced I 

as the service-rate rate available at a link becomes scarce (as for example during 
a high load situation). I 

! 
the effect of the interactions between the nodes along a VP can be reduced by 
the use of coordinated decentralised LUs. 

that there is a tradeoff between buffer-space and service-rate. j 

that, at least, for the simulated example the costate equilibrium solution exists 
(i.e. that the costates attain their equilibrium values as time tends to infinity) and 
that it is close to the fill costate optimum solution. 

4.7 Conclusion 
I 

In this chapter we have presented the dynamic modelling of the VP, using fluid flow 
arguments, in a unified form featuring several enhancements fiom the ones commonly 
presented in the literature. 

I 

A novel service-rate control scheme (offering fast local control and slow coordination) 
that uses feedback fiom the network queues was then described. Two illustrative 
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examples of its use to  control service-rate at the VP level (VPC) were presented. The 
interactions within the nodes spanned by a VP, as well as the interactions between the 
VPs sharing a link are addressed in the problem formulation, and a solution offered. 
Their integration into an overall hierarchically organised control scheme is included in 
the problem formulation. In the first example we make use of nonlinear multilevel 
optimal~control theory in the solution of the service-rate control problem at the VP 
level, to  design coordinated fast acting local units. The propagation delay between these 
local units is taken into account by a novel extension of a multilevel algorithm to the 
case of nonlinear time-delayed systems. A computationally attractive algorithm 
(algorithm 4.1 and its modified version), as compared to the single level optimal 
formulation (algorithm 4.2) that requires the solution of a TPBV problem, has been 
presented to solve for the optimal service-rate controls for the VPC. As a second 
illustrative example a suboptimal strategy (algorithm 4.3) is presented (derived from the 
computationally complex single level formulation), based on the costate equilibrium case 
(using an example its existence is demonstrated via simulation), which is shown to  be 
very simple computationally-it is obtained in a simple closed form, and therefore 
iterations toward a solution are not required-yet it appears, via simulation, to be 
reasonably close to  optimality. 

The performance of the algorithms has been studied via simulation; the highlights of the 
performance evaluation appear in section 4.6.3. 

In conclusion, our concept for service-rate control using optimal (in particular 
multilevel) control methodology can be successfUlly employed for the control of service- 
rate at the VP level. The minimisation of interactions within a VP and between VPs are 
also addressed. The solution form (of VPC) is suitable for incorporation in an overall 
hierarchically organised control scheme. 
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Appendix 4.1: Nonlinear multilevel control theory 

Large-scale systems are found in almost every facet of modem society, as for example: a 
steel mill; a human organisation; the telephone system, to name but a few. A large 
number of papers and books have been published dealing with large-scale systems and 
various approaches have appeared in the literature to handle them (see for example [28], 
[32], [34], [209]). These approaches can roughly be categorised into: i) the 
decomposition-coordination approach [27], [28]; ii) the aggregation approach [34], 
[210]; iii) the multi-time-scale approach 121 11; and the filly decentralised approach 
[200], [34]. A good overview appears in [32]. In this section we describe one particular 
method: the costate-coordination method based on the decomposition-coordination 
approach. 

The costate-coordination method based on the decomposition-coordination a ~ ~ r o a c h  

The optimisation of nonlinear dynamic systems leads ultimately to the resolution of a 
nonlinear two-point boundary value (TPBV) problem. The difficulty in solving these 
nonlinear TPBV problems is well known (see for example Sage et a1 [202]; also see 
section 4.2.2.1). Invariably these problems require a successive approximation technique 
for their solution [202], [193]. Standard successive approximation techniques, such as 
quasilinearisation, involve the simultaneous solution of a large number of nonlinear 
differential equations. The solution of even low-order problems is by no means an easy 
task, let alone the solution of high order ones. Therefore the development of multilevel 
methods; which allow the solution of large-scale nonlinear problems, as well as provide 
computational advantages for even low order problems. These are based on 
decomposition-coordination techniques [27], [28], [212]. In particular hierarchical 
decomposition-coordination techniques have been extensively studied [28], [2 i3], [3 11, 
[2 141, [2 151. Various methods of decomposition and coordination provide us with 
different forms of the solution. We concentrate on the costate coordination structure 
[193], [215] because it avoids the possible existence of the duality gap between the 
primal and dual problem, which occurs when using the strong duality theorem of 
Lagrange [216]. But firstly we provide a brief discussion of the concepts of 
decomposition and coordination [27], [32], [28], [217], [193]. 

Decomposition 

Decomposition of large scale systems can be based on either physical or mathematical 
grounds. Overlapping or nonoverlapping decompositions are discussed in [218]. Its 
worth pointing out that at higher levels overlapping decomposition may prove usefil. In 
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this thesis we have concentrated on a physical decomposition, along the physical 
coupling links. This is prompted by our desire to design coordinated distributed 
(geographically) local units at the lower levels of a hierarchically organised solution. 

Having decomposed the system, now the task is to ensure that the overall optimum 
solution is obtained from a combination of the local solutions (provided by the local 
systems). This is achieved by coordination. 

Coordination 

Coordination is defined as the task of the higher levels to enforce harmonious 
functioning (in order to obtain the overall optimum solution) of the local subsystems by 
manipulating their interactions, resolving the conflicts, and adjusting the goal and model 
interventions. In the case of costate coordination [I931 predictive corrective updating 
rules are used, in a sequence of exchanges and iterations, to strive toward convergence 
of the individual local solutions toward the overall optimum. This class of hierarchical 
techniques is based on the prediction of the costate variable (or the adjoint vector), and 
it has the significant computational advantage of avoiding to solve a TPBV problem at 
the lower level. 

Basic concept 

The general idea of the decomposition-coordination approach (based on the costate- 
coordination method) for the solution of nonlinear large scale systems is: 

write the criterion knctional to be minimised in the form of a separable quadratic 
part and a nonseparable quadratic part; 

e write the nonlinear dynamic equations of the overall system in the form of a 
linear part which is separable by block (good idea is to make them correspond to 
physical subsystems) and another part that contains the nonlinearities interaction 
terms and delayed variables; 

organise the lower level so that it consists of low order dynamic optimisation 
problems, with the interactions, nonlinear terms, and delayed variables treated as 
constants. The values of these constants are updated by a higher level using 
coordination variables. Use the costate variable as part of the coordination 
variables so that the lower level will not have to solve the TPBV problem; 

organise the higher level so that it updates the nonseparable part in the criterion 
function, the delayed variables, the nonlinear part in the dynamic equations (i.e. 
the interactions, the delayed variables and the nonlinear terms are treated as 
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constants by the lower levels), as well as the costate variable (note that by 
adding a third level the solution of the TPBV problem does not have to be 

! 

performed at the same level). By successive approximation and information I 

exchanges between it and the lower levels the variables will be iterated to their 
optimal values. 

It is worth pointing out that this technique, which applies the prediction principle, is of I 

the infeasible type. This approach does not suffer from the "duality gap" problem that 
other methods may do (since it solves the primal problem), as for example methods 
based on the balance principle [27], however being of the infeasible type means that the 
intermediate results obtained between two successive iterations cannot be used as a 
suboptimal solution. This is to be contrasted to the feasible metho& for which the 
intermediate results can be used as a suboptimal solution. Note however that the feasible , 
methods only apply to a very limited class of problems; those for which the number of 

I 

control variables is larger than or equal to the number of interconnections. 
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Appendix 4.11: VP dynamic models described by the unified 
fluid flow equation 

Based on the unified fluid flow equation, (equation 4.2), reproduced here for 
convenience 

several application dependant models can be derived. In this section we only derive 
models for the VP system. 

As defined earlier#' a VP is a one-way, preestablished, connection between an Origin- 
Destination (0-D) pair, spanning several ATM switching nodes, into which VCs can be 
grouped. It is shown in figures 4.4 and 4.5. Multiple traffic service types (1, ..., S )  are I 

permitted on the VP. The interactions with other VPs (or any other traffic not using the I 

VP concept, as for example a VC connection not utilising a VP) sharing a link at a node 
(1, ..., M) are modelled as  background local traffic (note that the VP queue is located at 
one of the outgoing links of the node, however we will use the term node rather than 
stating explicitly that the VP queue is located at one of the outgoing links of the node). 

For a VP we define: 

C,(t) - cell service rate (capacity) allocated to the VP at node i , 

(t) - cell service rate (capacity) allocated to the VP traffic, type v ,  at node i , 

cb (t) - cell service rate (capacity) allocated to the background traffic at node i , 

XY (t) - state of the VP traffic type v (i.e. ensemble average of number of cells) at the 
cell-queue of node i , 

xp (t) - state of the background traffic (ie ensemble average of number of cells) at the 
cell-queue of node i , 

Ar(t) - total arrival rate at cell-queue 1 due to VP traffic, type v 

A. :(t) - total arrival rate at cell-queue i due to  background traffic, 

yr(t) -is the VP traffic, type v ,  leaving the previous node i - 1 and entering node i , 
delayed by a deterministic amount zi-, due to  the transmission propagation. 

For references see section 2.3, page 17. 
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ATr.1 Swkch 
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Figure 4.4. ATM switching node. 

Node 2 Node M path traffic 

background 
traffic 

Figure 4.5. A VP modelled by a series of ATM switching nodes. 

A commonly used approach to  derive the fluid flow equation (4.2) is t o  match its 
steady-state equilibrium point with that of an equivalent (in terms of the queueing 
discipline that best describes the queueing system in question) queueing theory model. 
This method has been used and validated using simulation by a number of researchers, I 

for example: for the M/M/l/N (Kendall notation") queue [166], [l 801, [IS], [20]; for 
multi-class M/D/l queues with and without priority [ I  821. It was shown to lead to an 
accurate approximation for the time-varying mean number in the system. The examples 
in 4.11.a and 4.11.b adopt this approach. An alternative approach is to use system 
identification techniques (for example, see the Ph.D. thesis of B. H. Soong [219] for 
such an approach) to identifjr the parameters of the utilisation function in the unified 
fluid flow equation of (4.2). 

4.ll.a)MlMll I N ,  based models 
Firstly we consider the case of a system whose interamval and service distributions are 
exponentially distributed, with a single server, and N, cell waiting places in the buffer 
(note that for an infinite number of cell waiting places it is designated as W 1 ) .  

I 

i) VP s~anning - one node. carrying one class of traffic. no interfering background traffic 
and infinite cell waiting  laces in the aueue 

In 1952, D. G. Kendall described a shorthand notation that captures the essential characteristics of queuing 
, systems. See the glossary for a brief description. 
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The simplest case is of a VP spanning one node, carrying one class of traffic, no 
background traffic and infinite waiting places in the queue. This queue can be modelled 
[sol, [181, as 

where 

e' = 1, since st= 1, and 

h(t) = d(t). 

ii) VP spanning one node. with blockina. carwing one class of traffic and no interfering 
background traffic 

The extension to the W I I N b  queue ie. an M.MJ1 queue with Nb waiting places, 
follows fiom above 

where 

F(x,  t) is a fbnction of the blocking probability [220, 1821. 

iii) A state model for VPs. with FIFO aueue disciplines. and deterministic propaeation 
delavs between the nodes spanning the VP r1781: 

The state variable model representing each FIFO queue in the VP, for different classes 
of traffic v, (assuming infinite cell waiting places in the queues) is given by: 

at node 1 

I 

i,"(t) = -C,(t) 
I 

xl" (1) I +A.;(t) v=1, ..., S,b. 
I + X: (1) + cs k=I X: (t) 

I 

at node i 
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xY (2) 1 v = 1, ..., S. 
2; ( I )  = -ci (I)  + YY (2) 

1 + x; ( I )  + xs Ic=l X ;  ( t )  i = 2, ..., M. 

f 

where 

The dynamics of a single path are hence given by 

i = f ( x ,  C ,  r ,  r) = [i,, . . . , i M I T .  (4.11.5) 

This model (4.11.3) and (4.II.4), or (4.11.5) can be used to represent all possible paths for 
any OD pair. 

To write in terms of the unified fluid flow equation, we define 

and 

T 
G ( I , T , x ) = [ ~ ,  . . . g M ] T ,  where gi = [g: g? ... gs g,b] 

Now for node 1, 

S-1 ( 1  0 o~M-I) 01-1 ( -  I os(M-2) , and 
= [o  x1 ( I )  X I ( +  TI) I 
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where X,  = 1 + x: +...+ X: + x:. 

Similarly for the rest of the nodes. 

e' = eS+', and 

to obtain, 

the VP equation in the unified form of (4.2). 

iv) A state model for VPs with a cvclic queue (CO) server discipline. separate queues 
for each VP. and deterministic vrovaaation delavs between the nodes soanning the VP 
p7-J- 

At each node i , we consider a cyclic server discipline [221] (each class in the VP is 
allocated a service rate of c(t) and the background traffic is allocated C,?(t)). The 
state equation for the VP (assuming infinite cell waiting places in the queues) is: 

i t - c  1 + , "  x," (t) ) + A  v=l, , S  i= l .  

= - t (  ( )  )+ t v = I ,..., S. i=Z ,..., M 
1 + x; (t) 

where 
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Following the same approach as the previous example the dynamics of a single path can 
be described by the unified nonlinear time delay fluid flow equation of (4.2). 

~ ( t )  = G(t, r, x)(C(t, T) O e') + h(t, x) = f (x, C, t ,  7) = [i, , . . . , iMIT (4.11.8) 

This model (4.11.6) and (4.11.7), or (4.11.8) can be used to represent all possible paths for 
any OD pair. I 

Note that the detaiIed unified equation, for the 3-node case, is shown in example 4.1 of 
section 4.2 

1 

4. Il .  ~)MIDIIIN, based models 
In this section we consider models that can describe M/DIlIN, (exponential cell 
interamval times, fixed cell service distribution, 1 server, N, cell waiting places in the I 
queue) queueing systems carrying S different classes of traffic. I 

i) VP spanning one node. carrving one class of traffic, no interfering background traffic, 
and infinite waiting vlaces in the queue 

The simplest case is of a VP spanning one node and carrying one class of traffic. This 
I 

can be modelled as 1181 

I 
where 

e' = 1, since st= 1, and 

ii) A state model for VPs. with FIFO aueue disciplines. and deterministic propagation 
delavs between the nodes spannin~ the VP 

The VP spanning M nodes and carrying S classes of traffic is (assuming infinite cell 
waiting places in the queue) [182]: 

I 
I At node 1, 
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At node i, we have 

where 

: note that all the variables in yY are delayed by si-, (not shown for notational 
convenience). 

The dynamics of a single path can be described by 

1 

This model (4.11.10) and (4.n. 1 I), or (4.11.12) can be used to represent all possible 
paths for any OD pair. 

i To write in terms of the unified fluid flow equation, follow example 4:II.a.iii). 
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4.li.c) General models 
As discussed earlier more general models can be derived by using system identification 
techniques. If on-line identifiers are used coupled with an appropriate on-line controller 
design, then we obtain an adaptive system. See chapter 3 for a description of adaptive 
control systems. This is an interesting line of research to  follow. 
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Appendix 4.111: Proofs of the service-rate control algorithms 

The optimisation methods of mathematical programming, dynamic programming, or 
variational methods (the classical variational calculus or the minimum principle of 
Pontryagin) can be employed to solve the problem of the optimal service-rate control. 

We make use of Pontryagin's minimum principle [162]. Basically Pontryagin's minimum 
(or maximum) principle is a set of necessary conditions [162], [202], that must be 
satisfied by a control variable and trajectory of the state, which minimise the objective 
function in the general, nonlinear, optimal control problem. 

Proof o f  alaorithrn 4.1 

In this section, we provide the proof of the solution for the optimal service-rate control 
problem (implementable in a multilevel form). 

The proof is based on the simple heuristic described in section 4.5.1.1, page 136. It 
extends the non time-delay nonlinear case to the time-delayed nonlinear case. For 

I 

simplicity of exposition, we show the derivation in two phases. 

Phase i) At the lower levels of the multilevel solution we ignore the constraints on 
1 

the delayed states and controls (constraints iv & v). On the assumption that the 
predictions of the delayed terms equal their true values the optimal solution is easily 
derived. However the constraints iv & v are not satisfied if the predictions of the 
delayed terms do not equal their true values. Therefore, 

Phase ii) satisfjr these constraints (iv & v) but only at the highest level of the 
I 

I hierarchy by forcing the predictions of the delayed terms to equal their true values. 
Successive iterations (assuming they converge#') ensures that the predicted 
trajectories are the same as the true trajectories. 

Phase 1 

By using the objective function and the constraints, we firstly form the Hamiltonian H 
(the predictions of the time delayed terms are treated as accurate and known) 

where 

I 

'' A proof of  convergence is beyond the scopc of  this thesis. Our simulative experience shows that there is 
an optimisation interval over which this algorithm converges. See comments on page 146. 
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v is the nx 1 costate vector i.e. v= [ v, ,..., v,,]', 

n, P are nx 1 and mx 1 Lagrange multipliers. 
, Note that, with the exception of the time delayed dependencies, for clarity we have 

omitted all the other variable's dependencies. 

The necessary conditions of the above performance index being optimum [202] are: 

with split boundary conditions <If) = 0 and x(2,) = xo 

Solving the above necessary conditions, decomposing (noting that Q, R, A and B are 
all block diagonal and the coordination variables xd, Cd, i, e, e(f - r), i ( t  - r), Y 
and p are fixed by higher levels) and organising into 3 levels (lowest level consists of 
distributed LUs and the two higher levels consist of SUs) we obtain: 

At each Local Unit, i (LU i) 

and, at the higher levels: 

Suprema1 Level 1 (SUL1): 
I 
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Suprema1 Level 2 (SUL2): 

Phase 2 

The constraints on the delayed terms are satisfied on the third level. Therefore the 
following updates are also performed at SUL2 

Note that for general, nondelayed, nonlinear systems the optimal solution is derived (in 
phase I), and extended to deal with the time delayed terms (in phase 2). Combining 
phase 1 and phase 2 we obtain equations 4.9-4.17, i.e. algorithm 4.1. 

vvv 
Proof o f  alporithnz 4.2 

We firstly form the Harniltonian H (by using the objective function and the constraints) 

where 

4 t )  is the nx 1 costate vector i.e. <t) = [ v, (t), ..., v,,(t)IT . 
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The necessary first order conditions for optimality of the above performance index are: 

d H -  - -- - vi 8 3 1  -- 231 
- and -=O 

d x i  d vi d C  

with split boundary conditions <tf  ) = 0 and x( to)  = x,. 

Direct calculation gives 

where 
T 

< I )  is the n x 1 costate vector i.e. < t )  = [ v ,  ( t )  ,..., v , ( t ) ]  , 

<t / . )  is the costate variable at the terminal time t f  , 

x(t , )  = X: is the initial state of the system. 

Solving (4.11.3) - (4.11.5) will yield the necessary optimal solution for C ( t ) .  

VVV 

Proof o f  algorithm 4.3 

It follows fiom algorithm 4.2 by setting the costate derivative to zero, i.e. i ( t )  = 0. 

Solving for the costate variable and substituting back into the Harniltonian w e  obtain 

For simplicity, we do not show the variable's dependencies. 
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Next we minirnise the modified Hamiltonian 31, with respect t o  C(t), i.e. 

, . 

= wc (t) 

Solving for C(t) provides us with the costate equilibrium service-rate allocations. 

vvv 
Note that the conditions derived above, by using Pontryagin's minimum principle, are 
necessary conditions for an optimal solution, but they may not be sufficient to ensure 
that the derived solutions are the globally optimal, i.e. that the global minimum has been 
obtained. However as the sufficient conditions are almost impossible to derive (one can 
derive the sufficient conditions only for specific situations, as for example by restricting 
the control space), in general, one is content with the derivation of the necessary 
conditions only and then use other means (e.g. simulation) to investigate whether these 
are also sufficient. 
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Appendix 4.IV: Simulations A-G 

case A) Simulation run to demonstrate the validity of the state model 

Two simulations were performed. One using DENS and the other using CSTS. 

i) DENS: An MIMY1 model was simulated using DENS. 

Two cases were considered for a single node VP simulation: 

run i) VP traffic of A ;= 0.2, and stationary background traffic of A!= 1. 

run ii) VP traffic of A. ;= 0.2, and nonstationary background traffic of 
A!= 0.5 -t 0.4sin(t). 

The allocated service-rate was calculated using the optimal costate equilibrium equation 
I 

(4.23), page 152. For each run two schemes are used to dynamically allocate service- 
rate: a) using the ensemble average of the state variables; b) using the running average I 

of the state variables, set equal to 2 time units for this simulation study [208]. A total 
of 5000 simulations are used for averaging. 

ii) CSTS: An MIMI1 model is simulated with the allocated service-rate calculated fiom 
the optimal costate equilibrium equation, (4.23), as for the DENS simulation. 1 

I 

The same two runs, as in the DENS are considered for a single node VP simulation: 

run i) VP traffic of A;= 0.2, and stationary background traffic of A f= 1. 

run ii) VP traffic of AT= 0.2, and nonstationary background traffic of 
A!= 0.5 +0.4sin(t). 

The results are plotted in the same figures used for the DENS simulations. Figure 4.6 
compares simulation results for stationary background traffic, and figure 4.7 for 
nonstationary background traffic. As can be seen fiom these figures the behaviour of the . 
DENS and CSTS have similar trends (the worst observed deviation is 18% and for most 
cases the deviation is well within 5%). This suggests that the CSTS is usefbl with its 
major computational advantages. 
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Run i) DENS and CSTS for stationarv background traffic 

a) VP traffic state 1 
I 

o 5 10 I s  Time 'O 

I . .. . CSTS simulation I 
1 

0.6 

running average 
(2 sec interval) 

xb 0.6 Ensemble average 
(5000 runs) 

0.4 

0.2 

b) background traffic state 
0 
o C, 10 l a  Time 20 

Figure 4.6. DENS and CSTS for stationaxy background traffic: a) VP traffic state; b) 
background traffic state; c) service-rate allocation. 
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Run ii) DENS and CSTS for nonstationarv background traffic 

0.35 

DENS simulation- 
running average 

CSTS simulation (2 sec interval) 

Ensemble average 
(5000 runs) 

a) VP traffic state 

0 s 10 1 s  Time '0 

CSTS simulation running average 
DENS simulation (2 sec interval) - 
Ensemble average 

0.1 (5000 runs) 
b) background traffic state 

0 
o 6 10 Is Time 20 

Figure 4.7. DENS and CSTS for nonstationary background traffic: a) VP traffic state; b) 
background traffic state; c) service-rate allocation. 
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case B) Simulation run to demonstrate the abilitv of a higher level to influence local 
behaviour 

This set of simulation runs has been designed to show that the behaviour of the LUs can 
be influenced by changes in the weighting coefficients and the reference values. These 
are the main coordination tools, via which a higher level can (possibly) influence local 
behaviour. 

changing the weights: 

run i) VP traffic of A ;= 0.2, and background traffic of A := 0.5 + 0.4 sin ( t )  , A b,= 0.5, 
and A := 0.6. The costate equilibrium strategy, for a FIFO buffer discipline, was 
implemented. The weights were set to: 

1) lux = 5, IV, = 1, and 

The ability to significantly influence local behaviour is demonstrated in figures 4.8- 
4.11 (e.g. in figures 4.8 and 4.10 the VP traffic at node 1 ranges over 0.11 t o  0.55 
-a 400% difference; for the chosen changes in the weights). The tradeoff between I 

buffer-space and service-rate (substitute resources) can also be observed from 
1 

1 

these figures. 

run ii) This example uses a FIFO buffer server discipline. The multilevel algorithm 1 

described in section 4.5.1.2 (algorithm 4.1) is implemented. Note that since the i 

buffer discipline is of a FIFO type, the controller cannot discriminate between the 
VP traffic and the background traffic at a node along the VP, but it can 

! discriminate between nodes along a VP. (Note that a cyclic server discipline with 
separate logical queues will enable one to also discriminate between the VP traffic 
and the background traffic by appropriate choice of the weights and references). 
The weighting coefficients for the queue state, for VP traffic at the node 1 queue, 
is varied to demonstrate the ability of the higher units to influence local behaviour 
(figures 4.12-4.15). Note that the allocation of service-rate for VP traffic is 
significantly affected by the weighting coefficient for queue state (for this 
simulation run the service-rate changes by about 25% over the chosen weights). 
As the weight on the state (i.e. Q value; R, the weight on service-rate can also be 
used) is increased, the queue state is kept at a lower value, but i t  the cost of extra 
server capacity. In this example the references for the state and the service-rate at 
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all nodes are kept fixed. Observe that node 2 VP traffic is hardly affected by the 
change of behaviour at node 1 

Above simulations demonstrate that the allocation of service-rate and the state of the 
traffic are significantly affected by the weighting coefficients. Also note that the tradeoff 
between buffer-space and service-rate is also demonstrated. The weighting coefficients 
are only one of the means by which the behaviour of the local units can be influenced. 
An additional means is via changes in the reference values. 

i changing references: 

I For this set of simulation runs the multilevel algorithm (modified algorithm 4.1) 
. described in section 4.5.1.2 is used with a cyclic queue (CQ) server discipline. 

run iii) Local units must be able to discriminate between traffic types with different 
quality of service (QoS) requirements, for example service type 1 may be sensitive 
to cell-delay while type 2 is not. This discrimination may be (possibly) 
accomplished by appropriate settings of the reference values for service-rate Cd, 
and the buffer state xd (e.g. voice traffic is sensitive to delay, so a state reference 
of zero could be used, whereas a delay tolerant data traffic type can have its 
reference set at a higher value). The references (provided as ratios of the link 
server rate, e.g. for node 1 the desired service-rate for VP traffic is set at of the 
total link service rate of node 1) are set to: 

1) Cd = [x 5 5 % %IT with Cli* = [3 3 31, 

2) Cd = [X 5 5 % %IT with C1'* = [3 3 31, and 

3) Cd = [x x 5 % %IT with C1'* = [3 3 31. 

Note that for the above three cases (1,2,3) the link server rate, C,f'*, i = 1,2,3 is 
equal to 3 cellsltime unit (e.g. for case 1 at node 1 the desired service-rate is x 3 
cellsltime unit and for the background traffic the desired service-rate is x 3 
cellsltime unit). The reference values for VP traffic and background traffic sum to 
1 in all cases (e.g. for case 1 at node 1 these rates are and 3$ ). For case 4 the 
link server rate Ci['*, i = 1,2,3 is increased to 10 cells/time unit, to simulate the 
case of a lightly loaded network, i.e. capacity is plentiful. 

4) Cd =[)/4 5 X % %IT with d* =[lo 10 lo]. 

The reference value for the buffer state (xd) for both VP traffic and background traffic 
is set to zero. The VP traffic and background traffic rates are as stated in the simulation 
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test bed section. The results fiom these simulations are shown in the figures 4.16-4.21, 
where the ability to significantly (by several factors) influence the local behaviour is 
again demonstrated [e.g. the state of the path traffic (figure 4.16) shows a significant 
improvement over the state of the background traffic (figure 4.17) as the reference ratio 
for the VP traffic service rate increases fiom to 3$ of the link rate (figure 4. IS), at the 
expense of the background traffic service-rate (figure 4.19)]. Also note that for the case 
of a lightly loaded network (case 4) constant allocations of service-rate, over the length 
of the simulation run, have been made (see figures 4.20-4.21) since the service-rate of 

- the server is plentifbl and the interactions between the VPs are insignificant (this is 
, shown in case C of the simulation runs). 

run i. 1) Non stationary input: optimal service-rate allocations; w, = 5, W ,  = 1. Note 
that the initial conditions are set to nonzero values. 

I 2 badqround traffic 

0.. - 
n--, 1 
\\ \ I \ 

I 

0 s 10  time 1.01 I 
0 1 0  1 e  tirne E0 

, Figure 4.8. VP buffer state: o p t b d  s e ~ c e -  ~i~~~ 4.9. VP link server service-rate: , 
: rate allocation. w, = 5, w, = 1. service-rate  allocation.^, = 5, w, = 1. 

1 

run i.2) Non stationary input: optimal service-rate allocations; W ,  = 1, w, = 5. Note that 
the initial conditions are set to same nonzero values as in run i. 1 

path traffic 

0.2 I 
0 m 10 In tirne 

Figure 4.10. VP buffer state: optimal service- Figure 4.1 1. VP link server senrice-rate: 
rate  allocation.^, = 1, w, = 5. optimal service-rate allocation w, = 1, w, = 5. 

i 
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run ii) This example uses the multilevel implementation with a FIFO buffer server 
discipline. 

D 
1 

10 1 D 90 20  30 

I time 

\ Figure 4.12. Node 1 VP traffic buffer state. 

fi 
I 

10 1 D PO e o 30 

time 

Figure 4.14. Node 1 allocated service-rate. 

Figure 4.13. Node 2 VP traffic buffer state. 
Note that it is hardly affected by the change 
of behaviour at node 1. 

Figure 4.15. Node 2 allocated service-rate. 
Note that it is hardly affected by the 
change of behaviour at node 1. 



Chapter 4: A novel dynamic service-rate control scheme for BlSDN 182 

run iii) This example uses the multilevel implementation with a CQ server discipline and 
with a separate queue for each VP. 

a . m .  

0.7 - 

0.- - 

case 2 

case 1 

e 10 16 20 
time 30 

I Figure 4.16. VP traffic buffer state at Figure 4.17. Backmound traffic buffer state 
node 1 for changes in the service-rate - 

at node 1 for changes in the service-rate 
reference values. reference values. 

z.4 

case 3 
! =.= 

z.4 

1.2  case 1 i 
2 case 2 I 

I Figure 4.18. Service-rate allocated to Figure 4.19. Service-rate allocated to 
: traffic at node 1 as the references on the backmound traffic at node 1 as the 

service-rate are changed. references on the service-rate are changed. 

Figure 4.20. Buffer state for plentiful link Figure 4.21. Service-rate allocations for 

7.6 

7 

0.0 

capacity C,!* = 10, i = 1,2,3. plentiful link capacity C,!' = 10, i = 1,2,3. 

node 3 background A ;/"" ......... "' . .... ." .............. 
- node 2 background 

" .. "" .... """"" """ " .............. .../.." ........... 
- node 1 background 
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case C )  Simulation run t o  demonstrate that the interaction terms become more 
pronounced as the link service-rate becomes scarce 

For this case the same simulation model and control algorithm as in case B) run iii) is 
, used. Two runs were performed: 

run i) Cd = [)$ % X % X I T ,  with Clink = [3 3 3]¶ and 

The interaction terms between the nodes spanned by the VP become less important, by 
several orders of magnitude, (figures 4.23 and 4.25) as the service-rate becomes 
plentifhl (i-e. for a lightly loaded network, see figures 4.20 and 4.21). But as the 
network load increases and the available service-rate becomes scarce (i.e. for a loaded 
network, see figures 4.16 - 4.19), then the interaction terms become more important I 

(figures 4.22 and 4.24). This is indicated by an increase in their numerical values (e.g. I 

for node 1 the costate variable increases from 0.005 to 0.15). 

background traff ic 
interaction terms 

- 4 1 I 
5 10 10 EO time 

Figure 4.22. The costate variable $t) 
interaction term for a loaded network: link 
server capacity is equal to  3 cells/time unit. 

Figure 4.23. The costate variable < t )  
interaction term for a lightlv loaded network: 
the link server capacity is 10 cellsltime unit. 

I background traffic interaction terms I 

x10-4 
O 1 VP traff ic interaction t e r m  

backbround traffic interaction terms 
/ I 

-0.01 1 I I 
0 10 1 5 !20 90 3 0 -z 

0 5 10 1 0 LO ao 
t lme tlme 

3 0  

I 
4 Figure 4.24. The interaction variable P(t) for Figure 4.25. The interaction variable P(t) for I 

a loaded network: link server capacity is equal a lightlv loaded network: link server capacity 
to 3 cellsltime unit. is equal to 10 cellsltime unit. ? 

I 
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case D) Simulation run to demonstrate the abilitv to minimise the effect of the 
interactions between the nodes alone a VP 

Again the simulation model and algorithm of simulation case B) run iii) case 1 is used. 
For this simulation the VP traffic at node 1 is changed as follows: 

! 
i . Run i) A: the VP traffic is 0.1 cells per time unit. 
1 

Run ii) A: the VP traffic is 0.2 cells per time unit. 

1 Run iii) 2 :  the VP traffic is 0.4 cells per time unit. 

The behaviour of the multilevel controllefll and its effect on the state of the system can . 

be observed in figures 4.26,1.28, 4.30 and 4.31. Figure 4.30 shows that the LU at node 

j 1 allocates service-rate as required so that the influence of an unexpected change in VP 
i traffic (simulated by run i-iii) on the state of the buffers (shown in figure 4.28 for node i 

i I 

I 3) and service-rate allocations (shown in figure 4.3 1 for node 3) downstream is 

i minirnised. Figures 4.27 and 4.29 show the case of static service-rate allocations (static 
allocations are set equal to the service-rate reference values of the dynamic scheme, i.e ; 

f 
i C"'""" = [0.85 1.7 0.8 2.0 0.75 2.25IT, shown as dashed lines in figures 4.30-4.31). I 
I 
I Comparing the dynamic scheme to the static service-rate allocation scheme we can I 
1 

1' observe a significant improvement on the buffer state of node 3 [e.g. there is about 80 % 1 

! improvement in the buffer occupancy for the dynamic case (figure 4.28) over the static , 

case (figure 4.29) at A :=0.4 cells per time unit] because of the increase in the service- I 
i 

rate allocation at node 1 (without an increase in service-rate allocations at node 3). This 
1 demonstrates that the effect of the interactions between the nodes along a VP has been 1 

! minimised by the use of coordinated decentralised LUs. 
i 

I 

" ~ o t e  that the propagation delays have been included in this simulation run, and that these delays were 
included in the derivation of the optimal multilevel con~oller. 
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\ : Figure 4.26. Node 1 buffer state: dvnamic 
: service-rate allocation. 
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Figure 4.27. Node 1 buffer state: static 
service-rate allocation. I 

-0.2 1 
8 10 16 20 2 6 time 
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case E) Simulation run to  compare the costate eauilibrium solution with the full costate 
solution 

The costate equilibrium solution is compared with the full costate solution, obtained 
using the multilevel approach of [178]. Figures 4.32 and 4.33 show the costate 
equilibrium solution. Figures 4.34 and 4.35 show the full costate solution. It can be seen, 
for this specific example, that the equilibrium solution does provide comparable control 

' 

t o  the full costate solution. The allocated service-rate is within a few percent for a 
service-rate weight of 0.1, but increasing to about 17 percent for a service-rate weight 
of 0.25. Full assessment of the suboptimality of the costate equilibrium solution remains 
a matter requiring further investigation. 

run i) The equilibrium costate scheme is implemented for the standard VP parameters. 

' Figure 4.32. Node 3 VP traffic buffer Figure 4.33.  Node 3 Service-rate 
; state; service-rate allocated dynamically allocation using the eauilibrium costate : using the eauilibrium costate solution. solution. 
I 

a Run ii) The optimal full costate scheme is implemented for the standard VP parameters. 

30 

0.40 &.a 

I 
D 10 10 r o  ee 30 

Figure 4.34.  Node 3 VP traffic buffer state; 
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full costate solution. 
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Figure 4.35. Node 3 service-rate allocated 
dynamically using full costate solution. 
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case F) Simulation run t o  investigate whether the costates reach eauilibrium as time 
tends to infinitv 

Figure 4.36 shows the full costate solutions versus time. The full costate solution is 
: again obtained by using the multilevel approach of 11781. Figure 4.36 suggests that the 
. costates will reach equilibrium values at about 10 time units (i.e. i ( t )  + 0 for t + a). 

Figure 4.36. Demonstration of the existence of the costate equilibrium (i.e. i ( t )  + 0) 
! 

for t + oo. ! 

-0.2 

- 0.4 

' 
o 5 10 time 15 



 
Please note 

 
The text in this file has been automatically extracted and may contain  
minor errors.  For the original version please consult the paper copy  

held in the Swinburne Library. 



, CHAPTER 5 

AN ILLUSTRATIVE HIERARCHICAL STRUCTURE FOR 
THE CONTROL OF SERVICE-RATE 

5.1 . Introduction 

Till now we have focused on three generic functions for control in BISDN: in Chapter 3 
the integrated adaptive CAC and flow control (ACFC); and in Chapter 4 the VP service- 
rate control (VPC) at the VP level. Even though these schemes can operate 
independently (pursue their own goals), in isolation these schemes cannot take into 
account network wide objectives. 

In this section, we illustrate the hierarchical approach (see discussion in Chapter 2) for 
the solution of a particular control problem-that of service-rate control. A schematic of 
the proposed hierarchical structure can be seen in figure 5.11, page 206. It features four 
vertical levels: The VP Allocation and Management (VPAM); the VP Overall Suprema1 
Unit (VPOSU); the VP Control (VPC); and the Link Service Protocol (LSP). 

In section 5.2, we formulate VPAM; the highest level#' of the proposed illustrative 
hierarchy. VPAM is formulated to operate at a slow time scale (much slower than 
VPOSU). Its objectives are global (network wide), can be multiple, possibly conflicting 
and noncommensurate. The solution of VPAM, (being global and operating on a very 
slow time scale) rninirnises the interactions between the VPs sharing a link, but only in 
the longer term. On its own, the solution offered by VPAM is not adequate. It cannot 
handle the very short to long term traffic fluctuations. Therefore we use a vertical 
decomposition (see section 5.3) to formulate VPOSU. This level is coordinated by the 
output of VPAM. It operates on medium to long term time scales. Due to  the 
geographic distribution of the network a horizontal decomposition is also essential, with 
the LUs of VPOSU located at the origin nodes of th; VPs. Now, since the solution of 
VPOSU is for the medium to long term, a hrther vertical decomposition is necessary to 
form the VPC level (see section 5.4). The VPC level is coordinated by the output of 
VPOSU. Within the VPC level further vertical and horizontal decompositions are 
camed out in order to obtain a coordinated decentralised solution. Decentralisation is by 
the LUs of VPC. Coordination is by the VPC SUs. These are implemented at the 

Higher levels may be formulated, as for example the creation and deletion of VPs. In this illustrative example we will assume 
that VPAM is the highest level of the hierarchy. 



I 

Chapter 5: An illustrative hierarchical structure for the control of ... 189 

outgoing links of each node spanned by the VP. Note that VPC is derived in Chapter 4. 
As the solutions offered by the VPC are for short to medium term, they cannot minimise 
the very short variations (on cell-time scale). Hence for the particular case of a Cyclic 
Queue (CQ) server discipline with a separate queue for each VP, a heuristic LSP is 

I 

proposed in section 5.5 to make the service-rate allocation more dynamic (and efficient) 
at the cell-time scale#'. The LSP allocates the time of the link server among the VPs that 
use it, under the direction of VPC. 

It is worth pointing out that the proposed decomposition (designed mainly for 

: illustrative purposes) is only one of many possible. Of course hrther decompositions can 
_ I  be formulated and integrated with the proposed hierarchical structure. Overlapping 

decompositions are reported to offer advantages over nonoverlapping decompositions 
12221, [2231, C2181, C331. 

5.2 VPAM the higher level service-rate allocation and 
management scheme 

VPAM is located at the highest level (level 4) of the proposed hierarchy. It is associated 
with a "slow" time scale in terms of hours or tens of minutes. It aims to supply optimal 
service-rate assignment, taking into account global network considerations. VPAM 
allows fiequent dynamic reconfigurations of VPs across the network. Gerla et a1 [I481 
developed a MRWl queuing model (assuming independence between the queues) for 
VPAM, aimed at minimising total expected delays. Hui et a1 [I571 formulate VPAM as a 
Non-Linear Programming model which rninimises the total usage cost. In [I611 
Herzberg and Pitsillides propose an alternative model for VPAM which uses a network 
camer viewpoint and maximises total network throughput. It  modifies the model of 
Herzberg [224], developed originally for SDWSONET networks, and enhances the 
model developed by Herzberg in [146] for the BISDN. Of course other criteria of 
optimisation can be incorporated (as for example minimisation of delay, minimisation of 
total network loss, minimisation of congestion, maximisation of total network revenue 
etc ...) to formulate a multiobjective optimisation problem [225], [226], that can also be 
hierarchically organised [218]. Also game theoretic concepts may be used to formulate 
optimisation problems that can deal with other issues, such as conflicting objectives, o r  
introducing measures of fairness into the VP allocations. 

In this thesis, we present an extension of the objective function used by Herzberg and 
Pitsillides [161] to provide the service-rate allocation problem with fairness among the 
VPs. The VPOSU suprema] units supply to VPAM the statistical data required about 

The case of  other server disciplines will not be discussed furlher in this thesis, however for the case of a 
FIFO discipline. a modified VP ACFC can be used; see discussion in Chapter 3, page 46. 
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the expected Origin-Destination (OD) pair traffic loads based on fill knowledge of 
recent accepted and rejected calls. 

5.2.1 Multiobiective VPAM model 
Consider a single (virtual) network consisting of N nodes, representing ATM 
switches/Cross-Connect sites, and L transmission links connecting the nodes. For a 
given: network topology; expected OD traffic loads; and link capacities, we try to find 
an optimal VP service-rate assignment which maximises the total expected network 
throughput. We seek to provide for "fair" allocations of service-rate among all VPs 
(note that different VPs may have different performance objectives, which will have to 
be taken into account). The measure of fairness employed here#' is based on the concept 
of Pareto optimality from game theoretic [229], 12301 considerations (also known as 
efficient, noninferior and nondominated optimality). Two main concepts of fairness are 
often discussed in the game theoretic literature: the concept of Pareto optimality [225]; 
and the concept of Nash optimality [23 11. Pareto optimality generally can describe 
cooperative game situations. For the Pareto solution there does not exist another 
solution which is better for all users, i.e. the value of any objective finction cannot be 
improved without degrading at least one of the other objective finctions. Nash 
optimality generally describes noncooperative game situations. For the Nash solution, if 
all users use their Nash strategies then a single user deviating from his Nash strategy 
cannot improve his cost function. It thus safeguards against a single user deviating from 
the equilibrium strategy. In our problem the Pareto optimality concept is applicable, 
since the cooperation of the local units is guaranteed (i.e. they do not have their own 
local goals which can be in conflict with the global coordinator; if they did then the 
concept of Nash equilibrium or the concept of Stackelberg equilibrium [30] which 
allows the leader, or coordinator, to influence local behaviour for the overall benefit will 
be more suitable; see also [232] where Markovian Stackelberg strategies are discussed). 

We define: 

C,!* - Available service-rate of link i, i = 1, ..., L for VP assignment. 

N, - Number of network unidirectional OD pairs, 'indexed j = 1, ..., N, 5 N ( N  - 1). 

4- Number of predetermined possible paths connecting OD pairj. Note that this 

formulation allows for multiple VPs between an OD pair. 

U,,, - Service-rate assigned to OD pair j through path p, j = 1 ,..., N,, p = 1 ,..., 6. 

Other measures of fairness have appeared in the literature, as for example [227] [228]. however most are based on 
(fairly) ad hock concepts of fairness. 
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Uj- Service-rate assigned to OD pair j .  Clearly U, = zP' P=I U,.,, j = I,..., N P .  

U * is a Pareto optimal solution, U* = [Ul0, ..., Ub]. 

D,(Uj) - Expected throughput of OD pairj  when it utilises service-rate assignment 

.of size U,. Typically, D,(u,) is a concave non-decreasing function that is 

monotonically increasing toward the asymptotic value D,, e.g. it can be obtained 

from equation (5.2) by allowing for an infinite allocation of service-rate, i.e. 

?.- (qm" ) - Minimal (maximal) service-rate assigned by the user to OD pair j  (e.g. 

T,- can be set to meet minimum performance objectives and T" for fairness). 

3, - Takes the value of 1 if pathp of OD pair j uses link i, and 0 otherwise. 

Fj (U, ) - probability knction for service-rate demand. 

fj(u) - probability density function for service-rate demand. 

Observe that the U,,, are the references to be provided to the lower levels. If the lower 

levels are the VPCs then UjBp = C d,  that is the desired references, as described in section 

4.5.1, page 132. Note that if the references are required as ratios of the link service-rate 
(as for example in the modified algorithm 4. I), then an appropriate transformation can 
be camed out at this level. 

The mathematical formulation for such a model is: 

subject to the constraints 
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Note that U* E ZI the set of all Pareto optimal solutions if and only if 

D,(U, ) 2 D,(u,*), j = 1, . . ,N,  with strict inequality for at least one j. 

To  solve the above model, statistical characteristics of the finctions Dj(Uj ) ,  j = 1, .., N ,  

should be known. We assume that each finction D,(Uj) is derived from an appropriate 

probability fbnction F, (UJ.) for service-rate demand and a corresponding probability 

density finction f, (u). By considering the throughput as a "fluid flow", the fbnction 

D,(U,) can be obtained [161]: 

The first term in equation (5.2) is the expected throughput for service-rate demand 
below the assigned service-rate of U j ,  and the second term is for demand above the 

assigned service-rate of U j  . 

Figure 5.1 presents a family of D,(U,) finctions derived from Normal Probability 

Functions having an average service-rate demand of 150 Mbit/s and different variance 
values o. For illustrative purposes an assigned value of U ,  = 200 Mbit/sec is shown by 

the dotted vertical line. Observe the expected throughput decrease as the variance of the 
service-rate demand finction increases. 

2 0 0 ,  I 

msdpn.d bandwidth 

Figure 5.1. Typical throughput functions Dj(Uj ) .  
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The above problem belongs to the general class of multiobjective non-linear constrained 
optimisation problems. We want to find the set of the Pareto optimal solutions, and from 
this set select the optimum solution (or preferred solution), which is defined as any 

I preferred Pareto optimal solution that belongs to the indifference band (the indifference 
1 

band is defined 1331 to be a subset of the Pareto optimal set where the improvement of 
one objective function is equivalent-in the mind of the decision maker-to the 
degradation of another). 

solution a ~ ~ r o a c h e s  

Among the many methods that generate the set of feasible solutions [233], [33], [234], 
are: 

the weighted sum of the objective functions [226] (weighting method, parametric 
method). Herzberg 12241, [146], [I611 converts the multiobjective non linear 

I 

, problem to a single objective LP problem. He uses an equal weight of one for all 
knctions (hence only generates one solution among the infinitely many). Note 
though that this approach offers all the computational advantages of the LP I 

formulation. However the fairness issue cannot be addressed directly; but it can I 

be enforced by the use of the constraints on the minimal (T,"") and maximal I 

I 

(T,"") service-rate allocations. 

the &-constrained method [235] can be used to  generate the set of noninferior I 

! 
solutions. It  is worth noting that the Surrogate Worth Tradeoff (SWT) [236], 
[33] method can be used in conjunction with the &-constrained method to  , 

generate the relative tradeoffs between the objective functions, and hence allow a , 
quantitatively comparison of the objective (even for noncornrnensurate) 
functions. 

Hierarchical multiobjective analysis that exploits the general concept of 
decomposition-coordination, to provide for computational tractability, and 
possibly decentralisation of the computations [33], [234]. 

Once the set of Pareto optimal solutions is generated then the decision maker's 
preference can be used to choose the best-compromise solution from the generated set. 
Alternatively the Nash arbitration scheme [237]#1, or another scheme that gives a 

I 
1 measure of fairness [238], can be used to select a unique operating point. 

' l ~ o t e  that the Nash arbitration scheme is dierent than the Nash equilibrium; the former refers to the 
cooperative situation, whilst the latter refm to noncooperative or wmpetitivc situations. 
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Example 5.1 
Using a 3-node network, a comparison between the optimal bandwidth solution for two 
single objective formulations (sum and product of individual objective functions) and the 
Pareto optimum set is performed. 

We cpnsider a 3-node network (N = 3) with 2 OD pairs, both destined for node 3. Two I 

VPs are established for each OD pair (N, = 4, P, = 2, j = 1,2). The link capacities are 

set equal to 100 Mbit/sec (Cf'* = 100, i = 1,2,3). 
I 

The network topology is shown in figure 5.2, and the traffic characteristics (assuming a 
I 

_ I  
I normally distributed probability hnction for service-rate demand) are tabulated below. 

Figure 5.2. Three node network topology used for example 5.1. 
I 

Table 5.1. Traffic characteristics for example 5.1. 

Origin-destination pair 

OD 1-3 (2 VPS) 

(W,., link 1-3 

yiq,, link 1-2-3) 

OD 2-3 (2 VPS) 

(W2, link 2-3 

W2, link 2- 1-3) 

case i) 

variance of 
traffic demand 

55 

25 

mean value of 
traffic demand 

110 

5 0 

case ii) 

variance of 
traffic demand 

55 

100 
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Two cases are considered. The first depicts traffic with low variance for both OD pairs 
("smooth" traffic) and in the second case OD pair 2-3 has a high variance ("bursty" 
traffic). 

The mathematical formulation, as given earlier, is: 

such that. 

The &-constraint method (see appendix 5.1) is used in this example to generate the set of 
Pareto optimal solutions. The Pareto optimum set is compared with two particular 
solutions obtained by using single objective methods, that of: the sum of the objective 
functions; and the product of the objective functions. It is shown, as expected, that the 
single objective formulation solutions are subsets of the Pareto optimum set. 

For easy comparison the allocations for the sum and the product forms of the objective 
function for the two cases are tabulated below: 

Table 5.2. Service-rate allocations for example 5.1 using the sum and the product forms 
of the objective function. 

case i 

case ii 

product of the objective functions, 

i.e. M~{D,(u , )  x D,(u,)} 

service-rate 
allocations 

uj 
U,=125 

U2=75 

U1=102 

U2=98 

sum of the objective functions, 

i.e. M~~{D,(u , )+  D,(u,)} 

objective 
function value 

D j ( u j >  

Dl (U, )=96.4 

D2(U2)=5 1.9 

Dl (U,)=85.9 

D, (U, )=5 1 

service-rate 
allocations 

ui 
U1=133 

U2=67 

U1=121 

U,=79 

objective 
function value 

D,W, 

Dl (U, )=99.2 

D, (U,)=49.8 

Dl (Ul )=95 

0, (U, )=44 
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A comparison, as seen in table 5.2 above, of the single objective function formulations 

of the sum of the objective functions (x .Dj(Uj)) and the product of the objective 
I 

functions (n .Dj(Uj)), shows that there are pronounced differences (about 20% for 
I 

case ii) in the service-rate allocations of the two schemes, especially for the cases of 
more bursty traffic (indicated by a high variance in the demand function). The Pareto 
optimum set of the service-rate allocations and the objective functions (generated using 
the €-constraint method, see appendix 5.1 for the details) are shown in figures 5.3 -5.6. 
As it can be seen from figures 5.3 and 5.4, both single objective formulations are 
particular solutions of the Pareto optimum set. The choice of the optimum solution 
based on either of the two single optimisation objectives, is not clear cut. However 
equipped with the Pareto optimum set one can select the "best" solution (e.g. using a 
method such as the SWT function), in the eyes of the decision maker. 

1 a0 

140 solution for moximum 

120 

solution for maximum 
of D (Ul x D JU) 

40 

20 i I 
/ I 

0 
1 0  90 30 40 00 

U 

.ao. 

140. 

solution for maximum 

csO - solution for maximum 

,, . of Dl (U) x D JU) 

-0 1 0  90 00 40 00 00 70 

.", 
Figure 5.3. Pareto set of the optimum Figure 5.4. Pareto set of the optimum 

service-rate allocation for case i .  service-rate allocation for case ii. 

Figure 5.5. Functional values for case i. 
10 20 30 40 SO 0 0 ck 70 

2 

Figure 5.6. Functional values for case ii. 

100 

D,U) 
I40 

1 9 0 -  

maximum of D (U) + 
- 

,, ... 
,, ... .- ."/' ..:, ... . ... D,(UI + D  (Ul /' " '  \ 

2 ./ \ .  
\ 

100. \ '  - 
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We will not pursue any of the proposed solution approaches further, but only 
recommend that a comparative study may be usehl. The papers by Mason, Douligeris 
and colleagues are worthy of perusal: in [239] they show the Pareto optimality of the 
product of powers form for the optimal flow control; and in [240] Douligeris shows the 
formulation of a multiobjective problem, that of maximising the throughput (formulated 
using an M/M/l model), for users sharing the network on a processor sharing basis, 
under a delay constraint. Hsia and Lazar [241] also maximise throughput with a 
constraint on the delay, for a FCFS exponential server, to solve the flow control 
problem based on the noncooperative concept of Nash. 

5.3. The virtual path overall supremal unit (VPOSU) level 

The VP overall supremal unit (VPOSU) is located at the third level of the proposed 
hierarchy. It is responsible for minimising the medium to long term interactions between 
the VPs (see figure 5.7). 

[w] overall suprsrnal unit 

VPC 1 

intaracting VP Shared Outgoing Links 
instances at a link 

Figure 5.7. The interactions between VPs sharing a link and the proposed solution to 
neutralise them via a higher level supervisor, the VPOSU. 

In this section, we firstly formulate the global constrained optimisation problem and then 
make use of decomposition-coordination techniques to decompose the system into a 
number of subsystems located at the origin nodes of the VPs. We use a natural physical 
decomposition along the VPs (horizontal decomposition), and aim at coordinating the 
decomposed systems in such a way as to minimise the medium to longer term 
interactions among the VPs (note that the derived algorithm belongs to the general class 
of decomposition-coordination algorithms that make use of the interaction prediction 
principle 1271). 

Problem statement: 
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Assume that the overall state of all the VPs can be described by a state equation of  the 
form 

X is a vector of the state of the system of VPs, i.e. X = [x, ,..., xNp]  where xi is an 

ni x 1 dimensional vector of the state of the ith VP, where i = 1, ..., N ,  

U is a vector of service-rate allocations of the VPs, and 

A is a vector of the cell input rates to  the VPs. 

We consider a cost finction of the form 

, The problem formulation then becomes 

MIn( X.U.A JWOSU 

such that the following constraints are satisfied 

iii)U,>O, j = l ,  ..., N p .  

Decomposing into N ,  subsystems ( N ,  is the number of the VPs; for notational 

simplicity we assume only one VP path for each 0 -D pair, i.e. Pi = 1, Vj),  we can 
describe each subsystem j by 

where 
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D, is a matrix of the interconnections between the subsystems (i.e. between the VPs), 

NP 
z,(t) = C D , ~ X , ( ~ )  is the interactions from other subsystems (assuming it has a linear 

i=l 

structure, and that it is a function of the state of the overall system). 

Recasting the problem in its decomposed form we have 

i Min (J,,, ) = Min 
X.U.A x,.U,.L, 

such that the modified constraints are satisfied 

ii) 8 ,  c*, i = 1, ..., L 

I iii) U j  2 0, j = 1 ,..., N,, 

where 

Forming the Lagrangian finction, we can optimally solve for the minimum of the 
i objective function, and at the same time force the interactions to be minimised 

where 
I 

vj is the costate variable, and 

x, is a Lagrange multiplier 
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3.G 3.G Solving for the following necessary conditions for optimality [162], - and -, we 
an, 82, I 

obtain the coordination update fiom iteration k to iteration k + 1 as 

i t j  

- This task is accomplished at the VPOSU. At the local units local subproblems are solved 

where f 

& is the coordination variable provided by the higher level to the local units. 
I 

For the special case of a linear (or linearised) VP system a local control law of the 
. following form can be derived (using the conditions of optimality; as demonstrated in 

Chapter 4, appendix 4.III) 

where 

A, and Bj are obtained by linearising the control system around its equilibrium point 

(if not already in its linearised form). 

K j  and 4, are obtained by letting the costate variable equal v j  = K j x j  + 4, thus 

transforming the TPBV" problem to one in K, with a single point boundary, in 

addition to obtaining the solutions in a closed loop form. 

K ,  is obtained by solving the matrix Ricatti equation 

4, the compensating vector, is obtained by solving 

1 

, Def ied  in Chapter4, page 150. 
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Note that the first term of equation (5.11) is a local feedback part, the second term 
compensates for the interactions between the VPs (in an open loop fashion, since it is 
dependant on the initial conditions of x,( t , ) ,  the local state) and the last term is the 
equilibrium service-rate. The information flow between the VPOSU and its local units is 
shown below 

virtual path VPOSU 
overall suprema1 unit 

N 

VPOSU LU e . .  VPOSU LU 

X2 uN 1 1 XN 
VPC 1 VPC 2 VPC N 
Virtual Path Virtual Path e . 0  V~rtual Path 

su SU su 

-_ . 
VP instances at a link 

Shared (by 4 s )  Outgoing Links 

Figure 5.8. The information flow between the VPOSU and the VPC levels. 
i 

A single decomposition is treated above to rninimise the medium to long term 
I 

interactions between all the VPs in the network. Of course hrther decompositions are 
possible by clustering the VPs into geographical zones. Overlapping decompositions 
[33] may also prove useful. 

5.4 The VP Control (VPC) level 

The next level of the hierarchy (level 2) is for short to medium term time scales. The I 

VPC is described in Chapter 4. Based on the state of the network, as seen at the 
network queues, and under the direction of the VPOSU it controls the service-rate 

1 
I allocated to VPs. The direction is provided by the setting of the refkrences in the I 

I objective function of the VPC. Note that within the VPC level an additional vertical and 
horizontal decomposition, along the nodes spanned by the VP, is carried out so that a 

I 
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coordinated decentralised solution can be obtained (the LUs are located at the link 
controller).The VPC solution can deal with short to medium term traffic fluctuations. It 
cannot however deal with cell scale fluctuations. If the VPC output is provided as the 

' reference to the link server (see figure 5.9), without any ability at the link server to 
modifjr it (e.g. by using feedback information fiom the instantaneous server occupancy), 
then an inefficient service-rate allocation would be the result. 

VPC SUPREMAL UNIT ISUI * 
------------ 

path traffic ;----- 

The link sarvsr usas the VP 
VP lo~lcal  quaus cell-sorv~ca-rates sllocatod by . .- tho LUr of VPC 

antaractma vr ' VPr 1 * L ~ n k ,  - 
Link Ssrvsr _,,' 

"'...... -3 ..... ..-. ...... ..... Link call buffar ..... 

Figure 5.9. A single VP highlighting the link level. 

path traffic 
at destination 
node 

It  is not reasonable to remain idle, waiting for cells to amve fiom a particular VP while 
another VP cannot cope with its allocation and hence its queue builds up. Therefore, in 
order to take the cell scale fluctuations into account yet deal with higher level objectives, 
a more flexible link server protocol is required. 

5.5. The lower level link service protocol (LSP) 

At the lowest level of the proposed hierarchy we propose the LSPH1. It is aimed at i 
reducing the short term congestion, in a fair and efficient way. Fairness is ensured by 

c providing service rate which is not below the service-rate requested for each VP by 
VPC. Efficiency is provided by serving also during periods for which certain VP queues 
do not momentarily have any cells to serve ("moving on" policy). This is formulated in 
the next section. 

As discussed in the introduction to this chapter, we assume a CQ server discipline (with a separate queue 
for each VP) at each node of  the network used by the VPs. 
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Link Service Protocol (LSP) 

At any ATM switching node we assume that the cell buffers, for each outgoing link, are 
organised with a logical queue for each VP as shown in figure 5.10. The link i serves all 

VPs j,p. Each VP j,p has service-rate C:, assigned to it by the LUs of the VPC. C:, is 

assigned as a ratio of the link server capacity C,!*. We suggest, based on heuristics, a 
simple LSP discipline that uses a variable length cyclic cell server to serve the individual 
queues in accordance with the "move on" LSP described below. 

The link server uses  the VP 
cell-service-rates allocated 
the LUs of the VPC 

VP logical queue I 

vp"p ~71 4 Link i 
interacting VPs 

cell @ Link Sewer 

$(t) cells 
are served Link cell buffer cycle 

Figure 5.10. The link server outline. ! 

At each link i the "move on" LSP discipline serves u: . ,  cells from each VP j,p using 

the following rule: 
I 

i 

xi., if < 

i 
m ~ . ~  otherwise 

where 

xl;, - Number of cells in the queue of VP j ,p at the instance the link server accesses 

it. 

m:., - Maximum number of cells that can be served during a link server visit to queue ' 

j,p. It is derived fiom the optimal service-rate allocations C:,, (which are given as 

a fiaction of the link rate Cz!*) allocated by V;P,,, VPC, as follows. 
I 

where 
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rounqx] rounds the number x to the nearest integer 

@' is a fixed length cycle. For example let a' = 100 cells in the cycle, and 

C' = [+ + 0.521 where each entry represents the allocated (by VPC) 
service-rate ratio of one VP. (In this example 3 VPs share the link i . Note 
that for this example the sum of the service-rate allocations exceeds 1). 
Then m' = 125 25 521. 

: Thus, this discipline provides a VP with a maximum service-rate of C;.., allocated to it 

: by VPC. However if there are no cells to serve, at the instant the server accesses a 
particular VP queue, then the server does not remain "idle" (i.e. wait until cells for the 

i VP in service arrive and the allocated quota served, or until its allocated cell-service 
time is exhausted). It "moves on" to the next VPs queue. 

i The number of cells served, at each link i , within a cycle is s i ( t )  = ZN' J=I zP) P=I gi I.P U! 1.p 

: where q i ( t )  i ZN' xPI P=I 6'. J.P m! I .P  (using the example above the maximum p(t) in a 

cycle is equal to 102 cells). Note that the length of the cycle mi may exceed the fixed 
: length cycle mi .  For example, this can arise for a fairly heavily loaded link since the sum 

of allocated service-rates at any link i (i.e. ~~~1 xg1 66pC;.,p) can exceed 1. Also note 

that for a fairly empty network the sum of allocated service-rates at any link i can be 
below 1. The VPC does not use hard constraints; it uses feedback from the queues to 

: allocate the service-rate to the VPs, therefore the total allocated service-rate, at any link 
i , can be above or below the physical link service-rate. The degree of deviation from 1 

: will depend on the values of the weights on the VPC algorithm. Note that the LSP can 
accommodate service-rates that are above or below the value of 1; it merely changes 
the length of the cycle m'. 

The challenge is to keep the cycle length short (for efficiency), whilst allocating server 
time fairly (which requires a longer cycle due to the rounding to the nearest integer). 

. This is a difficult problem, worthy of firther investigation. 

5.6 Summary 

In this chapter we have presented an illustrative example of a hierarchically organised 
scheme for the control of service-rate. Four levels are formulated#' and their integration 
discussed. A short summary follows. 

: Onc of the levels (VPC) was formulated in chap& 4. 



Chapter 5: An illustrative hierarchical structure for the control of ... 205 

Level 4 (multiobjective VPAM) is responsible for minimising interactions 
between the competing VPs on long term time scale. VPAM is located centrally 
and it operates at a slow time scale. This level uses long term predictions of the 
s e ~ c e - r a t e  demands from the VPs to allocate service-rate to the VPs, taking 
into account global network considerations. The outputs of VPAM form the 
coordinating (reference) inputs to VPOSU (level 3). 

Level 3 (VPOSU) is responsible for minimising interactions between the 
competing VPs on the medium to long term time scale. VPOSU can also be 
located centrally, however for practical reasons (computational, spacial 
separation) a vertical decomposition along the VPs is used here, with one local 
unit located at each originating node of a VP. VPOSU uses feedback from the 
(aggregate) state of the VPs and the output of VPAM as its reference to  allocate 
service-rate to the VPs. The outputs from the VPOSU local units form the 
coordinating (reference) inputs to VPC (level 2). 

Level 2 (VPC) is responsible for minirnising interactions between the competing 
VPs on the short to medium term. Again, for practical reasons (computational, 
spacial separation) this level is vertically decomposed, featuring one local unit at 
each link along the VP. VPC uses feedback from the state of the local link 
queues and the output of VPOSU as its reference to allocate service-rate to the 
local queues of the VP. The outputs from the local units of the VPC form the 
coordinating (reference) inputs to LSP (level 1). 

0 Level 1 (LSP) is responsible for minirnising interactions between the competing 
VPs on the short term (cell time-scale). LSP is situated at the links. It uses 
feedback from the (instantaneous) state of the link queues and the outputs of 
VPC as its reference to allocate service-rate to the VPs sharing a link in a fair 
and efficient way. 

A schematic diagram of the proposed scheme can be seen in figure 5.11. Note that not 
all levels of the presented scheme are required or necessary to implement the service- 
rate allocation policy. Depending on computational complexity and time scales, different 
levels can be formulated and incorporated into the overall hierarchical structure. 
However, for illustrative purposes the proposed scheme is complete. 
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hiphsr 

lsvals 

VPAM 

lava1 2 

VPC 

LSP 

Network Overall Suprernal Unit 

?l VPOSU 

VPOSU 
LU 1.1 

VPC 1.1 . . .  . . a  VPC k.1 . . .  

w ~ & - N d c m l l s  
interacting VPs 
sharing e link wi,p 

w k.1 Outooinp Link 
buflsr 

1 h o r i z o n t a l  d e c o m p o s i t i o n )  

Figure 5.1 1. Schematic of the proposed hierarchical structure for the dynamic service-rate allocation. 
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Appendix 5.1: E-constraint method 

Using the &-constraint method the multiobjective problem of example 5.1 is converted to 
a single objective problem, with the second objective function added to the constraints 
(if more objective functions were present these will also be included as constraints), i.e. I 

such that 

U, , ,20,  i=1,2. j=1,2 .  

Where .$ is varied, in this example, fiom 5 to about 70. Using the &-constraint method I 

the Pareto optimum set is generated; shown in figures 5.3 and 5.4. Additionally, the 
tradeoff function (figures 5.12 and 5.13), the solution in the decision space (figure 5.14), 

l 

and the solution in the fbnction space (figure 5.15) have been generated (shown for case I 

i only; case ii is similar). Using the tradeoff function, the decision maker can select his 
indifference band, from which the preferred Pareto optimum is generated. 

. The preferred solution in the decision space, with an arbitrarily selected indifference 
band, is also shown (assuming that an interaction with a decision maker has taken place 
to select the indifference band and fiom it the preferred Pareto optimal solution). 

Figure 5.12. Tradeoff fbnction A,, Figure 5.13. Tradeoff function A ,, plotted 
plotted against the fbnction Dl (U). against the function D2 (U) . 
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Observe that only those if> 0 that correspond to the active constraints D: (U) = 4 are 

of interest since they indicate the marginal benefit of the objective function Di (U) due 
to a decrease of sj by one unit (they belong to the Pareto optimum solution). One way 

for the decision maker to define his indifference band [33] (a matter of "personal taste") 
' is by using these tradeoff functions. 

Figure 5.14. Pareto optimum solution in Figure 5.15. Pareto optimum solution in the 
the decision space (Ul versus U,). An functional space (Dl (U) versus D2 (U)). 
example of the chosen (in the decision An example of the chosen (in the functional 

: space) indifference band is also shown. space) indifference band is also shown. 
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CHAPTER 6 

CONCLUSION 

6.1 Summary 
' As noted in Chapter 1 ,  CAC, flow control and sewice-rate control are three principal 

technical problems in BISDN. In Chapter 2, due to the complexity of the control 
problems in BISDN we proposed a hierarchically organised control structure. 
Additionally, due to the nonstationary behaviour of the network, different (dynamic) 
modelling techniques are proposed as being essential. Also for the efficient control of 
BISDN it is proposed that the (dynamic) tradeoff between service-rate, buffer-space, 
cell-delay and cell-loss cannot be ignored. 

The primary focus of this thesis has been in the development of new dynamic CAC, flow 
control and service-rate control structures and methods, which can (possibly) form a 
part of an overall hierarchically organised BISDN control solution. In this thesis we 
offer new design and analysis techniques, which are applicable to both the stationary and 
the nonstationary behaviour of BISDN systems. The tradeoff between service-rate, 
buffer-space, cell-delay and cell-loss has been incorporated in the problem formulation. 

. In chapter 3 we have demonstrated that using the general tools of adaptive control, 
featuring on-line system identification techniques, robust, effective and efficient control 
can be implemented. It offers guaranteed QoS together with high utilisation of link 
capacity. In particular, we integrate the formulation of the CAC and flow control 
problems. Due to our novel control formulation the network efficiency can be 
maintained at high levels (theoretically at unity utilisation) yet the offered QoS can be 
regulated to defined target values. Since ACFC is implemented locally it is insensitive to 
propagation delays between nodes along its path. Using analysis and simulation its 
performance has been investigated. Bounds on the operating conditions are derived and 
using simulation we have shown the adaptability, robustness and increased efficiency of 

; the scheme. Additiondlly, this scheme is dependant on only two broad traffic 
classifications: the uncontrollable and controllable groups of traffic. It is  independent of 
the arrival process model, and it does not require any user declared parameters other 
than the peak rate for connections identified as uncontrollable. 
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In chapter 4 using multilevel optimal control theory, decentralised coordinated solutions 
are derived. These are based on a novel service-rate control scheme that uses feedback 
from the network queues. The derived solution is not sensitive to the propagation 
delays. Its performance has been investigated using simulation techniques. 

Finally in chapter 5 the demonstration of a hierarchically structured overall solution is 
shown for the control of service-rate, in which the solutions at the various levels of the 
hierarchy are integrated. Four levels are formulated: multiobjective VPAM; VPOSU; 
VPC; and LSP. 

6.2 Contributions of this work 
In this section we list the primary contributions presented in this thesis in the order of 
their appearance. 

In Chapter 2 

we present arguments to support the assertions that: 

0 feedback control is feasible, despite the propagation delays, as long as it 
is constrained to lie within the control horizon (for example by 
appropriate vertical and horizontal decompositions); 

for the overall control of BISDN, a hierarchically organised control 
structure featuring a vertical as well as a horizontal decomposition is 
essential; 

that a number of different dynamic modelling techniques must be 
employed; 

and that the dynamic tradeoff between service-rate, buffer-space, cell- 
delay and cell-loss must be exploited. 

We also present a new view of hierarchical structure based on the system 
behaviour in both time and space. 

: In chapter 3 

0 we make use of adaptive feedback and adaptive feedforward control 
methodologies, to solve the combined connection admission control and flow 
control problem. 

we introduce a novel control concept, based on only two groups of traffic: 

the controllable traffic, and 
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the uncontrollable traffic. 

Based on these two groups of traffic we achieve: 

a network controllability by appropriate formulation of the CAC 
policy. 

we achieve high utilisation of resources and yet maintain the quality of service at , 

prescribed (reference) values. Thus we achieve: 

low cell-loss and (for the group of uncontrollable traffic) low cell-delay, 
and low cell-delay-variation (maintained at all times by regulating the 
QoS); 

high efficiency (theoretically unity utilisation). 

We have proven analytically, using certain assumptions, that in the long term: 
I 

the regulator is stable and that it converges to zero regulation error; 

the utilisation is equal to unity; 

the controlled network is stable (as long as the uncontrollable traffic 
remains bounded, by the connection admission control scheme, below the 1 
link service-rate); i 

that guaranteed (worst case) bounds on the quality of service can be 
offered by the network to the user (worst case delay only applies to the I 

i 
uncontrollable traffic). 

Using simulation we have supported the above mentioned proofs and 
demonstrated the following features: 

efficiency (a utilisation of 0.89 was demonstrated for a particular set of 
values for the reference and the expected overflow constant, a 48% 
improvement over a peak rate allocation scheme. Note that this can be 
improved hrther by setting the reference higher or the expected overflow 
constant at a lower value); 

l 

robustness to unforeseen traffic; 

maintenance of the QoS close to the reference values; 

ability to influence local behaviour. I 

the only traffic descriptor required fiom the user is that of the peak rate of the I 

uncontrollable traffic. (This can be compared with some of the schemes 
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proposed in the literature that require a full and accurate traffic descriptor in 
advance of the call connection to the network; even with an assumed accurate 
model these schemes mainly aim at cell-loss minimisation, without the 
simultaneous achievement of high network efficiency). 

e only two simple traffic classifications (the controllable and uncontrollable 
groups) are required, irrespective of the detailed behaviour of the connections. 

0 In Chapter 4: 

a novel scheme for the dynamic control of service-rate based on feedback fiom 
the network queues is proposed. 

a unified dynamic fluid flow equation to describe the VP is presented. 

two illustrative examples for the feedback control of service-rate at the VP level 
are formulated: 

a nonlinear optimal multilevel implementation, that features a 
coordinated decentralised solution; 

a single level implementation that turns out to be computationally 
complex. Therefore for the single level, 

e the costate equilibrium solution was also derived (using 
simulation we demonstrate that the costates do attain equilibrium 
and that this is close to the optimal solution). 

a discussion of the implementation complexity of the derived optimal policies is 
included. 

implementable solutions for the derived optimal policies are considered. 

extensions are given for previous published works, on the optimal control of 
nonlinear systems, to the general case of large-scale nonlinear time-delayed 
systems. 

we present simulative performance evaluation of the schemes. We have shown 
that: 

a Control System Type Simulation (CSTS) closely resembles a Discrete 
Event Nonstationary Simulation (DENS); 

0 the local behaviour of the LUs can be influenced via changes in the 
references andlor the weighting coefficients that appear in the objective 
hnction; 
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the interaction between the nodes spanned by a VP becomes more 
pronounced as the service-rate rate available at a link becomes scarce (as 
for example during a high load situation); 

e the effect of the interactions of the nodes along a VP can be minirnised by 
the use of coordinated decentralised LUs; 

there is a tradeoff between buffer-space and service-rate. 

In Chapter 5: 

we demonstrate the derivation of a particular solution for the control of service- 
rate using a hierarchical structure. In particular, we: 

decomposed the system both vertically and horizontally to  provide local 
coordinated decentralised solutions at the lower levels of  the hierarchy 
and more global solutions operating at slower time scales at the higher 
levels. 

For the case of VPAM, the highest level of the presented 
hierarchy, we extend published results to the case of a 
multiobjective formulation. 

At the lowest levels of the hierarchy, we proposed LSP, a novel 
link server protocol derived from heuristic arguments. 

At the intermediate level we use VPC, the dynamic service-rate 
control scheme described above. 

In order to demonstrate the flexibility and adaptability of the 
hierarchical structure an additional level VPOSU is also 
formulated. 

we extend VPAM to the case of multiple objectives, so that it can deal with 
issues of fairness, and multiple (possibly) conflicting objectives. We have shown 
through a simple example that 

the solution set of the multiobjective formulation contains the particular 
solutions of the sum and product forms of single objective formulations. 

I 6.3. Future extensions 

The control structures and techniques proposed in the thesis appear very attractive for 
telecommunication problems, and they generate a large number of open questions. This 
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thesis suggests these open questions are worth pursuing. We firstly present some general 
extensions and then specific extensions for the works presented in Chapters 3, 4 and 5. 

General fbture extensions 

The use of the general tools of adaptive control and non-linear optimal multilevel 
control have been demonstrated in this thesis for the CAC, flow control and 
service-rate control problems. Extension to other telecommunication problems is 
strongly recommended. 

The transmission-rate (Chapter 3) and the service-rate (Chapter 4) control 
schemes have been investigated independently (their integration is briefly 
discussed in section 3.3.1.4). A formal investigation of the interactions and 
possible integration of these two schemes is recommended. Alternatively these 
two schemes can be seen as competing approaches for the control of BISDN and 
thus a comparative study may be usefil. 

The provision of an overall coordination scheme that uses a combination of 
changing (by the higher level supervisor) the reference values as well as the 
weights in the objective functions of the local units . This combination may 
provide a more adaptable as well as flexible overall system. The changes on the 
weights can be made adaptively based on the overall state of the network. For 
example in cases of low network loading the weights on capacity may be 
relaxed, thus giving local units more freedom to deviate from the higher level 
directives (the reference values). Additionally, more selectivity may be 
introduced for different classes of traffic, depending on their tolerance of cell- 
delay andlor cell-loss. Some options for the updating of the weights that are 
worthy of fbrther investigation are: 

updating of the weights based on a heuristic (possibly semiautomatic, or 
even purely manual) updating of the coordination variables, say from 
knowledge gathered from statistical data. 

introduction of a market based mechanism (see for example [242]), and 
letting the internal prices set the coordination variables (the weights in 
the objective function of the local units). Shadow prices may provide a 
basis for the price adjustment mechanism, however we do not 
recommend sole reliance on shadow prices [243]. 

These options must be integrated with the overall scheme that updates the 
reference values. 
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The relationship between time scales and decompositions has not been explored. 
Their formal study is recommended. 

A formal study of the timing requirements and information flows of the different 
levels of the hierarchy, as well as their cost is an open question well worthy of 
investigation. 

Due to the high speed of the network, dynamic routing is a higher level (than the ' 

cell level) function. It is of interest to investigate possible timescales and the 
interaction of routing with the other schemes described in this thesis. 

' Future extensions specifically for the CAC and flow control problem 

0 A comparison of the proposed (SISO-Single Input Single Output) 
implemenation with a multivariabIe (SIMO-Single Input Multiple Output) (for 
example option 1 proposed in section 3.2.2, page 35) or MIMO (Multiple Input ' 
Multiple Output) (for example an additional feedback signal from the queue I 

length can prove useful) implementation is worthy of investigation. 

An adaptive multilevel [244] implementation. For example multiple local control 
units (one for each controllable source) can be used to  individually control the I 

1 

transmission-rate of the controllable connections (for example option 1 proposed ! 

in section 3.2.2, page 35). These local units can be located at the customer 
premises. 

I 

Appropriate jacketing software to prevent the regulator from reacting to I 
! 

unforeseen circumstances is an essential ingredient in any practical 
implementation. Use of fuzzy logic, or expert systems methodologies, to assist in I 
this area, is worthy of investigation. I 

Future extensions s~ecificallv for the service-rate control problem 

The estimation of the ensemble averages may prove challenging. As already 
pointed out, Warfield et a1 [98] have presented a simple, recursive, real time 
estimator of the arrival rate. Its incorporation with the service-rate control 
algorithms is worthy of further investigation. I 

An optimal multilevel implementation for the control of service-rate is proposed 
in chapter 4. It is of interest to investigate the use of adaptive (multilevel) control 
theory. In particular the use of continuous time methods (for example continuous , 
time GPC [245], [246], or continuous time robust adaptive LQ control [247]), 
suitably extended to a multilevel implementation, may prove of value. 
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o The adaptive solution of the nonlinear optimal control problem, including the 
TPBV problem, may provide computationally attractive (implementable) 
solutions. 

Fuzzy optimal control [248] appears promising, and its incorporation into this 
scheme to allow for easier algorithmic solutions, is also worthy of investigation. 

0   he dynamic creation and deletion of VPs creating a reconfigurable network, see 
for example 12491, and the interaction with the allocation of service-rate to VPs 
may be of interest. 

The solution of the combined service-rate and buffer-space control problem may 
provide for more efficient use of the resources. 

Future extensions specifically for the hierarchicallv organised control of cell-service- rate I 
The use of feedback from lower levels to the higher levels of the hierarchy 1 

(VPAM is currently open loop based) can (possibly) increase the overall 
robustness of the scheme; see for example [3 11. 

The extension of the multiobjective VPAM to  include other objectives, as for 
example the maximisation of revenue, minimisation of total network call loss and 1 

the minimisation of total network delay, will offer better compromise solutions I 

(say between the customers and the network operator). 

The derivation of an optimal Link Server Protocol, and its comparison with the I 
I 

proposed heuristic LSP strategy is worthy of fiIrther investigation. , 

6.4 Concluding remark 

In this thesis adaptive control theory and multilevel optimal control theory have been 
successfiIlly employed. Their suitability for BISDN control has been demonstrated 
through specific problem formulations. We offer an integrated structured approach to 
the control of BISDN that has the essential features of implementability, efficiency, 
effectiveness and robustness. 
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APPENDIX A 
Most of the results and simulations presented in this thesis have been prepared by 
custom written software in MATLAB#'. In this appendix we list the three main suites of , 

custom programs: 

i) ACFC and ATM switch. I 

This simulation suite mainly consists of: 

A cell-level simulation of an ATM switch with multiple input connections, no , 
internal blocking, and one output buffer of 100 cell places at the outgoing port. . 

o The traffic load which comprises a mix of voice, data and variable rate video, 
with random connections and disconnections of sources. 

I 

o The outgoing link buffer monitor (includes the calculation for the feedback signal ; 
and other QoS figures). 

The ACFC adaptive controller. 
I 

ii) Single level and Multilevel control of VPs. 

This simulation suite mainly consists of  

o CSTS of a VP spanning M nodes. 
! 

Single level implementation, based on the costate solution. 

Multilevel (using quadratic and linear objective hnction formulation) 
implementation of the solution. 

iii) Multiobjective formulation of VPAM. 

This simulation suite mainly consists of  - €-constraint optimisation 

Note: the code can be made available by contacting the author at the School of 
Electrical Engineering, Swinburne University of Technology. 

' "MATLAB is the trademark of The Mathworks Inc. 
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