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Abstract

Software plays a vital role in most of the embedded systems including safety and mission-critical systems in avionics, automotive, nuclear and medical applications. Along with the functional complexity of software, the quality of software-intensive systems has become a crucial concern. Numerous techniques are being developed to evaluate the quality of a software system from its architecture in terms of quality attributes such as reliability, safety and performance, and to automate the search for alternative designs which provides good trade-offs with respect to those quality attributes of interest. However, the results of these quantitative architecture evaluations depend on design-time estimates for a series of model parameters, which may not be accurate and can change at run-time. Conventional approaches use numerical values (point estimates) as design-time estimates, where the uncertainty in the parameter estimation is not part of the evaluation. As a result, architecture-based quality evaluations at design-time can be inaccurate and thus, sub-optimal design decisions may be taken.

To overcome this problem, this thesis presents a novel design-time architecture evaluation and optimisation approach that incorporates parameter uncertainties. The work specifically focuses on architecture-based reliability evaluation models, where a number of parameters have to be estimated subject to heterogeneous uncertain factors. Instead of using point-estimates for architecture-based reliability evaluation models, this work proposes to incorporate heterogeneous and diverse uncertainty information into the reliability evaluation and architecture optimisation. A framework is devised which can capture uncertainty information associated with parameters and use them for the search for robust and optimal candidate architectures. This approach is able to find good architecture solutions that can tolerate the impact of the uncertainties, and thus provides better decision support. The accuracy and scalability of the presented approach is validated with an industrial case study and a series of experiments with generated examples in different problem sizes and characteristics.
Acknowledgements

First and foremost, my sincere thanks to my initial supervisor, Dr. Lars Grunske who agreed to support my candidature and priceless guidance, especially at the very first stage of this research. I am indebted to Lars for his generous mentoring and many hours spent discussing the topics, reviewing of papers and thesis drafts. The confidence inspired by this regular feedback, interesting discussions and networking made me an enthusiastic PhD candidate.

My warm thanks to Dr. Irene Moser who organised everything to continue my candidature when Lars left Swinburne, and specially for ample help she has given to improve the quality of this thesis. I offer my heartfelt thanks to Prof. Jun Han and Dr. Anthony Tang for their support and guidance throughout the PhD candidature. I am thankful to my fellow research student and friend Aldeida Aleti for her constructive critiques of my work, many interesting discussions and collaborative work. I acknowledge the positive influence to this research from Dr. Barbora Buhnova from her visit to Swinburne and through several collaborative research projects. My thanks also go to fellow PhD students Nargiza, Iman, Ayman, Tharindu, IndikaW, Kaw and Mark for making a friendly and enjoyable research student life.

Many thanks to my mother and two sisters for their continuous encouragement, love and care. Finally, I would like to express my profound gratitude to my wife Thivanka, who always gave her fullest support, care and encouragement to make this research a success.

This project would not have been possible without the scholarships from Cooperative Research Center for Advanced Automotive Technology (AutoCRC, project C4-501: Safe and Reliable Integration and Deployment Architectures for Automotive Software Systems), and Swinburne University of Technology.
Declaration

This thesis contains no material which has been accepted for the award of any other degree or diploma, except where due reference is made in the text of the thesis. To the best of my knowledge, this thesis contains no material previously published or written by another person except where due reference is made in the text of the thesis.

____________________________
Indika Meedeniya

____________________________
Date
List of Publications

Publications arising from and included in the thesis

Chapter 3


Chapter 5


ACM Distinguished Paper Award

Chapter 6


Chapter 7


Publications arising from but not included in the thesis


Papers under revision


# Contents

Abstract i

Acknowledgements iii

Declaration v

List of Publications vii

1 Introduction 1
   Gap Identification ................................................. 2
   Research Problem .................................................. 4
   Scope of the Research ............................................ 5
   Research Method and Approach .................................. 6
   Contributions ...................................................... 7
   Thesis Outline ..................................................... 8

2 Background 11
   2.1 Basic Concepts .................................................. 12
      2.1.1 Architecture Views and Viewpoints ....................... 13
      2.1.2 Stakeholders of Architecture ............................. 14
      2.1.3 Software Architecture vs. System Architecture ........ 14
      2.1.4 Architecture Description ................................. 15
      2.1.5 Architecture of Embedded Systems ....................... 16
      2.1.6 Architecture-based Quality Evaluation .................. 17
CONTENTS

Quality Attributes ............................................. 18
Quality Attributes and Probability ............................ 19
Evaluation of Probabilistic Quality Models ................. 20

2.2 Architecture-based Reliability Evaluation .............. 23
  2.2.1 Combinatorial Models ................................. 23
  Reliability Block Diagrams .................................. 23
  Fault Trees .................................................. 24
  2.2.2 Markov Models ......................................... 25
    Discrete Time Markov Chains (DTMC) ...................... 26
    Continuous Time Markov Chains (CTMC) ................... 26
    Markov Decision Process .................................. 28
    Markov Model Analysis .................................... 29
  2.2.3 Extended Frameworks .................................. 34

2.3 Architecture Transformation and Optimisation .......... 35
  2.3.1 Architecture Optimisation Aspects .................... 35
    Design Decisions ......................................... 35
    Goals of Optimisation .................................... 37
    Design Constraints ....................................... 39
    Dimensionality of the Objective Space ................... 41
  2.3.2 Optimisation Techniques ............................... 42
    Optimisation Algorithms ................................. 44
    Constraint Handling ...................................... 47

2.4 Summary .................................................. 48

3 Motivating Example ......................................... 51
  3.1 System Description and Annotations ..................... 52
  3.2 Reliability Evaluation of Deployment Candidates ....... 57
    3.2.1 Failure Model ...................................... 57
    3.2.2 Probabilistic Quality Model ......................... 58
    3.2.3 Model Evaluation .................................... 60

xii
3.3 Architecture Optimisation with NSGA .................................. 61
3.4 Analysis of Solutions Obtained Using Point Estimates .......... 63
3.5 Gap Analysis ................................................................. 64
   3.5.1 Non-linearity and Mathematical Complexity of Reliability
          Evaluation Models .................................................... 64
   3.5.2 Non-normal Distributions ........................................... 67
   3.5.3 Uncertain Optimisation Goals ..................................... 68

4 Research Methodology 71
  4.1 Refined Research Questions ........................................... 72
  4.2 Approach Overview ..................................................... 77
     4.2.1 Parameter Specification with Uncertainty ....................... 78
     4.2.2 Architecture-based Reliability Evaluation under Uncertainty 79
     4.2.3 Quantification of Uncertain Properties .......................... 80
     4.2.4 Dynamic Stopping Criterion ..................................... 81
     4.2.5 Integrating Stochastic Optimisation Algorithms .............. 82
  4.3 Validation Strategy .................................................... 84

5 Architecture-based Reliability Evaluation under Uncertainty 89
  5.1 Introduction ............................................................... 89
     5.1.1 Sources of Uncertainty ............................................ 90
     5.1.2 Chapter Overview .................................................. 91
  5.2 Specification of Uncertain Parameters ............................... 92
     5.2.1 Probability Distributions ........................................ 92
     5.2.2 Mapping Heterogeneous Uncertainty into PDFs ............... 95
  5.3 Probabilistic Model Construction .................................... 96
  5.4 Quality Metric Estimation ............................................. 97
     5.4.1 Monte Carlo Simulation ......................................... 97
     5.4.2 Parametric Estimation .......................................... 100
          Method of Maximum Likelihood ................................... 100
Method of Moments ............................................. 101
Bayesian Estimation ........................................... 101
5.4.3 Non-parametric Estimation ......................... 102
5.5 Dynamic Stopping Criterion ......................... 104
5.6 Illustration Using an Example Application ....... 106
5.6.1 System Description ................................... 106
      Deployment .............................................. 107
      Objectives ............................................. 108
5.6.2 Specification of Uncertain Parameters .......... 108
5.6.3 Probabilistic Model Construction ............... 109
5.6.4 Quality Metric Estimation ....................... 113
5.6.5 Experimental Results .............................. 115
5.7 Experiments on Generated Problems ............... 116
5.7.1 Experiment Setup .................................. 116
5.7.2 Results .............................................. 118
5.7.3 Discussion of the Results ....................... 120
      Internal validity ..................................... 120
      External validity ................................... 121
5.8 Comparison to Related Work ....................... 121
5.9 Conclusions ............................................. 123

6 Robust Architecture Optimisation Framework 127
6.1 Introduction ............................................. 127
6.2 Modelling .............................................. 128
6.3 Formal Definition of Robust Architecture Optimisation ... 136
6.4 Integrating Optimisation Algorithms ............. 137
6.4.1 Non-dominated Sorting Genetic Algorithm II ... 138
      Algorithm Description .............................. 138
      Integration into the Framework ............... 141
6.4.2 Pareto Ant Colony Optimisation ............... 143
## 6.4.3 Simulated Annealing

6.5 Comparison to Related Work

6.5.1 High-level Modelling Framework

6.5.2 Optimisation under Uncertainty

6.6 Summary and Conclusions

### 7 Experimental Evaluation

7.1 ArcheOpterix Framework

7.1.1 Technical Details

- Specification Parser
- ArcheOpterix Core
- Architecture Transformation Operators Interface
- Architecture Quality Evaluation Interface
- Architecture Constraint Validation Interface
- Optimisation Algorithm Interface

7.1.2 Maturity and Availability

7.1.3 Comparison to Related Tools and Frameworks

7.2 Example Application of the SCOUT Approach

7.2.1 Mapping the Problem to the High-level Model

7.2.2 Results of Robust Optimisation

7.3 Experiments

7.3.1 Evaluation Criteria

7.3.2 Experiment Setup

- Problem Types and Instances
- Input Parameter Setting
- Optimisation Objectives
## CONTENTS

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design Constraints</td>
<td>196</td>
</tr>
<tr>
<td>Optimisation Algorithm Settings</td>
<td>197</td>
</tr>
<tr>
<td>7.3.3 Results</td>
<td>200</td>
</tr>
<tr>
<td>Iterative Provision of Robust-and-Reliable Solutions</td>
<td>201</td>
</tr>
<tr>
<td>Robustness of the Produced Solutions</td>
<td>203</td>
</tr>
<tr>
<td>Performance of the Dynamic Stopping Criterion</td>
<td>204</td>
</tr>
<tr>
<td>Scalability of the Approach</td>
<td>207</td>
</tr>
<tr>
<td>Diversity of Tolerance Levels</td>
<td>209</td>
</tr>
<tr>
<td>7.3.4 Discussion of Results</td>
<td>210</td>
</tr>
<tr>
<td><strong>8 Conclusions</strong></td>
<td>219</td>
</tr>
<tr>
<td>Contributions</td>
<td>219</td>
</tr>
<tr>
<td>Goal Achievement and General Applicability of the Research</td>
<td>221</td>
</tr>
<tr>
<td>Future Work</td>
<td>224</td>
</tr>
</tbody>
</table>
List of Figures

1.1 Thesis outline ................................................. 9

2.1 ISO/IEC 42010 conceptual model of architecture description .... 13
2.2 Architecture-based evaluation of probabilistic quality attributes ... 20
2.3 Control flow graph and corresponding DTMC for composite analysis model. .................................................. 31
2.4 Annotated DTMC for service reliability evaluation .................. 32

3.1 Architecture of the ABS/ACC composite system .................... 53
3.2 DTMCs for service reliability evaluation .......................... 58
3.3 Pareto front of point estimates and respective reliabilities when estimates are changed ................................. 63
3.4 Sensitivity of service reliability to different input parameters. In each graph, the x-axis represents the parameter values and the y-axis denotes reliability .................................................. 66
3.5 Example characteristics of input parameters in architecture-based reliability evaluation. The x-axis denotes the parameter value and the y-axis depicts probability density ................................. 68
3.6 Histogram of the reliability metric obtained from 10,000 parameter samples .................................................................. 69

4.1 Goal structure of the research ....................................... 72
4.2 Overview of the robust optimisation approach ........................ 78
# LIST OF FIGURES

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.3</td>
<td>MC simulation of probabilistic evaluation models</td>
<td>82</td>
</tr>
<tr>
<td>5.1</td>
<td>Architecture evaluation under uncertainty</td>
<td>92</td>
</tr>
<tr>
<td>5.2</td>
<td>Probability density functions of some distributions</td>
<td>94</td>
</tr>
<tr>
<td>5.3</td>
<td>Monte Carlo simulation</td>
<td>97</td>
</tr>
<tr>
<td>5.4</td>
<td>Software and hardware architectures of the ABS system</td>
<td>107</td>
</tr>
<tr>
<td>5.5</td>
<td>Deployment of software components to ECUs</td>
<td>108</td>
</tr>
<tr>
<td>5.6</td>
<td>Annotated DTMCs for service reliability evaluation</td>
<td>110</td>
</tr>
<tr>
<td>5.7</td>
<td>Results of the experiments with ABS system example</td>
<td>117</td>
</tr>
<tr>
<td>6.1</td>
<td>ISO/IEC 42010 conceptual model of software-intensive systems architecture</td>
<td>129</td>
</tr>
<tr>
<td>6.2</td>
<td>High-level model for architecture optimisation under uncertainty</td>
<td>130</td>
</tr>
<tr>
<td>6.3</td>
<td>Integration of NSGA into the framework</td>
<td>142</td>
</tr>
<tr>
<td>6.4</td>
<td>Integration of Pareto-ACO into the framework</td>
<td>148</td>
</tr>
<tr>
<td>6.5</td>
<td>Integration of Pareto-simulated annealing into the framework</td>
<td>152</td>
</tr>
<tr>
<td>7.1</td>
<td>ArcheOpterix overview diagram</td>
<td>165</td>
</tr>
<tr>
<td>7.2</td>
<td>Comparison of reliabilities of the solutions obtained from robust optimisation and their values in considered actual conditions</td>
<td>179</td>
</tr>
<tr>
<td>7.3</td>
<td>A sample deployment solution produced by the robust optimisation. Dotted lines represent communications among software components and solid lines represent hardware buses</td>
<td>180</td>
</tr>
<tr>
<td>7.4</td>
<td>Histogram of an objective (Reliability of ACC for solution 1) constructed from MC runs</td>
<td>181</td>
</tr>
<tr>
<td>7.5</td>
<td>Optimisation results of the some problem instances</td>
<td>202</td>
</tr>
<tr>
<td>7.6</td>
<td>Computational efficiency of dynamic stopping criterion in comparison to fixed MC runs</td>
<td>206</td>
</tr>
<tr>
<td>7.7</td>
<td>Scalability of robust optimisation approach</td>
<td>209</td>
</tr>
</tbody>
</table>
## List of Tables

2.1 Some examples of probabilistic models used in architecture-based quality evaluation ................. 21  
2.2 A summary of architecture optimisation aspects .................................................. 43  
2.3 A summary of architecture optimisation approaches ........................................... 44  
3.1 Parameters of software and hardware elements in the ABS/ACC system 56  
5.1 Some probability distributions and their PDF/PMF specification ............................... 94  
5.2 Specification of parameters with uncertainty .......................................................... 109  
5.3 Experiment configurations ....................................................................................... 118  
5.4 Results of the randomly generated experiments against 16 problem instances and 3 classes of tolerance .......................................................... 119  
7.1 Parameter specification with uncertainty for ABS and ACC case study 178  
7.2 Accuracy of robustness in the solutions obtained from the new method 179  
7.3 Configurations of deployment problem instances ...................................................... 186  
7.4 Configurations of redundancy allocation problem instances ...................................... 188  
7.5 Configurations of component selection problem instances ......................................... 189  
7.6 Parameter generation for the deployment problem instances ....................................... 191  
7.7 Robustness test results of the solutions produced in optimisation ............................... 205  
7.8 Non-dominated solutions produced for the case DEP_H16_C40 ............................... 207  
7.9 Accuracy of estimates produced using dynamic stopping criterion ............................ 208  
7.10 Solutions produced for DEP_H32_C80 with 25% tolerance setting ............................ 211
LIST OF TABLES

7.11 Solutions produced for DEP_H32_C80 with 50% tolerance setting . . 212
7.12 Solutions produced for DEP_H32_C80 with 75% tolerance setting . . 213
Chapter 1

Introduction

Software has conquered most man-made systems in today’s world, including safety- and mission-critical systems in avionics, automotive, nuclear plant control and medical devices. Many of the important functions of those systems are implemented or controlled by software which takes the lion’s share of the growing functional complexity of today’s embedded systems [69, 134, 205, 364]. Consequently, in addition to the functional correctness of the system, the quality of the underlying software has become a concern of paramount importance.

As in many other engineering disciplines, models are increasingly used in software engineering projects to predict quality characteristics of software-intensive systems before they are built [41]. A number of evaluation models have been proposed for specific quality attributes such as performance [36], reliability [182] and safety [191]. The benefit of these evaluation models is especially evident in the architectural design phase, since different design alternatives can be evaluated and software architects can make informed decisions between these alternatives. This decision support, as research and practical evidence show [41, 283], has a significant impact on the quality of the developed system. The ability of constructing quality evaluation models (e.g. queuing networks, Markov models or fault trees) based on an annotated architecture specification has provided the capability to automate design space explorations. Finding a suitable architecture design has been formulated as a multi-
objective optimisation problem where the goal is to find architectures with better trade-offs in the quality attributes. Many approaches (e.g. [97, 187, 279, 283, 317]) have been developed that apply different optimisation strategies to identify optimal or near-optimal solutions for specific architectural problems.

Gap Identification

In the context of software architecture design, any automated design space exploration is only as good as the accuracy of the results of the model-based quality evaluations, and they rely on the accuracy of parameters that are used in the quality evaluation models. These parameters can be grouped into system-specific and environment-related parameters. The first category includes parameters which are related to the system elements, for instance hardware and software failure rates or throughput metrics. The second category contains parameters that define the operational and usage profile of the systems, and examples for these parameters are call rates of specific services or data sizes that have to be accommodated by the system. These environment parameters also influence the system-specific parameters, such as branching probabilities in the software executions. An accurate determination of some of the parameters is generally hard to achieve, for instance failure rates of software components [85, 181] are hard to determine. Other parameters require information that is only available in later stages of the development project or that depend on the specific usage of the system, and thus are only available during the system run-time. Hence, the values of these parameters used in design-time architecture optimisation are estimates and subject to uncertainty.

In the domain of design-time software architecture optimisation, current approaches commonly use point-estimated parameters for architecture-based quality evaluation models. Model parameters are assumed to be given as distinct numerical values (point estimates) regardless of the characteristics and extent of uncertainty associated with them. The numerical values are then used for quality evaluation and to search for better architecture decisions. However, due to the fact that these
parameters can only be estimated, architecture optimisation approaches may lead to suboptimal and misleading solutions if the estimations are inaccurate.

An emerging direction to overcome the problem of inaccurate design-time parameter estimates is to introduce uncertainty awareness into the system’s run-time. Epifani et al. [139] and Zheng et al. [421] have proposed techniques that monitor the system at run-time and use Bayesian estimators or Kalman filters to refine specific model parameters. Consequently, more realistic quality evaluations are possible, if the models are re-evaluated at run-time. Although this may help trigger restricted optimisations at run-time, it does not solve the general problem since many of the critical design decisions have to be made before the system is built, and they are hard to change at run-time.

Another related branch of research focuses on sensitivity analysis which investigates the relationship between the model parameters and architecture-based quality evaluation. Sensitivity graphs are constructed to analyse the response characteristics of a quality attribute of interest with respect to possible variations of one or more parameters. It is a common practice to use parameter sweep techniques to obtain sensitivity graphs. The sensitivity analysis techniques can help analyse the effects of parameter uncertainties on specific quality attributes in detail. However, they are only applicable to a given architecture specification, and do not lend themselves to solving the problem of architecture optimisation under uncertainty.

Complementary to the emerging research work in the domain of software engineering, there exist some uncertainty-aware optimisation approaches in other engineering disciplines such as mechanical engineering [132] and antenna design [127]. Several techniques have been developed to optimise design decisions in order to tolerate certain variations in the system model parameters, which are often called robust optimisation methods [46, 55]. A common practice in the robust optimisation is to formulate the desired quality of the system as a mathematical function of uncertain input parameters and design decisions, and then use analytical methods to derive robust design decisions based on the input parameter variables. However,
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these concepts are not directly portable to software architecture optimisation due to the significant differences in the problem setting such as mathematical complexity of architecture-based quality evaluation models and heterogeneity of software architecture design decision variables.

Research Problem

This work focuses on the impact of uncertainty in design-time parameter estimates on software architecture optimisation. The work presented in thesis is specifically focused on architecture-based reliability evaluation which is one of the crucial quality attributes in the design of embedded software. Overall, this thesis pursues an architecture optimisation approach that can cater for uncertainty in the input parameters, addressing a set of research issues that arise from the areas of architecture-based reliability evaluation, uncertainty in model parameter estimation and architecture optimisation. In accomplishing this research challenge, this work recognises the impact of estimated parameters on the solutions produced by architecture optimisation as well as the heterogeneous and diverse characteristics of uncertain information associated with parameter estimation. Hence, the initial task is to identify and capture the diverse sources of uncertainty in parameter estimation. Secondly, the prevalent architecture-based quality evaluation models have to be evaluated under uncertain model parameters. The third challenge addressed in this research is the optimisation aspect of the overall problem. In the context of embedded systems design, architecture optimisation has many aspects to consider such as various architecture decisions, required level of tolerance for uncertainty, design constraints, and probabilistic models that are used to quantify the qualities of interest from the candidate architecture solutions. Therefore, to pursue a sustainable solution for architecture optimisation under uncertainty, a framework has to be formulated that can capture those diverse characteristics of the problem. It is further necessary to investigate the adaptation of prevalent optimisation techniques in order to achieve the overall goal of architecture optimisation in the face of uncertainty in the parameter estimates.
Scope of the Research

Software architecture evaluation and optimisation extend over a very large context, where specific sub-research disciplines exist within the main stream of software engineering research. This work acknowledges that addressing the aforementioned research issues in that broader context with a sound validation requires a collective effort across the research communities. Hence, the extent of this research is restricted to a scope suitable for a PhD thesis.

The thesis considers the software architecture design problem with a focus on embedded systems design. Architecture design issues that are applicable to safety- and mission-critical embedded systems are taken into consideration. The scope of design decisions is bounded to cover a set of key choices which have to be made at the architecture design of such systems. This work primarily considers the following design decisions.

- Software/hardware component selection
- Software/hardware redundancy allocation
- Component deployment
- Software/hardware parameters

With regards to the quality attributes, this work specifically focuses on architecture-based reliability evaluation. This research also recognises the multi-objective nature of the architecture optimisation problem. Multiple reliability-related attributes (e.g. failure probability of individual services, mean time to failure of a system) are considered, and reliability evaluation models are used throughout the thesis as the probabilistic quality models. Detailed analyses of other probabilistic quality attributes and their evaluation models are considered out of the scope of this work.

This work considers only the uncertainties associated with parameters of the quality evaluation models (i.e. type A uncertainties [55]). The robustness of the architectures is defined as the ability to tolerate uncertainties in the parameter estimation.
From the architecture optimisation perspective, this work focuses on black-box stochastic approaches rather than exact or approximate algorithms tailored to specific architecture design problem or situation. The rationale behind this decision is that although stochastic algorithms do not guarantee the quality of the results they provide, they have proven successful on large combinatorial optimisation problems applied to the software architecture design context where application of exact algorithms is not practical [61,97,304]. Also, as black-box optimisation algorithms, they are generally applicable to a variety of architecture optimisation problem types.

Research Method and Approach

The primary aim of this research is to provide an extended decision support to architecture optimisation while considering parameter estimation uncertainties, which is an existing gap given current reliance on point-estimate-based methods. The baseline of the research is established with an analysis of existing work relevant to various dimensions of the problem. The specific research gaps are further emphasised by analysing the issues in applying a state-of-the-art architecture optimisation method to an industrial case study. Following a clear identification of the remaining challenges, this thesis takes a bottom-up engineering approach towards a solution to the research problem.

In this work, the overall research problem is decomposed into fine-grained research questions, and solutions are proposed to each of them which eventually lead to an overall solution. The partial solutions are analysed within the scope of the research, and evidence is collected to support the validity of the individual contributions. Experimental evaluation and analytical derivation methods are used as validation strategies in respective contributions. With the support of individual validations, dedicated evidence is collected on the overall solution. The new approach is fully implemented, and two types of empirical evidence is used to support the overall validity.

(a) The proposed solution is applied to an industrial case study, and new approach’s
ability to cater for actual conditions is illustrated. The results of the new method are compared with the solutions obtained from state-of-the-art method illustrating the extended decision support. These experiments establish a proof of concept as well as a practical application of the approach.

(b) Empirical evidence is gathered through large numbers of experiments. A series of problem instances are generated from an abstract formulation of the problem model, preserving realistic behaviours in order to cover diverse problem types and sizes as well as different characteristics included in the scope of the thesis. The overall validity is justified with a quantitative analysis of the results collected from the experiments.

**Contributions**

This thesis addresses the problem of inaccurate estimates for parameters of reliability evaluation models in the context of design-time architecture optimisation by proposing an optimisation approach that incorporates uncertainties. The new approach which I abbreviate as SCOUT (Software arChitecture Optimisation Under uncerTainty), extends the current practice of using point estimates for the model parameters in architecture optimisation \([6,7,97,187,279,283,317]\) by allowing to include uncertainty information available at the early design phase, and combine with optimisation techniques to find better architectures that can tolerate uncertainties.

In summary, the SCOUT approach presented in this thesis contains following novel contributions.

- Complementary to using point estimates, the SCOUT approach incorporates diverse characteristics of uncertain information related to parameter estimation into the parameter specification of the architecture optimisation problem. A generalised probabilistic specification is proposed for the purpose of capturing the extent and characteristics of uncertain parameters. The conventional assumptions on input parameter distributions are relaxed to facilitate heterogeneous parameters in software architecture design.
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An automated and scalable model evaluation technique is introduced which can be used to evaluate complex probabilistic quality models in the presence of uncertain model parameters. A Monte Carlo (MC) simulation technique is adopted to uncertainty analysis to cater for probabilistic quality evaluation models which are hard to solve analytically for variable input parameters. A novel dynamic stopping criterion is introduced that automatically finds the trade-off between time complexity and accuracy of MC simulation. Principles of sequential statistical testing are combined with continuous accuracy monitoring mechanism in MC simulations.

The SCOUT approach presents a robust optimisation framework which can be used to model and optimise various architecture decisions involved in an embedded systems design. The framework contains a model that integrates architectural elements, quality objectives, design constraints, probabilistic quality evaluation models and optimisation algorithms. Different stochastic algorithms can easily be plugged into the framework for evaluation-expensive, multi-objective optimisation problems. The thesis includes the adaptation of three algorithms, namely Non-dominated Sorting Genetic Algorithm (NSGA-II), Ant Colony Optimisation and Simulated Annealing. The approach also provides the support for optimising architectures with a desired level of tolerance to uncertainty parameter estimation, which can be required in different application domains.

Thesis Outline

The organisation of the thesis is depicted in Figure 1.1.

Chapter 2 provides a foundation for the rest of the thesis, starting with a description of basic concepts in software architecture and embedded systems followed by a second section with a deeper discussion of architecture-based reliability evaluation. The third part of Chapter 2 summarises prevalent techniques and their features in relation to architecture optimisation. Following the background, Chapter 3 presents a description of a case study from the automotive industry, which
is used as a motivation as well as for the illustration of concepts throughout the
thesis. The latter part of the chapter motivates the need for robust optimisation
and analyses the gap with respect to the background given in Chapter 2. Chapter 4
articulates the research questions addressed in the thesis followed by a description
of the research method and approach taken in this research. The new contributions
on the inclusion of uncertain information into input parameter specification as well
as the architecture-based quality evaluation considering the uncertain inputs are
presented in Chapter 5. Addressing the modelling and optimisation aspects of the
research problem, Chapter 6 combines the contributions into the novel framework
for robust architecture optimisation. Chapter 5 and Chapter 6 contain more fine-
grained related work on specific aspects and evidence of the validity of individual
contributions. In Chapter 7, the presentation starts with a brief description of the
implementation of the approach and its application to the industrial case study. As
a proof of concept, the extended decision support is illustrated on the case study
and compared with the results obtained from the conventional approaches. The final
part of Chapter 7 presents a series of experiments on generated problem instances that covers various dimensions of the approach in addressing the identified research problem. Chapter 8 concludes the thesis and discusses on directions for future work.
Chapter 2

Background

Numerous techniques and industrial practices are being developed to enhance the engineering of software-intensive systems. The research problem addressed in this thesis intersects several technical areas where each contains a large body of research on its own. Therefore, this chapter is presented as a source of background information as well as the preliminary literature review establishing a foundation for the contents presented in the remainder of the thesis. The chapter is organised into three distinct blocks. The first part of the chapter provides a brief introduction to the concepts that relate to software architecture, design practices used in embedded systems and architecture-based quality evaluation. Secondly, as this work has specifically scoped down the focus on quality attributes to reliability, a thorough analysis of techniques developed for architecture-based reliability evaluation is presented. This section describes different reliability models and their evaluation mechanisms, which are also used as a basis for the arguments formulated in the following chapters. The third part of the chapter describes aspects and techniques related to the architecture optimisation of software-intensive embedded systems, along with a summary of related approaches.
CHAPTER 2. BACKGROUND

2.1 Basic Concepts

This section defines the terms and concepts used in relation to the software-architecture in practice, establishing a vocabulary for the rest of the presentation. The research presented in the thesis channels into the field of software-intensive systems, which is defined as follows.

- **Software-intensive systems.** “any system where software contributes essential influences to the design, construction, deployment, and evolution of the system as a whole” to encompass “individual applications, systems in the traditional sense, subsystems, systems of systems, product lines, product families, whole enterprises, and other aggregations of interest” [218].

The complexity of such systems has grown enormously during the past decades, and it has become more challenging to create, organise and utilise those systems. Hence, concepts, principles and procedures are being developed and applied in practice to manage the increasing complexity of software-intensive systems. The common terms of architecture and architecting are defined in the ISO standard as follows.

- **Architecture (of a system).** “fundamental concepts or properties of a system in its environment embodied in its elements, relationships, and in the principles of its design and evolution” [219]

- **Architecting.** “process of conceiving, defining, expressing, documenting, communicating, certifying proper implementation of, maintaining and improving an architecture throughout a system’s life cycle” [219]

Significant efforts have been made to define conceptual entities and their interrelationships systematically in the context of software architecture [41, 218, 219, 240]. Figure 2.1 depicts the conceptual diagram, extracted from the ISO standard 42010 [219].
2.1. BASIC CONCEPTS

2.1.1 Architecture Views and Viewpoints

Architecture comprises multiple views (perspectives) of a system which enable the exchange of information about a system or system of systems. A description of an architecture can include one or more views of the architecture, and the views are governed by viewpoints. Kruchten [240] presented software architecture as a composite of the four views (logical, process, development and physical) together with the use cases/scenarios as the fifth view. According to the recent ISO 42010 standard [219], the concepts of architecture views and viewpoints are defined in much broader sense, where Kruchten’s views constitute a subset.

- **Architecture View.** “work product expressing the architecture of a system from
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*the perspective of specific system concerns*”

**Architecture Viewpoint.** “work product establishing the conventions for the construction, interpretation and use of architecture views to frame specific system concerns”

In relation to software-intensive systems, these views are subsumed in the hardware and software components, their relationships to each other and the environment, and the principles governing its design and evolution [389]. The architecture of an embedded system encompasses the structure of the system that contains software and hardware components, their properties and relationships. Consequently, the architecture is a vital piece of information at the design stage which helps to decompose a complex system into smaller analysable units and connections among them.

### 2.1.2 Stakeholders of Architecture

Many parties are interested in, and have an influence on the architecture decisions. In the context of embedded systems, the stakeholders are the end users, the developers, the project managers, the maintainers *etc.* [41], who have different interests regarding the prospective system. For example, end users may be interested in higher performance, reliability or security while project managers are interested in lowering development costs. These interests are formally called *quality attributes*. The role of a *software architect* is to design the system architecture considering those interests.

**Architect.** “The person, team, or organisation responsible for systems architecture”

### 2.1.3 Software Architecture vs. System Architecture

As presented before, it is apparent that the software architecture subsumes diverse aspects of the system. Different aspects such as the nature of the underlying hard-
ware or the behaviour of the system are manifested in different views of the architecture. Therefore, designs of a software architecture have to consider the entire system, including both hardware and software.

In most practical situations, hardware design is carried out separately [41]. Even in the development of completely new systems, lower level hardware decisions are based on hardware manufacturers and driven by electronic/electrical systems engineers. This does not mean that the software architect does not have any influence on the hardware architecture, but the nature of the decisions that a software architect can make in the hardware design is limited. The architect’s freedom of choice in hardware is considered at a higher level, such as the decision on hardware selection and configuration rather than on the gate or transistor level. In this thesis, the focus is on the decisions related to the software architecture (e.g. software/hardware component selection, software/hardware redundancy allocation, component deployment) as opposed to the much broader scope covered in the term system architecture.

2.1.4 Architecture Description

A formal description of an architecture provides vital benefits at the system’s design stage as well as later in the development phase. Architecture descriptions have facilitated the use of computer-aided analysis and development tools including automatic code generation, testing, and model checking. Hence, substantial research efforts from both academia and industry are being dedicated to architecture description, as manifested in ISO/IEC 42010 standard [219]. Several architecture description languages (ADLs) have been developed to represent and capture different aspects of software architectures [284, 286]. Research efforts have been invested in generic ADLs like UML [309], Meta-H [58] as well as special-purpose ADLs like RADL [337], SAE-AADL [346] and EAST-ADL [112] which have been developed for specific application domains (e.g. automotive or avionic systems) and modelling requirements.
2.1.5 Architecture of Embedded Systems

Deriving from the software architecture in a broader context, this thesis specifically focuses on the domain of embedded systems. Engineering of software-intensive systems has been experiencing a paradigm shift towards component-based design. At present, a large share of software is being developed by integrating components or adding new functionality to the existing components [214]. Software components are considered self-contained, replaceable parts of a software system which have clearly defined interfaces and functionality. These components can be built in-house, or externally such as Commercial Off-The-Shelf (COTS), Modified Off-The-Shelf (MOTS) and Open Source (OS). With the use of internally and externally developed components, architecture can be considered as the first asset that describes the system as a whole.

In embedded systems, different abstraction levels are used in addressing various design purposes [71, 141, 253, 284]. For example, when designing software components, atomic execution blocks can be considered as tasks, and thread level execution platform abstractions can be used [375]. The same architecture can be analysed on a higher level of abstraction, recognising software components and hardware units when designing a deployment [283]. Appropriate levels of abstraction are selected depending on the problem in focus [66, 326].

Architecture-driven engineering practices are being developed and widely applied in the industry including automotive [27, 69, 70, 401], avionics [53, 101, 147], medical applications [205, 267] where complex embedded systems are in use. Practitioners use reference architectures and architecture patterns [135, 284] due to several advantages in the systems design and development. Standards such as AutoSAR [24], IEEE 1471 [218] and AADL [346] also emerge to enhance the quality of the embedded systems design as well as to establish a common vocabulary and understandability across the industry.
2.1.6 Architecture-based Quality Evaluation

The stakeholders of a software-intensive system have various concerns with respect to the prospective system considered in its environment. In a practical systems design context, many of these concerns have to be analysed as early as possible. A failure to identify certain concerns such as reliability, performance or development costs earlier in the development process can result in major disruptions in the development cycle, rework or even complete failures of projects. Therefore, significant efforts are being made to evaluate those concerns of prospective systems well before they are built. As the architecture encompasses holistic aspects of the system which can be examined in different architectural views, it also becomes the blueprint of the system. Hence, in addition to its contribution to managing the complexity of software-intensive systems, the architecture leverages a crucial aspect at the systems design phase; i.e. architecture-based quality evaluation [32, 41, 123].

Two major evaluation techniques have been evolved in separate communities with their own compromises.

Qualitative Methods

Qualitative architecture evaluation represents the collection of approaches that take non-numerical means to evaluate the quality attributes from the architecture. In general, these methods involve questionnaires, checklists or observations. The methods are developed by, and often rely on, domain experts who have ample experience and inherently uncertain knowledge on a particular area. Techniques like peer reviews, design discussions, brainstorming sessions and the ‘check for rule of thumb’ practice are some examples of qualitative assessment methods. Active Design Reviews (ARD) [319], Architecture Trade-off Analysis Method (ATAM) [229], Software Architecture Analysis Method (SAAM) [228] and Active Review for Intermediate Designs (ARID) [88] are some qualitative architecture evaluation methods developed to date. They are widely used in practice, and many of the decisions in today’s software-intensive systems are made based on them. However, these techniques are
rather informal and subjective [123]. Hence, qualitative evaluation techniques are rarely used in design tools or standards.

Quantitative Methods

This branch of quality evaluation refers to the methods that derive numerical metrics on the quality of the architecture. This category includes techniques like simulations, mathematical evaluations and experiments on prototypes. In contrast to the subjective questioning techniques conducted in qualitative evaluation, these methods provide quantitative answer to clearly defined concerns in relation to the architecture. Quantitative assessment of architectures has gained notable attraction during the past years [41, 121, 153, 154, 157, 187, 307], mainly due to its objectivity and the support by computer-aided tools. Significant research effort has been directed at the development quantitative evaluation methods for software architecture. Principles of statistics, mathematics and theoretical computer science have been adopted to quantify the properties of interest. However, as quantitative measurements are aimed at addressing specific and pre-defined aspects of the architecture, their applicability is limited in comparison to subjective, but much broader scope in qualitative methods [123].

Quality Attributes

Any software-intensive system is built with a set of functional goals in terms of its input, behaviour and output. According to the ISO 9126 standard, the term functionality in the context is defined as “the capability of the software product to provide functions which meet stated and implied needs when the software is used under specified conditions” [217]. In addition to the functionality, stakeholders have concerns on other aspects such as reliability, safety or performance of the prospective system, which are called non-functional or quality attributes. Hence, the design of software-intensive systems have to satisfy both functional as well as quality goals.
Depending on the stakeholders, the emphasis on different quality attributes varies. The system under consideration is required to meet at least the quality levels given in the requirements. Some of the crucial quality attributes which have to be considered in software-intensive systems design are listed below.

- **Reliability** is the continuity of correct service [26].
- **Availability** is the readiness for correct service [26].
- **Safety** is the absence of catastrophic consequences on the user(s) and the environment [26].
- **Integrity** is the absence of improper system alterations [26].
- **Performance** is a measurement of appropriate utilisation of scarce system resources by software functions under certain conditions [153].
- **Energy consumption** is the energy consumed by the system [48].
- **Dependability** of a software system is an integrative concept that encompasses many of the above basic attributes, and can be defined as the ability to avoid service failures that are more frequent and more severe than is acceptable [26].

The ISO/IEC 9126 standard [217] defines a framework for evaluating software product quality. The standard also provides a set of guidelines for the evaluation process. The relative importance of the quality attributes on specific domains has also been investigated. For example, in automotive applications, Åkerholm [5] presented quality attribute ranking based on a survey carried out over a range of industrial practitioners. Many other academic and industrial analyses of quality attributes can also be found in the domains such as automotive [71, 184, 329] and avionics [101, 147].

### Quality Attributes and Probability

A specific characteristic of many of these quality attributes is that they are inherently probabilistic in nature [26, 193]. These attributes are typically interpreted in a relative, probabilistic sense rather than strictly deterministic qualities. A key reason behind this notion is that the nature of those quality attributes depends on
unavoidable and imprecise factors of the system and its environment. In relation to
the dependability attributes, Avizienis et al. state that “The extent to which a sys-
tem possesses the attributes of dependability and security should be considered in a
relative, probabilistic, sense, and not in an absolute, deterministic sense: Due to the
unavoidable presence or occurrence of faults, systems are never totally available, re-
liable, safe, or secure” [26]. As a result of the probabilistic nature of the attributes,
the modelling and quantifying of these quality attributes inherits the probabilis-
tic notion. A typical process of quantitative architecture evaluation of probabilistic
quality attributes is depicted in Figure 2.2. Based on the information extracted from
the architecture, a new set of models are constructed for different quality attributes,
which are called quality evaluation models. The quality evaluation models are also
referred probabilistic models as they abstract certain probabilistic properties of the
prospective system.

![Architecture-based evaluation of probabilistic quality attributes](image)

**Figure 2.2: Architecture-based evaluation of probabilistic quality attributes**

**Evaluation of Probabilistic Quality Models**

Currently, a large number of evaluation models have been proposed for specific
quality attributes such as performance [36,358,408], reliability [172,182,214,239,263],
energy consumption [48, 50, 315, 350] and safety [191, 205, 268, 318]. As depicted
in Figure 2.2, models are either mathematically analysed or simulated to obtain
quantitative metrics of the quality attribute of interest.
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Analytical Evaluation

Many of the probabilistic models used in software architecture evaluation are mathematical abstractions of certain aspects of the system which are relevant to an attribute of interest. Some probabilistic properties can be quantified by solving the model analytically. Probabilistic model checking [150, 190, 247] is one example that is used to verify the probabilistic properties from the system model. In cases where the quality attribute can be given as an algebraic function of architectural parameters, the attribute can be computed by evaluating the function. Some examples of analytical models used in probabilistic quality evaluations are given in Table 2.1.

<table>
<thead>
<tr>
<th>Quality Attribute</th>
<th>Quality Model</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Markov Chains</td>
<td>[62, 67, 68, 86, 103, 139, 149, 175, 176, 241, 251, 337, 339, 359, 399, 403, 413]</td>
</tr>
<tr>
<td></td>
<td>Fault Trees</td>
<td>[114, 156, 316, 336, 396]</td>
</tr>
<tr>
<td></td>
<td>Dependancy Graphs</td>
<td>107, 410</td>
</tr>
<tr>
<td>Performance</td>
<td>Aggregation Functions</td>
<td>158, 409</td>
</tr>
<tr>
<td></td>
<td>Markov Chains</td>
<td>176, 357, 359</td>
</tr>
<tr>
<td></td>
<td>Queuing Networks</td>
<td>106, 358, 366, 370</td>
</tr>
<tr>
<td>Safety</td>
<td>Block Diagrams</td>
<td>101, 169, 223, 255</td>
</tr>
<tr>
<td></td>
<td>Fault Trees</td>
<td>191, 254, 316, 317, 318</td>
</tr>
<tr>
<td></td>
<td>Markov Chains</td>
<td>12, 12, 190</td>
</tr>
<tr>
<td>Energy Consumption</td>
<td>Aggregation Functions</td>
<td>28, 51, 322, 352, 397</td>
</tr>
<tr>
<td></td>
<td>Markov Chains</td>
<td>89, 90, 331, 366</td>
</tr>
<tr>
<td></td>
<td>State Machines</td>
<td>48, 49, 185, 264</td>
</tr>
</tbody>
</table>

Table 2.1: Some examples of probabilistic models used in architecture-based quality evaluation

Model Simulation

Certain types of probabilistic models are hard to solve analytically (e.g. Petri Nets or Queuing Networks). Hence, model simulation techniques are used to obtain the
desired attributes from such models. Many simulation-based evaluation schemes can be found in the performance evaluation domain [64, 106]. Model simulation has also been used in architecture-based reliability evaluation in specific conditions [173, 238, 410], whereas some approaches have focused on model simulation for energy consumption estimation [209, 367].
2.2. Architecture-based Reliability Evaluation

In this thesis, the scope in terms of quality attributes and quality models is specifically focused to the ones that are relevant to reliability, which is one of the key quality attributes of interest in the domain of embedded systems. Having a prediction of the reliability of a prospective system at the architecture design stage is crucial not only for safety- and mission-critical systems but also for small, hand-held applications in a competitive market. Research into reliability evaluation has led to a variety of models, each of which focuses on a particular level of abstraction and/or system characteristics. The models’ fault coverage, expressive power and underlying mathematical formulation provide a basis for the research questions and arguments presented in later chapters. This section reviews important classes of widely-used and well-accepted architecture-based reliability evaluation approaches.

2.2.1 Combinatorial Models

Combinatorial reliability modelling is an approach to decomposing complex system into functional entities, which consist of units or subsystems. These models are widely used in the cases where repairs are not feasible, i.e. the system fails when all redundancy is exhausted [40].

Reliability Block Diagrams

Reliability Block Diagram (RBD) is a prominent reliability modelling approach that belongs to the category of combinatorial models. An RBD models the structural relationship of how the components and sub-system failures combine to cause system failure. They can also be analysed to predict the availability of a system and to determine the critical components from the point of view of reliability. The system is decomposed into Reliability Blocks that have specific failure characteristics. The success path of the system behaviour is identified by the connections between the reliability blocks, or various combinations of working components that form an
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operational system. If it is possible to trace at least one path from the start of the
RBD to a specific component though operational components, the specific compo-
nent is considered operational. The components can be organised in series, parallel
or other more complex relationships in composing the system. An organisation of
a series of blocks of components that are configured in parallel within the blocks
are known as a Series-Parallel (SP) system. This is a special, simpler case of RBDs
which can be found in the literature [73, 243, 314, 330, 378, 392]. In SP systems, a
component with its parallel redundancies is often called a subsystem, and the reli-
ability of subsystems can be computed independently from the other parts of the
system. Therefore, in SP RBDs, the overall system becomes a series of connected
subsystems whose reliability is known. Hence, under SP assumption, the overall
reliability of the system can be analytically computed. However, in the context of
software architecture-based reliability evaluation, the component compositions do
not always form series-parallel structure. Other system concerns compel more com-
plex connections among reliability blocks such as bridge structures. In those cases,
the analysis is more complex, hence computationally expensive [17, 23, 29].

Fault Trees

Fault Tree (FT) is another formulation to quantify the reliability of a system’s ar-
chitecture, which is also a widely-used technique in industrial practices [114, 156,
213, 316, 336, 396]. Apart from reliability, fault tree formalism is applied to other
dependability attributes such as safety [191] and availability [214]. FT construc-
tion is a deductive, top-down approach where the failure events are organised into
a tree structure. The tree can also be expanded across different levels of abstrac-
tions where top levels corresponds to the system-level failures. In the analysis of
complex software system, the effects of lower-level faults and events are systemati-
cally propagated by quantifying the reliability of a higher-level abstraction. FT has
both graphical and mathematical formulations to decompose the events that lead
to a system failure. Conventional logic gate symbols are used in building FTs, and
they can be classified as static or dynamic depending on the types of gates they use [195,336]. Different variants of FTs such as Component Fault Trees [156,225], State Event Fault Trees [192,224] are used in reliability evaluation in different contexts and abstraction levels.

2.2.2 Markov Models

Markov modelling [391] is a powerful technique for analysing complex probabilistic systems considering repair mechanisms and order of events of the system. In this technique, the system behaviour is abstracted into a set of mutually exclusive states and transition between the states [269]. A Markov model is uniquely determined by a set of equations that describe the probabilistic transitions among the states and initialisation probability distributions of the starting states. One important property of a Markov model is that the state transitions are independent of the history, i.e. transition from state $i$ to state $j$ only depends on the state $i$, independently from the history that state $i$ was reached. This also implies that the complete history is summarised in the current state of the process.

It is evident that both combinatorial reliability evaluation models presented earlier are based on tree structures. In contrast, the structural representation of a Markov Chain (MC) is a directed graph – a more powerful formulation which subsumes the capabilities of tree structures. The RBDs and FTs can be transformed to MCs, but the inverse is often not possible. Furthermore, due to the capability of MCs to include the system’s internal behaviour abstraction in reliability models, they provide a more comprehensive analysis in the architecture-based reliability evaluation compared to the structure-only abstractions such as RBD and FTs. Three main variants of Markov models that are used in architecture-based quantitative evaluation of reliability, are briefly described in the following sub sections.
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Discrete Time Markov Chains (DTMC)

DTMCs are finite state machine formalisms with probabilities attached to transitions which are widely used in modelling discrete-time dynamic systems. They can easily model characteristics such as probabilistic service invocations, execution graphs and failure behaviours of software-intensive systems, and hence they are a prominent technique in software-reliability evaluation. A DTMC can be used to represent all the relevant states of a software execution and the probability to move from each state to another. Among all the states, one state is the initial state and one or more among the other states represent successful completion of execution or occurrence of a failure. The formal definition of DTMC can be expressed as a tuple \((S, s_0, P, L)\) where,

- \(S\) is a finite set of states
- \(s_0 \in S\) is the initial state
- \(P : S \times S \rightarrow [0, 1]\) is the transition probability matrix
- \(L : S \rightarrow 2^{AP}\) is the labelling function

DTMCs can be used to model a single transition system or the synchronous composition of many systems. The labelling function describes the mapping from the states to the set of atomic propositions \(AP\) (typically constraints on variables employed in the model, e.g. \((I = 0), (I > 15))\). \(P(s, s')\) denotes the probability of making a transition from state \(s\) to the state \(s'\). In a DTMC, \(\sum_{s' \in S} P(s, s') = 1\) for all states \(s \in S\), which implies that even terminating states should have an outgoing transition to itself with a probability 1. When a system is modelled as a DTMC, the execution is represented by a path through the DTMC. A DTMC is called absorbing when it contains at least one terminating states [391].

Continuous Time Markov Chains (CTMC)

CTMCs are variant of Markov chains that allow the transitions to take place at continuous time. CTMC extension of Markov chains are heavily used in modelling
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real-time systems. While a transition in a DTMC refers to a discrete step, transition in CTMC represents a state change taken in real-time. The transitions in a CTMC are labelled with rates instead of probabilities. The formal definition of a CTMC [33] can be expressed as a tuple $(S, s_0, R, L)$ where:

- $S$ is a finite set of states
- $s_0 \in S$ is the initial state
- $R : S \times S \to \mathbb{R}_{\geq 0}$ is the transition rate matrix
- $L : S \to 2^{AP}$ is the labelling function

The delay within a state is represented by the transition rate function which is a form of a negative exponential distribution with a parameter equal to the relevant transition rate. The probability of a transition from state $s$ to $s'$ is enabled within in $t$ time units are given by $1 - e^{-R(s,s')t}$.

When there is more than one transition from a state $s$, the first enabled transition will be carried out. Therefore, it is said that the transitions are in a race condition which represents real-time behaviour of actual systems. The probability of making a transition from state $s$ to $s'$ can be expressed as $R(s,s')/\sum_{s'' \in S} R(s,s'')$. This leads to the description of embedded DTMC in a CTMC, which has the same $S, s_0$ and $L$. The transition matrix $P$ is defined as for the DTMC case described above, with the exception of $P(s,s) = 1$ for the states $s$ which do not have any outgoing transitions.

When a real-time system is modelled as a CTMC, an execution path is defined as a non-empty sequence of $s_0 t_0 s_1 t_1 s_2 t_2$ where $R(s_i, s_{i+1}) > 0$ and $t_i \in \mathbb{R}_{\geq 0}$. The amount of time spent on state $s_i$ is denoted by time $t_i$. The state at time $t$ in a path $w$ is denoted by $w@t$, that also represented by $w(k)$ where $k$ is the smallest index for which $\sum_{i=0}^{k} t_i > t$. Transient behaviour and steady state behaviour can be described using a CTMC. Transient behaviour represents the system’s state of a particular time instance, while the steady state behaviour describes a system’s state in long run. Transient state probability $\pi_{s,t}(s')$ is the probability of being in the state $s$ at time $t$. Steady state probability $\pi_s(s')$ refers to $\lim_{t \to \infty} \pi_{s,t}(s')$.  
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The application of CTMCs are evident in architecture-based reliability evaluation [182,262] as well as in performance models [357,358].

Markov Decision Process

A Markov Decision Process (MDP) is an extension of a DTMC which accommodates non-deterministic choices in the models. Non-determinism is useful to model the concurrent behaviour when many probabilistic systems run in parallel as well as when the exact probabilities are not known. As Hoare [208] states, non-determinism is due to deliberate decisions to ignore the factors which influence the selection (of transitions in the MDP). It is also used to simplify the models in analysing specific behaviours by eliminating less-relevant details. The formalisation of a MDP [34] can be given as a tuple \((S, s_0, \text{Steps}, L)\) where:

- \(S\) is a finite set of states
- \(s_0 \in S\) is the initial state
- \(\text{Steps} : S \rightarrow 2^{\text{Dist}(S)}\) is the transition function
- \(L : S \rightarrow 2^{\text{AP}}\) is the labelling function

The \(\text{Dist}(S)\) represents the set of all probability distributions over \(S\), in other words all functions in the form of \(f : S \rightarrow [0, 1]\) where \(\sum_{s \in S} f(s) = 1\). The transition function maps each state \(s \in S\) to a non-empty subset of \(\text{Dist}(S)\). Therefore, the elements in \(\text{Steps}(s)\) for a given state \(s\) indicate the non-deterministic choices available in that state. Since both the non-determinism and probabilistic choice have to be solved in the identification of a path in MDP, the non-determinism is assumed to be handled by adversaries, in most practical cases. Adversaries [372] are mechanisms that select non-deterministic transitions based on history of choices made so far as opposed to the history-independent Markov decisions. When an adversary is given, the behaviour of the MDP is probabilistic and can be seen as a DTMC whose states refer to finite paths in the initial MDP. The probabilities of non-deterministic transitions are governed by the adversary. The technique described above can be used in calculation of maximum or minimum probabilities of a specific behaviour by evaluating the model for all possible adversaries.
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Markov Model Analysis

Markov chain-based reliability evaluation models can be further distinguished depending on the way they integrate failure behaviour and the system’s operational characteristics. They have advantages as well as disadvantages on their own, and good discussions can be found in work of Gokhale et al. [172, 174].

Composite Analysis Method

In the composite analysis method, architecture model and failure model are combined into a single reliability model. The technique was introduced originally by Cheung [86], and has been widely used [68, 103, 175, 178, 181, 182, 237, 337, 360, 404] and extended several times. The basic concepts of the composite analysis are explained in the following paragraphs using Cheung’s model.

- **Architecture.** The software system in focus is assumed to be a terminating application, which is an application that operates on demand, and a single run of software that corresponds to a terminating execution can be clearly identified. The program flow graph of a terminating application has a single entry and a single exit node. Even though the model is defined for a single entry and single exit application, it can easily be extended to support more complex software systems with multiple initial nodes and multiple final states by introducing super-initial, super-final states [404]. The transfer of control among modules can be described by an absorbing DTMC with transition probability matrix $P = [p_{ij}]$, where $p_{ij}$ denotes the probability of $j^{th}$ module is called after executing the $i^{th}$ module.

- **Failure Behaviour.** An assumption of Cheung’s model is that the components fail independently and the reliability of the component $i$ is characterised by the probability $R_i$ that the component performs its function correctly, i.e. the component produces the correct output and transfers control to the next component without a failure.
Reliability Evaluation. The DTMC reliability model is constructed from the architecture of the system such that a node represents the execution of a component and arcs denote the transfer of execution from one component to the other. Two absorbing states $C$ and $F$ are added to the DTMC, representing the correct output and failure, respectively, and the transition probability matrix $P$ is modified accordingly to $\hat{P}$. The original transition probability $p_{ij}$ between the components $i$ and $j$ is modified into $R_i p_{ij}$, which represents the probability that the module $i$ produces the correct result and the control is transferred to component $j$. From the final (exit) state $n$, a directed edge to state $C$ is created with transition probability $R_n$ to represent the correct execution. The failures of a component $i$ are considered by creating a directed edge to failure state $F$ with transition probability $(1 - R_i)$. This process integrates the failure behaviour of the components to the functional behaviour described in the original control flow. Thus, a DTMC defined with transition probability matrix $\hat{P}$ is considered as a composite model of the software system [175]. Figure 2.3a illustrates a control flow graph of a software system which can be obtained from its behavioural description or profiling tools.

The corresponding DTMC when the two states $C$ and $F$ are added is depicted on the right of the figure. The reliability of the program is the probability of reaching the absorbing state $C$ of the DTMC.

Let $Q$ be the matrix obtained from $\hat{P}$ by deleting rows and columns corresponding to the absorbing states $C$ and $F$. $Q^k_{(1,n)}$ represents the probability of reaching state $n$ from 1 through $k$ transitions. From initial state 1 to final state $n$, the number of transitions $k$ may vary from 0 to infinity.

It can be proved that the infinite summation converges as follows [86]:

$$S = I + Q + Q^2 + Q^3 + ... = \sum_{k=0}^{\infty} Q^k = (I - Q)^{-1} \quad (2.1)$$

where $I$ is the $n \times n$ identity matrix.

The matrix $S$ is called the fundamental matrix of the DTMC, and $S_{(i,j)}$ represents the expected number of visits to the state $j$ starting from state $i$ before it is absorbed.
Cheung [86] introduced an architecture based reliability estimation method in which the reliability of the overall system can be computed from $S$ as:

$$R_s = S_{(1,n)}R_n$$

(2.2)

Hierarchical Analysis

Another Markov chain-based reliability evaluation technique has been developed where the architectural model is solved separately, and the failure behaviour of the system is superimposed onto the solution of the architectural model. This hierarchical method has initially been presented by Kubat [241] in relation to DTMCs, and has also been the basis for many recent extensions [172,175,288,289].

The reliability evaluation is carried out in two steps. First, the behavioural model of the system’s functionality is solved to obtain architectural statistics, such as mean and variance of the number of visits of components in a single execution. These statistics are then combined with the failure parameters of the components to solve the failure model. To illustrate, a DTMC-based hierarchical model is described

---

Figure 2.3: Control flow graph and corresponding DTMC for composite analysis model.
Architecture. The behavioural description of the system is modelled as an absorbing DTMC [391] where a node represents the execution of a component and arcs denote the transfer of execution from one component to the other. A super-initial node [404] is added to represent the execution start, and arcs are added from that node annotated with relevant execution initialisation probabilities($q_0$). Figure 2.4 shows an example DTMC of a software system with multiple entry points.

![Annotated DTMC for service reliability evaluation](image)

**Figure 2.4:** Annotated DTMC for service reliability evaluation

Failure Behaviour. The model assumes that the components fail independently and the reliability of the component $i$ is characterised by the probability $R_i$ that the component performs its function correctly, i.e., the component produces the correct output and transfers control to the next component without a failure.

Reliability Evaluation. First, the DTMC that abstracts the software system’s behaviour is solved to obtain the expected number of visits of each component. The expected number of visits of a DTMC node $v_i : C \rightarrow \mathbb{R}_{\geq 0}$, quantifies the expectation of use of a component (or subsystem) during a single system execution. This can be computed by solving the following set of simultaneous equations [175,241]:

$$v(c_i) = q_0(c_i) + \sum_{j \in I}(v(c_j) \cdot p(c_j, c_i))$$ (2.3)
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where $\mathcal{I}$ denotes the index set of all nodes in the DTMC.

The following expansion of the formula (2.3) can be used to transform the equation in matrix form, where $I$ denotes the identity matrix:

\[
\begin{align*}
v(c_0) &= q_0(c_0) + v(c_0) \cdot p(c_0, c_0) + v(c_1) \cdot p(c_1, c_0) + \ldots + v(c_n) \cdot p(c_n, c_0) \\
v(c_1) &= q_0(c_1) + v(c_0) \cdot p(c_0, c_1) + v(c_1) \cdot p(c_1, c_1) + \ldots + v(c_n) \cdot p(c_n, c_1) \\
v(c_2) &= q_0(c_2) + v(c_0) \cdot p(c_0, c_2) + v(c_1) \cdot p(c_1, c_2) + \ldots + v(c_n) \cdot p(c_n, c_2) \\
&\vdots \\
v(c_n) &= q_0(c_n) + v(c_0) \cdot p(c_0, c_n) + v(c_1) \cdot p(c_1, c_n) + \ldots + v(c_n) \cdot p(c_n, c_n)
\end{align*}
\]

In matrix form, the transfer probabilities $p(c_i, c_j)$ can be written as $P_{n \times n}$, and the execution initiation probabilities $q_0(c_i)$ as $Q_{n \times 1}$. The matrix of expected number of visits $V_{n \times 1}$ can be expressed as:

\[
V = Q + P^T \cdot V
\]  

(2.4)

With the usual matrix operations, the above can be transformed into the solution format:

\[
\begin{align*}
I \times V - P^T \times V &= Q \\
(I - P^T) \times V &= Q \\
V &= (I - P^T)^{-1} \times Q
\end{align*}
\]  

(2.5) \hspace{1cm} (2.6) \hspace{1cm} (2.7)

For absorbing DTMCs, a term that applies to the model used in this illustration, it has been proven that the inverse matrix $(I - P^T)^{-1}$ exists [391]. Therefore the Matrix $V$ can be computed.

After calculating the expected number of visits matrix, the values are combined with the failure information. Assuming the components fail independently and truncating higher order Tailor series terms [172, 241, 289], reliability of the whole system is given as,

\[
R \approx \prod_{i \in \mathcal{I}} R_{i}^{v(c_i)}
\]  

(2.8)

where $\mathcal{I}$ denotes the index set of all nodes in the DTMC.
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Model Parameters

A considerable number of parameters are involved in the architecture-based reliability evaluation. Software component reliabilities, hardware failure rates, transition probabilities in the execution models and execution initialisation probabilities are some examples of the parameters used in the models described above. At the design of software-intensive systems, many of these parameters have to be given as inputs, before the system is built. In the prevalent architecture-based evaluation methods, these parameters are given as point estimates (distinct numerical values) and the quality metric produced from the probabilistic model evaluation is also point value of the quality attribute of interest.

2.2.3 Extended Frameworks

These architecture-based reliability evaluation concepts have been the basis for a large number of novel approaches and frameworks. UML-based frameworks [103, 109], Scenario-based extensions [410], Fault Propagation-based evaluations [107,222,374], component modelling frameworks [67, 279, 280], graph structure-based methods [113,324], Neural Networks [419], Bayesian Models [344] are some examples. Extensive surveys can be found including Lyu [269], Goseva-Popstojanova et al. [182] and Immonen et al. [214].
2.3 Architecture Transformation and Optimisation

Architecting software-intensive systems entails making a multitude of decisions regarding the prospective system. Various stakeholders are interested in certain quality attributes of the system, which depend on those decisions made on the architecture. Hence, architecture optimisation techniques are being developed to search for better architecture alternatives with respect to numerous quality attributes of interest. The next subsections describe different aspects of architecture optimisation in the context of embedded software-intensive systems.

2.3.1 Architecture Optimisation Aspects

Design Decisions

In relation to embedded systems, a large number of design decisions have to be made in the architecture design phase. As the design decisions are understood in broader terms across many architectural views [219, 240], these decisions can be made by different teams and in a different order of sequence in industrial practice. Changes made to design decisions contained in an architecture constitute a new architecture, often referred to as an architecture alternative [280]. Starting from an initial architectural solution, the process of changing certain design decisions is called Architecture Transformation [14, 121, 236], and the actions taken to perform the transformation are called Architecture Transformation Operators [39, 64, 66, 187]. Some of the important decisions in the context of embedded systems design are discussed in this section, in order to highlight their different characteristics that have to be considered in an architecture optimisation approach.

- Software/Hardware Component Selection. An important decision in architecting software-intensive is to select software and hardware components. In the hardware domain, selection in topology construction refers to employing specific hard-
ware units selected from a set of different available ones with different properties [94, 133, 258, 304, 305, 314, 336, 405]. In the software domain, the system can be built by composing different alternative software components which have similar functionalities with different properties [378, 379]. The architect has to make decisions on which ones to use, considering non-functional attributes such as reliability, performance as well as other factors like cost and delivery time.

- **Software/Hardware Redundancy Allocation.** A diversity of identical or similar units (hardware or software) are commonly employed in software-intensive systems in order to gain additional tolerance against faults. As the redundant units have negative consequences like cost, lower performance, excessive weight and higher energy consumption, the problem of finding appropriate redundancy levels in the architecture design has gained significant interest of the industry. This problem is often entitled as *Redundancy Allocation Problem* (RAP) [245, 386, 387]. RAP is divided into two major categories, *i.e.* redundancy allocation of identical components (homogeneous redundancy) which tolerates random faults, and N-Version computing [25, 285] where redundancy of non-identical units (heterogeneous redundancy) are employed with the goal of tolerating both logical and random failures. One of the most studied design configurations of the RAP is a series system of s independent k-out-of-n subsystems. A subsystem is considered as a properly functioning block if at least \( k_i \) of its \( n_i \) components are operational. If \( k_i \) is one for all subsystems, then it is a series-parallel system. A large amount of research effort has focused on the topic of redundancy allocation itself [43, 97, 242, 243, 259, 316], and it has been proven that the RAP is NP-hard [84]. Many research efforts specifically aim to optimise the redundancy allocation decisions.

- **Deployment.** During the architecture design of embedded software systems, deployment denotes the allocation of software components to the hardware units, and the assignment of inter-component communication activities to network links. With the emerging trends in component-based software engineering paradigm, Commercial Off-The-Shelf (COTS) components are widely used, and are composed in build-
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ing variety of complex embedded systems. Even for in-house development projects, the processing and communication responsibilities have to be assigned to a hardware topology. The assignment decisions determine the quality of the prospective system in terms of attributes like reliability, performance, safety and energy consumption. Therefore, deployment is considered a crucial task in architecture design, and numerous approaches [230, 283, 298, 320] are dedicated to deployment modelling and optimisation of component-based software systems.

- **Software/Hardware Parameters.** A number of hardware and software parameters have to be adjusted in the architecture design phase of software systems. This includes settings like change of memory capacity of processor, bus speed, processing speed, scheduling strategy in the hardware domain as well as changes such as queueing priorities, decision rules and processing algorithms in the notion of software. These decisions are motivated by various quality goals (e.g. response time) and also have negative effects such as increased cost or energy consumption.

These different decisions are applied to different elements and aspects of the architecture. Some of the decisions are directly linked to a specific software or hardware unit, while certain changes affect the overall assembly of the system. Therefore, an approach for automated robust optimisation for architecture requires consideration of this heterogeneity in the architecture changes.

**Goals of Optimisation**

As described in previous sections, software architecture design involves satisfying many stakeholders’ concerns in terms of different quality attributes. The architectural design decisions discussed above influence one or many of them, which are often in conflict with each other. Hence these quality attributes become objectives of architecture optimisation, where the goal is to find architectures of better quality. Some of the key quality attributes and their dependence on architectural decisions can be identified as follows.

- **Reliability.** Reliability is one of the primary design goals in architecture design. In
software-intensive systems, reliability refers to the continuity of correct service [26]. The traditional definition of reliability is extended with fault tolerance, which assumes that either the system does not fail at all for a given period or it successfully recovers state information after a failure for a system to resume its service as if it was not interrupted [214]. Several metrics have been developed to provide quantitative assessment on reliability, such as mean time to failure (MTTF), mean time to repair (MTTR), probability of continuous correct operation and failure rate. In the domain of software-intensive systems, probabilistic models are employed for reliability quantifications, and they often require information on software failures, hardware failures as well as the usage profile of the system.

- **Performance.** The term performance in software-intensive systems has a broader scope which involves various system aspects like responsiveness, throughput and resource usage. A performance property can be defined as a metric of a system that shows how fast a system executes a certain functionality. The performance of a software-intensive system depends on a number of architectural decisions, e.g. deployment or redundancy allocation. For a specific architecture alternative, quantification of the performance metrics is often achieved analytically or using simulations of performance models such as queueing networks, Markov chains and Petri-Nets [36,37]. Similar to the reliability evaluation, performance prediction techniques requires detailed information on hardware, software and usage profile.

- **Safety.** Safety is defined as the absence of catastrophic consequences on the user(s) and the environment [26], which is a critical design goal in many embedded systems including domains like avionics, automotive, medical or nuclear power. The designs of such systems are often required to satisfy strict safety standards, which are specific to the domains. A safety requirement is often specified as a formal hazard description together with a tolerable hazard probability [189]. Quantitative evaluation techniques like fault-trees [156,318] and FMEA [169,190] are used in safety evaluation context, where the valuation models are constructed using architectural parameters.
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- **Energy Consumption.** Energy consumed in electronics platforms gains growing attention in software intensive systems design. In the embedded systems domain, it is more evident as most of the systems must support their operation from a limited battery that is hard to recharge (e.g. in deep-sea or outer-space missions) or at least uncomfortable to recharge very often (e.g. in mobile phones or electric cars). This is further emphasised in systems requiring a minimal battery size (e.g. in nano-devices). Not limiting to embedded systems, there are growing trends to minimise energy consumed by software in enterprise systems with the emerging concepts of cloud computing and server farms. Architecture-based probabilistic evaluation models are being developed [153,172,193,307,359] to provide quantitative metrics on the energy consumption of prospective systems.

- **Cost.** In almost all industries, cost is undoubtedly a key decision factor. Accordingly, software-intensive systems design has to consider different cost aspects like manufacturing, raw material, maintenance, testing, installation as well as opportunity costs. In software engineering, there is a field of research which provides techniques to quantify cost from architecture decisions such as COCOMO [63] and ArchE [30,121].

  The example objectives considered above demonstrate the diversity of design objectives in architecture design of software intensive systems. The different quality attributes use their own models to obtain quantitative metrics while using information on different architectural aspects. These objectives often have to be optimised in parallel, resulting in conflicting goals.

### Design Constraints

In the design of software-intensive systems, often there is a set of conditions that a candidate design must satisfy regardless of the other quality aspects. The enforcement of constraints is a mechanism in architecture design to ensure the feasibility of the alternatives.

- **Attribute-Based Constraints.** It is very common to have design constraints which
are related to numerous quality attributes. In certain systems design settings, the quality attributes are formulated as constraints rather than goals of optimisation. Some constraints are inspired by regulations or service contracts. Examples include requirement like ‘Failure rate of automotive brake system should be less than $10^{-6}$ per hour’ or ‘Response time for a location query in an autonomous robot should be less than 200$\mu$s’.

- **Memory.** This is an example constraint that has to be satisfied in deployment decisions. Memory requirement of all software components that are allocated to a hardware host (or ECU) must not exceed the memory capacity of the host [272].

- **Collocation.** The Collocation constraint is used to specify restrictions among components. Malek [272] defines a collocation function which can specify a subset of components that either must be, must not be or may not be deployed on the same host. This formulation reflects design concepts such as ‘redundant software components should be deployed to different hardware units’.

- **Localisation.** This is a deployment constraint which specifies a subset of hosts on which a given component may be legally deployed [272]. This is useful as some software components require hardware specific resources such as access to sensors or actuators.

- **Redundancy Levels.** In redundancy allocation problems, the software or hardware components in architecture design are often subject to constraints. For instance, N-modular configurations require odd numbers of redundancies to employ majority voting. Furthermore, practical problems often have an upper limit for the possible allocation of redundancy levels.

  Similar to the quality attributes and design alternatives, it is apparent that the constraints are applicable to different abstraction levels of the architecture and require information on peculiar aspects of the software architectures.
Dimensionality of the Objective Space

Probabilistic quality attributes such as reliability, availability, energy consumption, safety and performance in combination with other attributes like cost and weight have been the objectives for architecture optimisation. One important aspect of the optimisation approaches is the way these objectives are treated.

Single Objective Optimisation (SOO)

In this category, only one objective is considered for optimisation. Therefore, the final result of the optimisation algorithm is one single solution which can be optimal or near-optimal in terms of that quality attribute.

Multiple Objectives Transformed to Single (MTS)

The multiple design objectives existing in the architecture optimisation problems are sometimes transformed into single objective. In most of the cases, weighted sum functions are used to combine several objectives. However, deciding the weights is a subjective task, and the results of the optimisation depend on the initial decision on the weights. From the optimisation point of view, there is only one objective to be optimised, and consequently the final result is a single solution.

Multi-Objective Optimisation (MOO)

Some optimisation approaches consider multiple design goals as orthogonal objectives to be optimised. This strategy is significantly different from the other two approaches as the optimisation algorithm has to consider multiple objectives. This adds complexity to the optimisation process and necessitates more sophisticated approaches. Due to the multiplicity in the objective space, the final achievement of an algorithm is not necessarily a single solution, but can be a set of non-dominated solutions.
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- *Pareto Optimality.* Non-domination/Pareto Optimality is a concept used in comparing solutions when more than one objectives are the goals of optimisation. A solution $x^*$ is said to be non-dominated if there is no any other $x$ such that $f_i(x^*) \prec f_i(x)$ for all $i = 1, ..., n$ objectives and $f_j(x^*) \preceq f_j(x)$ for at least one $j$, where $f_i(x)$ denotes the objective $i$ of $x$, $a \prec b$ to represent $b$ is equal to or better than $a$ and $a \preceq b$ representing $b$ is better than $a$, irrespective of maximisation or minimisation. In other words, if there exists no other feasible solution $x$ which would be superior in at least one objective while being no worse in all other objectives of $x^*$, then $x^*$ is called *Pareto-Optimal set* or *non-dominated set.* The solutions of a MOO algorithm are called *non-dominated set* or *Pareto-Optimal set.*

The MOO approaches preserves the conflicting-notion of the objectives throughout the optimisation and do not restrict the search based on initial weights, as opposed to above MTS approach. Table 2.2 presents a summary of architecture optimisation aspects considered in some current approaches. For each design decision, many approaches exist that focus on optimisation for different quality attributes considering various design constraints.

### 2.3.2 Optimisation Techniques

Due to ever-increasing system complexity, software engineers have to choose from combinatorially growing numbers of design options, resulting in a design space that is often beyond human capabilities of understanding, making the architecture design a challenging task. The need for automated design space exploration has been recognised in industry and research [329]. However, the architecture-based quantitative evaluation has made automated exploration possible, and a plethora of architecture optimisation approaches have been developed. This section presents a summary of related work in the context of design-time optimisation of embedded software-intensive systems.
## 2.3. Architecture Transformation and Optimisation

<table>
<thead>
<tr>
<th>Arch. Dec.</th>
<th>Quality Attributes</th>
<th>Constraints</th>
<th>Dimensionality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SECURITY</td>
<td>PERFORMANCE</td>
<td>MOO [87, 54, 81, 122, 140, 144, 167, 215, 220, 226, 265, 272, 279, 280, 302, 304, 305, 326, 347, 353, 375, 384].</td>
</tr>
<tr>
<td>Hardware</td>
<td>SOFTWARE REDEPLOYMENT</td>
<td>RELIABILITY</td>
<td>SOO [2, 10, 38, 82, 136, 163, 195, 202, 204, 210, 227, 251, 252, 279, 280, 302, 304, 305, 326, 347, 353, 375, 384].</td>
</tr>
<tr>
<td>Software</td>
<td>RELIABILITY</td>
<td>PERFORMANCE</td>
<td>SOO [2, 10, 38, 82, 136, 163, 195, 202, 204, 210, 227, 251, 252, 279, 280, 302, 304, 305, 326, 347, 353, 375, 384].</td>
</tr>
</tbody>
</table>

**Table 2.2**: A summary of architecture optimisation aspects

### Table Content
- **Arch. Dec.**: Deployment, Hardware, Hardware Security, Software, Param. Change
- **Quality Attributes**: Reliability, Performance, Cost, Safety
- **Constraints**: Security, Reliability, Performance
- **Dimensionality**: MOO, SOO

### Notes
- MOO: Multiple Objective Optimisation
- SOO: Single Objective Optimisation

### Key Points
- The table summarises the architecture optimisation aspects, highlighting their interdependencies and impacts on different quality attributes.
- MOO and SOO are used to evaluate the trade-offs between different architectural attributes.
- The table provides a comprehensive view of the architectural considerations needed for effective optimisation.

### Further Reading
- [Reference 1]: Detailed explanation of architectural optimisation strategies.
- [Reference 2]: Comparative analysis of MOO and SOO in architecture optimisation.
- [Reference 3]: Case studies demonstrating the practical application of architectural optimisation techniques.
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Optimisation Algorithms

From the optimisation point of view, these approaches can be categorised based on optimisation strategy, algorithm and dimensionality in the objective space. Table 2.3 summarises key approaches that have been devised to date.

<table>
<thead>
<tr>
<th>Algo. Class</th>
<th>Sub Class and References</th>
<th>Constraint Handling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated Annealing</td>
<td>[38, 52, 65, 81, 204, 216, 303, 335, 341, 388, 406, 415, 417]</td>
<td>Prohibit [38, 81, 204, 216, 406, 415, 417]</td>
</tr>
<tr>
<td>Tabu Search</td>
<td>[10, 81, 220, 232, 233, 243, 244, 312, 313, 406]</td>
<td>Prohibit [10, 234, 244, 312, 406]</td>
</tr>
<tr>
<td>Ant Colony Optimisation</td>
<td>[82, 249, 356, 402]</td>
<td>Prohibit [249, 402]</td>
</tr>
</tbody>
</table>

Table 2.3: A summary of architecture optimisation approaches

Exact Algorithms

A set of approaches use exact algorithms which guarantees the optimal solution(s). Most of them use brute-force techniques to consider all possible combinations in the input space whereas some use problem-specific constraints and characteristics to traverse through the search space towards the optimal set. However, it has already been proven that most of the architecture design problems in the embedded systems...
domain are non-deterministic polynomial-time hard (NP-hard) problems [110], i.e. decision problems that are intrinsically harder than those that are solvable in polynomial time by a non-deterministic Turing machine. Consequently, the computational complexity increases exponentially with the problem size, and the applicability of exact algorithms is limited to problems below a certain bound of the problem size.

**Problem-Specific Heuristics**

Some architecture optimisation approaches use problem-specific heuristics for design space exploration. These approaches belong in the approximative category where the algorithm does not guarantee the discovery of the optimal solution. In contrast to the exact methods which are often inapplicable to larger problems due to the exponential time complexity, approximate optimisation solutions are well-accepted in industrial practices. However, these heuristic approaches are tightly associated with the characteristics of specific problems, and their applicability beyond the conditions in the presentations are hard to generalise. For example, a heuristic can be tailored to solve the deployment architecture optimisation of automotive software, considering the specific nature of constraints. This heuristic may not be applied to solve task-to-module assignment due to differences in constraints, despite the fact that both are assignment problems.

**Black-box Stochastic Algorithms**

This category (sometimes referred to metaheuristics) refers to stochastic optimisation approaches which make few or no assumptions about the problem being optimised. However they can additionally be guided by problem specific knowledge and heuristics. Many of these are nature-inspired algorithms, and have been developed in artificial intelligence disciplines. These algorithms are being applied in different domains and problems. The majority of the architecture design problems have been successfully solved using stochastic approaches, especially evolutionary algorithms.
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The review of literature summarised in Table 2.3 confirms that the majority of the architecture optimisation approaches are based on black-box stochastic algorithms. The following examples are the most widely used.

- **Simulated Annealing (SA).** This is one of the oldest black-box optimisation algorithms applied to combinatorial optimisation problems [340]. SA was originally used as a strategy to escape from local optima (local minima or maxima). The algorithm is inspired by molecular behaviour encountered in the steel hardening process. At high temperatures molecules are free to move around, whereas as the temperature is lowered they are increasingly confined due to the high energy cost of movement. In application to architecture optimisation, a set of architecture solutions are initially generated with a setting of starting temperature. At each iteration of the algorithm, solutions are randomly sampled and modified mimicking the molecular movements. The temperature is lowered throughout the simulation according an annealing schedule where the modification freedom in the architectures is systematically restricted over iterations. Analogous to the finding of a stable structure in annealing process, the goal of the architecture optimisation is manifested as the internal energy of the molecular structure which is minimised during the simulated annealing.

- **Evolutionary Algorithms (EA).** Evolutionary Algorithms are one of the most applied black-box optimisation algorithms in design space exploration of software architecture context. EAs are population-based algorithms which start with an initial set of solutions and evolves during subsequent iterations. They implement mechanisms that are inspired by biological concepts such as reproduction, mutation, recombination, natural selection and survival of the fittest, to find a final set of solutions considering all of the objectives and constraints. Many variants of EAs have been developed for both single- as well as multi-objective problems.

- **Ant Colony Optimisation (ACO).** ACO is an optimisation metaheuristic inspired by the foraging behaviour of ants, originally proposed by Dorigo et al. [129]. The process mimics the *pheromone* tracks left by ants during their search for food and the return to the nest. It belongs to constructive category as the solutions are con-
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structured from steps as opposed to changes done in existing solutions in iterative algorithms like EA and SA. Constructive algorithms including ACO, often converge quickly and produce feasible solutions in highly constrained combinatorial optimisation problems [340].

■ Tabu Search (TS). Basic idea behind TS is to keep history of the search in order to escape from local optimal as well as to enforce exploratory mechanisms. As an escaping mechanism from local optima, TS imposes restrictions based on a short-term memory of recent solutions. To guide through the search space, it also applies certain strategies mimicking long-term memory processes. TS algorithms have been used in combinatorial optimisation problems including certain architecture optimisation approaches listed in Table 2.3.

A detailed analysis of the optimisation algorithms and their applicability in combinatorial optimisation problems can be found in the survey by Blum et al. [340].

Constraint Handling

The optimisation techniques used in architecture optimisation are also distinguished with respect to the way they treat architectural constraints in the design space exploration. The following basic techniques can be found in the architecture optimisation literature.

■ Prohibit. One approach to deal with constraints is to prohibit violations. In this technique, the solutions that do not satisfy the design constraints are ignored during the design space exploration. Search is continued until feasible solutions are found.

■ Penalty. This a technique used to include constraint-violating architecture solutions into consideration with a negative annotation. Penalty functions are often utilised to compute the level of violation of constraints.

■ Repair. In some optimisation approaches, efforts are made to repair infeasible solutions during the architecture optimisation. If a candidate architecture is found to be violating certain constraints, repair attempts are applied. However, this technique
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does not guarantee to repair a solution, but application of certain repair attempts helps to produce new architecture solutions.

- **General.** This category covers the optimisation approaches that are abstract and allows the use of different constraint handling mechanisms.

  The application of constraint handling techniques has a close connection to the architecture optimisation problem in focus as well as the concrete implementation of the algorithm. They have been studied in the different application contexts as well as in different optimisation algorithms [300,302]. The constraint handling mechanisms used in the architecture optimisation of embedded systems are listed in the last column of Table 2.3.

### 2.4 Summary

This chapter presents the background and preliminary literature review on software architecture, architecture-based reliability evaluation and architecture optimisation which is used as the basis for the rest of the thesis. Architecture design of software-intensive systems is a crucial task which influences the life cycle of the system. The stakeholders of a system have various concerns with respect to the prospective system such as reliability, performance or development costs which have to be analysed in early design phases. ISO 42010 international standard presents a conceptual model for the expression, communication and review of architectures of software-intensive systems. The model provides a foundation for architecture-based quality evaluation and optimisation. Several approaches have already been developed to obtain qualitative and quantitative metrics on the quality attributes using information contained in software architecture.

Reliability is one of the most important quality attributes that require consideration in the architecture design of software-intensive systems. With the specific focus of the thesis on reliability motivated from the crucial nature and relevance to the embedded systems domain, the architecture-based reliability evaluation approaches
are described in detail. Several models are used in abstracting reliability aspects from the software architecture with different trade-offs in expressiveness and complexity. Tree structured models such as reliability block diagrams and fault trees can be used to model structural effects of failures to the system’s reliability. In addition to the capability to consider structural failure scenarios, Markov chain-based reliability models are being developed that also have the power to include stochastic execution behaviour of the system. However, reliability evaluation using Markov chain-based models involves sophisticated mathematical formalisms. The underlying mathematics is also presented as they will be referenced in the future chapters. Hierarchical and composite reliability analysis methods are discussed with their compromise between different reliability evaluation contexts.

The latter part of the chapter is dedicated to a description and literature review on architecture optimisation. Numerous architecture design choices in the context of embedded software-intensive systems have brought the need for architecture optimisation. A number of approaches have been developed to optimise software architecture decisions considering various quality attributes, optimisation dimensions and design constraints. There are many architecture optimisation approaches in the research literature that aim to solve specific architecture design problems and quality attributes. Stochastic optimisation approaches dominate in use and have successfully been applied in both single and multi-objective optimisation problems with various constraint handling mechanisms.

Overall, this chapter presented the background literature on architecture-based quality evaluation, reliability models and architecture-optimisation. The literature review conducted in this chapter covers much broader scope, where as more specific analysis on related work to research questions is presented in respective chapters. Next chapters use this understanding as the basis, and definitions and models presented in this chapter is referred. Gap analysis and research questions in relation to specific aspects are presented in the following chapters resting on the conception given in this chapter.
Chapter 3

Motivating Example

The previous chapter relates the background of the prevalent architecture-based reliability evaluation and optimisation. Based on the foundation, this chapter motivates the objectives of the thesis elaborating the research gaps with respect to the current practices using an example case study. The case study designates a specific deployment problem from the automotive industry, which aims to map the components of two software-controlled automotive subsystems (services), namely the Anti-lock Brake System (ABS) and Adaptive Cruise Control (ACC) \cite{158, 188, 288}, to a network of electronic control units (ECUs). The same case study is referenced and re-used for the illustration of concepts throughout the thesis.

Following the description of the case study, a state-of-the-art optimisation method is presented where point estimates are used with an optimisation algorithm to identify deployment solutions that have a good overall reliability for both of the subsystems. However, it is shown that even a small change to the point estimates leads to a significant drop in the predicted quality of the solutions. The explicit issues with the use of point estimates in architecture-based quality evaluation and optimisation are further analysed with a set of experiments.
3.1 System Description and Annotations

The illustrative case study presented in this section has been inspired from already published articles [158,188,287,288,289]. The formulation of the automotive software deployment follows the model presented by Malek et al. [272, 283], who propose an approach to solving the deployment optimisation problem under very general settings (irrespective of the specific quality attribute). For the illustration, the reliability of the two automotive services are considered as the quality attributes to be optimised.

**Anti-lock Brake System (ABS)**

An ABS is currently used in most modern cars to minimise hazards of skidding and loss of control due to locked wheels during braking. Proper rotation during brake operations allows better manoeuvrability and enhances the performance of braking. The blocks labelled from 0 to 7 in Figure 3.1a denote the software components and their interactions pertaining to the ABS service. The *ABS Main Unit* is the major decision making unit regarding the braking levels for individual wheels, while the *Load Compensator* unit assists with computing adjustment factors from the wheel load sensor inputs. Components 4 to 7 represent the transceiver software components dedicated to each wheel which communicate with sensors and brake actuators. *Brake Pedal Sensor* is the software component that reads from the pedal sensor and sends the data through the *Emergency Stop Detection* software module.

**Adaptive Cruise Control (ACC)**

The Adaptive Cruise Control (ACC), or intelligent cruise control is one of the driver assistance systems that modern automobiles are commonly equipped with. One important advantage of ACC over conventional cruise control is that a car fitted with ACC slows down automatically when approaching a slower moving vehicle ahead, and then follows the slower vehicle at a set distance. Once the road ahead is clear
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again, the ACC accelerates the car to the set cruising speed. In this way, an ACC integrates a vehicle harmoniously into the traffic flow. The main software components used by the ACC system and their interaction diagram are presented as components 8 to 14 of Figure 3.1a. ACC service trigger can occur at software components that communicate with the sensors and user inputs. In the ACC system, the Speed Limit, Object Recognition, Mode Switch and Brake Pedal Sensor components contribute to the triggering of the service. The data captured from the sensors triggers the ACC Main Unit to communicate with the actuators. HMI outputs is a component that gives information to the driver through the vehicle computer display, e.g., information about the vehicle state and latest request. Note that the software components Brake Pedal and ABS Main Unit are involved in both ABS and ACC services.

![Software components and their interactions](image)

![Hardware platform](image)

Figure 3.1: Architecture of the ABS/ACC composite system
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Hardware Platform

The hardware model of the automotive system which is used to deploy the software components comprises a distributed set of certified Electronic Control Units (ECU) having different capacities of memory, processing power, access to sensors, etc. ECUs are assumed to have a fixed and deterministic scheduling, which is a technology used with Time-Triggered Architectures (TTA) in embedded systems in order to maintain the predictability of internal behaviour [206, 234]. With this scheduling strategy, a fixed schedule is determined when the software components are allocated to ECUs. Each component is given a specific time frame within which it must complete the execution. The schedule is done in round-robin, i.e. each component gets its own time frame in a circular fashion. The sum of all the execution time slots in the ECU is called the schedule length.

The communication among ECUs is achieved by buses as depicted in Figure 3.1b. Automotive systems contain few types of buses which are specifically built for different purposes like control data communication, sensor/actuator interconnection and multi-media data transfer. The figure contains three bus systems consisting of a main CAN (Control Area Network) bus and two LIN (Local Interconnect Network) bus systems for front and rear sensor/actuator connectivity.

In the rest of the thesis, the following annotations and abbreviations are used to denominate the parameters of the elements in the software and hardware architecture. Parameter values for the ABS/ACC composite system are given in Table 3.1 using the conventional specification with numerical values (point-estimates).

Software Components

(a) **Size** ($sz$): memory size of a component when deployed on to an ECU; expressed typically in KB (kilobytes).

(b) **Workload** ($wl$): computational requirement of a component for each service; expressed in MI (million instructions).
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(c) **Initiation probability** \((q_0)\): the probability that a service starts from the component.

Component Interactions

Specified for a link from component \(C_i\) to \(C_j\).

(a) **Data size** \((ds)\): the amount of data transmitted from software component \(C_i\) to \(C_j\) during a single communication event; expressed in KB (kilobytes).

(b) **Next-step probability** \((p)\): the probability that the execution of component \(C_i\) ends with a call to component \(C_j\).

Electronic Control Units (ECUs)

(a) **Capacity** \((cp)\): memory capacity of the ECU, expressed in KB (kilobytes). The sum of memory requirement of all software component allocated to an ECU should be smaller than the capacity of the ECU.

(b) **Processing speed** \((ps)\): the instruction-processing capacity of the ECU; expressed in MIPS (million instructions per second) [148]. This is used to calculate the execution time, which is a function of the processing speed of the ECU and the computation workload of the service.

(c) **Failure rate** \((fr)\): failure rate (typically written as \(\lambda\)) of the exponential distribution [23, 59] that characterises the probability of a single ECU failure.

Buses

(a) **Data rate** \((dr)\): the data transmission rate of the bus; expressed in KBPS (kilobytes per second). This is used to calculate the time taken for data transmission which is a function of the data rate of the bus and the amount of data transmitted during the communication.

(b) **Failure rate** \((fr)\): failure rate of the exponential distribution characterising the data communication failure of each bus.
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### Table 3.1: Parameters of software and hardware elements in the ABS/ACC system

<table>
<thead>
<tr>
<th>Comp. ID</th>
<th>sz (KB)</th>
<th>$q_0$</th>
<th>$q_0$</th>
<th>$wl_{ABS}$ (MI)</th>
<th>$wl_{ACC}$ (MI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>512</td>
<td>0.1</td>
<td>0</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>1</td>
<td>128</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>128</td>
<td>0.3</td>
<td>0</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>256</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>128</td>
<td>0.3</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>128</td>
<td>0.3</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>128</td>
<td>0</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>0</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>128</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.8</td>
</tr>
<tr>
<td>9</td>
<td>256</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.1</td>
</tr>
<tr>
<td>10</td>
<td>512</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.2</td>
</tr>
<tr>
<td>11</td>
<td>512</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>12</td>
<td>256</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>13</td>
<td>256</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>14</td>
<td>256</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
<td>0.9</td>
</tr>
</tbody>
</table>

(a) Software Components

<table>
<thead>
<tr>
<th>ECU ID</th>
<th>cp (KB)</th>
<th>ps (MIPS)</th>
<th>$fr$ (h$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>512</td>
<td>40</td>
<td>$4 \times 10^{-6}$</td>
</tr>
<tr>
<td>1</td>
<td>512</td>
<td>22</td>
<td>$4 \times 10^{-6}$</td>
</tr>
<tr>
<td>2</td>
<td>512</td>
<td>45</td>
<td>$2 \times 10^{-6}$</td>
</tr>
<tr>
<td>3</td>
<td>512</td>
<td>22</td>
<td>$2 \times 10^{-6}$</td>
</tr>
<tr>
<td>4</td>
<td>1024</td>
<td>22</td>
<td>$1 \times 10^{-5}$</td>
</tr>
<tr>
<td>5</td>
<td>512</td>
<td>22</td>
<td>$1 \times 10^{-6}$</td>
</tr>
<tr>
<td>6</td>
<td>1024</td>
<td>110</td>
<td>$8 \times 10^{-7}$</td>
</tr>
<tr>
<td>7</td>
<td>512</td>
<td>110</td>
<td>$2 \times 10^{-7}$</td>
</tr>
<tr>
<td>8</td>
<td>512</td>
<td>22</td>
<td>$9 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

(b) ECUs

<table>
<thead>
<tr>
<th>Trans $c_i \rightarrow c_j$</th>
<th>$p(c_i, c_j)$</th>
<th>$d_{ABS}$ (KB)</th>
<th>$d_{ACC}$ (KB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 \rightarrow 6</td>
<td>0.5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>0 \rightarrow 7</td>
<td>0.5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1 \rightarrow 3</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2 \rightarrow 1</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2 \rightarrow 9</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3 \rightarrow 0</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>4 \rightarrow 0</td>
<td>0.7</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4 \rightarrow 3</td>
<td>0.3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>5 \rightarrow 0</td>
<td>0.7</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5 \rightarrow 3</td>
<td>0.3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>8 \rightarrow 9</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>9 \rightarrow 0</td>
<td>0.1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>9 \rightarrow 11</td>
<td>0.4</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>9 \rightarrow 12</td>
<td>0.5</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>10 \rightarrow 8</td>
<td>0.6</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>10 \rightarrow 9</td>
<td>0.4</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>11 \rightarrow 12</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>13 \rightarrow 10</td>
<td>0.5</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>13 \rightarrow 11</td>
<td>0.5</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>14 \rightarrow 10</td>
<td>0.5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>14 \rightarrow 11</td>
<td>0.5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>15 \rightarrow 17</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16 \rightarrow 17</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16 \rightarrow 18</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17 \rightarrow 18</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17 \rightarrow 19</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>18 \rightarrow 17</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>18 \rightarrow 19</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

(c) Component Interactions

<table>
<thead>
<tr>
<th>BUS ID</th>
<th>dr (KBPS)</th>
<th>$fr$ (h$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>128</td>
<td>$3 \times 10^{-5}$</td>
</tr>
<tr>
<td>1</td>
<td>64</td>
<td>$1.2 \times 10^{-4}$</td>
</tr>
<tr>
<td>2</td>
<td>64</td>
<td>$4 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

(d) Buses
3.2 Reliability Evaluation of Deployment Candidates

3.2.1 Failure Model

In an embedded system, failures may occur on both software and hardware levels. The selection of a failure model is also driven by the goal of the optimisation problem in focus, which is the optimisation of system deployment (software components to hardware nodes) with the goal of maximising the reliability of the two services. Hence the selected failure model has to capture the dependency between the possible failures of the system and the deployment. The majority of software errors in the system is likely to be manifested the same way on each deployment, independently of the hardware. On the other hand, it is meaningful to abstract away from the hardware-independent software reliability, since this portion of unreliability is in a very similar or even the same way projected to all deployment candidates, and therefore is unlikely to influence the optimisation process [289].

For the purpose of this work, we distinguish two types of failures as follows.

- **Execution failures.** Failures may occur in the ECUs during an execution of a software component, which affects the reliability of the software modules running on that ECU. Combined with the fixed and deterministic scheduling strategy, any failure that happens in an ECU while a software component is executing or queued leads to a service execution failure.

- **Communication failures.** Failure of a data communication channel (bus) when a software component communicates with another over the bus can cause a failure in the service that depends on this communication.

Both failure types are considered into the failure model, and the failure behaviours are integrated to the computation of reliability-related quality of a candidate component deployment.
3.2.2 Probabilistic Quality Model

The architecture decision problem in focus is to find the deployments of the software components to the ECUs which maximise the reliability of the two services, i.e. ABS and ACC. For the service reliability evaluation at design-time, a widely used Discrete Time Markov Chain (DTMC)-based reliability evaluation model [175, 182, 289] is used. The behaviour of the two automotive systems can be represented by absorbing DTMCs [175]. The DTMCs can be constructed from the behavioural specification of the system such that a node represents the execution of one software component and arcs denote the transfer of execution from one component another. Super-initial nodes [404] are added for each service to represent the execution start, and arcs are added from those nodes annotated with relevant execution initialisation probabilities \( q_0 \). Figure 3.2 illustrates the constructed DTMCs for the two automotive services described in Section 3.1 and the node labels correspond to the component ids in Figure 3.1a. The transition probabilities from the super-initial nodes and among other states have been obtained from Table 3.1 as well as execution initialisation probabilities and next step probability values respectively.

![Figure 3.2: DTMCs for service reliability evaluation](image-url)
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Expected number of visits of a component

Let $v_c : C \rightarrow \mathbb{R}_{\geq 0}$, quantify the expected number of visits of a component (or subsystem) during system execution. Note that $v_c(c)$ corresponds to the expected number of visits of state $c_i$ in the underlying DTMC, i.e. $E[X(c_i)]$. Hence, it can be written in the following format:

$$v_c(c_i) = q_0(c_i) + \sum_{j \in \mathcal{I}} (v_c(c_j) \cdot p(c_j, c_i)) \quad (3.1)$$

This can be computed by solving the set of simultaneous equations described in Section 2.2.2 of Chapter 2.

Expected number of visits of a communication link

Similar to the expected number of visits of software components, for each link $l_{ij} = (c_i, c_j)$, let $v_l : C \times C \rightarrow \mathbb{R}_{\geq 0}$ denote the expected number of occurrences of the transition $(c_i, c_j)$ in the underlying DTMC. To compute this value, the work of Kubat et al. [241], which presented the calculation of expected number of visits of system components can be extended to communication links [289]. In the extension, communication links are understood as first-class elements of the model, and view each probabilistic transition $c_i \xrightarrow{p(c_i,c_j)} c_j$ in the model as a tuple of transitions $c_i \xrightarrow{p(c_i,c_j)} l_{ij} \xrightarrow{1} c_j$, the first adopting the original probability and the second having probability $= 1$. Then the expected number of visits of a communication link can be computed as,

$$v_l(l_{ij}) = 0 + \sum_{x \in \{i\}} (v_c(c_x) \cdot p(c_x, l_{ij})) \quad (3.2)$$

$$= v_c(c_i) \cdot p(c_i, c_j) \quad (3.3)$$

since the execution is never initiated in a link $l_{ij}$ and the only predecessor of link $l_{ij}$ is component $c_i$. 
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3.2.3 Model Evaluation

For a single service $s_k$, failure rates of execution elements can be obtained from the ECU parameters, and the time taken for the execution is defined as a function of the software-component workload and processing speed of its ECU. Similar to the models used in previous work [23, 288, 289], service reliabilities consider both ECU and communication link failures. In detail, the reliability of a component $c_i$ that is used in service $s_k$ with the deployment $d : C \rightarrow ECU$ can be computed by Equation 3.4 where $d(c_i)$ denotes the ECU allocation relationship of component $c_i$.

$$R^d_i(s_k) = e^{-fr(d(c_i)) \frac{wl(c_i,s_k)}{ps(d(c_i))}}$$  \hspace{1cm} (3.4)

A similar computation can be employed for the reliability of communication elements [289], which are characterised by the failure rates of hardware buses, and the time taken for communication, defined as a function of the buses data rates $dr$ and data sizes $ds$ required for software communication. Therefore, the reliability of the communication between component $c_i$ and $c_j$ for service $s_k$ under deployment $d$ is defined by Equation 3.5.

$$R^d_{ij}(s_k) = e^{-fr(d(c_i),d(c_j)) \frac{ds(c_i,c_j,s_k)}{dr(d(c_i),d(c_j))}}$$  \hspace{1cm} (3.5)

The expected number of visits for each node in the DTMC $(v_i)$ can be computed by solving the DTMC [289]. Using the $v_i$ values, the expected visits for the communication elements $(v(l_{ij},s_k))$ are also computed [289]. Based on the relationships obtained in equation (3.4) and (3.5), the reliability of a single service $s_k$ under deployment $d \in D$ is calculated according to Equation 3.6

$$R^d(s_k) \approx \prod_{i \in \mathcal{I}} R^d_i(s_k)^{v_c(c_i,s_k)} \cdot \prod_{i,j \in \mathcal{I}} R^d_{ij}(s_k)^{v_l(l_{ij},s_k)}$$  \hspace{1cm} (3.6)

where $v_c(c_i,s_k)$, $v_l(l_{ij},s_k)$ refer to the expected number of visits for software components and communication links which are computed as described in Section 3.2.2.
3.3 Architecture Optimisation with Non-dominated Sorting Genetic Algorithm

The above described architecture-based reliability evaluation model can be used to quantify reliability of two automotive services for a given candidate deployment. This section presents the architecture optimisation aspect of the problem. The goal of the multi-objective deployment optimisation problem in focus can be restated as finding the approximate set of component deployment solutions $A^* \subseteq A$ that represent a trade-off between the conflicting objectives in $Q : A \rightarrow \mathbb{R}^2$ (i.e. the reliabilities of the ABS and ACC services), and satisfy the set of design constraints $\Omega$. In this case study, $\Omega$ represents the memory constraints, i.e. the memory requirement for all software components allocated to an ECU should not exceed its capacity ($cp$). Different algorithms can be used for solving the optimisation problem. In this illustration, Non-dominated Sorting Genetic Algorithm (NSGA)-II [371] is employed, which is one of the most effective multi-objective optimisation algorithms for combinatorial problems including component deployment [117].

For the optimisation process, NSGA uses an initial population of chromosomes consisting of alleles. In relation to the deployment model used in this case study, each allele in a chromosome represents an allocation of a component $c_i \in C$ to an ECU $u_j = d(c_i) \in U$. The initial population of deployment architectures is generated randomly. The crossover and mutation operators are used to create new solutions by recombining existing ones or changing the allocation of a single component to another ECU. The three genetic operators of the evolution process, i.e. crossover, mutation and selection, can be adapted to the component deployment as follows.

- **Selection.** The selection operator ranks all solutions, and probabilistically selects the better solutions for the next iteration. The ranking is based on the level of an individual solution’s non-domination. In a maximisation problem a solution $a^*$ is non-dominated if there exists no other $a$ such that $Q(a) \geq Q(a^*)$ for all objectives, and $Q(a) > Q(a^*)$ for at least one objective. In other words, if there exists no other
feasible variable $a$ which would be superior in at least one objective while being no worse in all other objectives of $a^*$, then $a^*$ is said to be non-dominated. The set of all non-dominated solutions is known as the non-dominated set. First, the non-dominated solutions present in the population are identified and assigned rank 0. These solutions will constitute the first non-dominated front in the population, which will be ignored temporarily to process the rest of the population in the same way, finding the solutions which belong to the second non-dominated front. These solutions are assigned with the next rank value, i.e. 1. This process is continued until the entire population is classified into separate fronts. A mating pool is then created with solutions selected from the population according to the fitness values that has been assigned to them during the ranking process. The solutions with a lower rank have a higher chance of being selected to be part of the mating pool than the ones with a higher rank. Binary tournament can be used in this purpose where one with the lower rank of two randomly selected candidates to be added into the mating pool. The mating pool will then serve for the random selection of the individuals to reproduce using crossover and mutation. After each iteration, a fixed population size is maintained by eliminating weakest solutions (with high non-dominance ranking) of the composite population of parents and offsprings.

- **Crossover.** Crossover is the creation of new solution candidates $d'_i, d'_j \in D$ from two parents $d_i = [u_{i1}, u_{i2}, ..., u_{in}]$ and $d_j = [u_{j1}, u_{j2}, ..., u_{jn}]$ coming from existing population by recombining the mapping of components, i.e. for a random $k$:
  $$d'_i = [u_{i1}, ..., u_{ik-1}, u_{jk}, ..., u_{in}] \text{ and } d'_j = [u_{j1}, ..., u_{jk-1}, u_{ik}, ..., u_{jn}].$$

- **Mutation.** Mutation produces a new solution $d'_i$ from existing $d_i$ by switching the mapping of two components, i.e. for randomly selected $k,l$:
  $$d'_i = [u_{i1}, ..., u_{ik}, ..., u_{i_l}, ..., u_{in}] \text{ while the original is } d_i = [u_{i1}, ..., u_{ik}, ..., u_{il}, ..., u_{in}].$$
3.4 Analysis of Solutions Obtained Using Point Estimates

The aforementioned architecture evaluation and optimisation approach has been applied to the deployment architecture optimisation problem. The complete process of deployment architecture optimisation presented above is based on design-time parameter estimates, e.g. the values presented in Table 3.1. This section presents an analysis of the architecture solutions produced by the optimisation.

![Pareto front of point estimates and respective reliabilities when estimates are changed](image)

Figure 3.3: Pareto front of point estimates and respective reliabilities when estimates are changed

The solid line in Figure 3.3 represents the set of non-dominated deployment solutions with respect to the trade-offs in the reliabilities of the two services, obtained with point estimated parameters. However, it is emphasised that those estimates are subject to uncertainty. As a practical example, consider three ECUs (0,1,2) located close to the engine, where the operating temperature may vary between 25 – 60°C. The failure rates of ECUs are significantly affected by the ambient conditions [59]. As a result of this temperature variation, the failure rate may vary up to 40 times from the original estimate [119]. The dotted line in the figure represents the service reliabilities of the originally obtained solutions if the failure rates are increased only
by 5 times. The new results confirm that optimal architectures obtained from point estimates are misleading. As the estimates are subject to uncertainty, the reliability values are not trustworthy and the optimisation results can be suboptimal. Solutions provided by the conventional approach are not necessarily a set of non-dominated solutions (e.g., solutions 1, 2, 5, 9-11 and 13-15 are dominated by the others). It should also be noted that, this analysis has only used one subset of uncertain parameters (i.e., ECU failure rates) as an example. In reality, many parameters including software component reliabilities and usage profile estimates are also uncertain, which would make the point-estimate-based methods even less applicable.

3.5 Gap Analysis

The analysis of the results on the automotive case study has shown that the use of point estimates in architecture optimisation can result in misleading information. Motivated with this illustration, this section further investigates the root causes of the problem at hand. The relevant gaps in the state-of-the-art architecture-based reliability evaluation and optimisation techniques are discussed in detail.

3.5.1 Non-linearity and Mathematical Complexity of Reliability Evaluation Models

A number of models and mathematical formulations have been developed for architecture-based reliability evaluation of software-intensive systems. In a broader sense, architecture-based reliability evaluation can be considered as a mathematical function from architecture annotations and configurations to reliability metrics such as mean-time to failure (MTTF), failure rate or failure probability. The input of the function includes estimated parameters including execution initialisation probabilities, transition probabilities among software components, hardware failures rates and software failure rates. However, as also presented in Section 2.2, the use of simple aggregation functions or linear mathematical formulae (Table 2.1)
ignores certain important information on structural and behavioural aspects of the system (e.g. dependences of failures among components). Many researchers including Gokhale et al. [172], Goševa-Popstojanova et al. [182] and Lyu [270] have pointed out that an accurate prediction of reliability of a software-intensive system considering its operational and failure behaviour require sophisticated mathematical formulations. Markov chains have been successfully adopted and used for comprehensive reliability analysis [172, 182, 289, 391]. With the composition of structural and behavioural aspects into Markovian reliability models, the reliability metric becomes a composite effect of many parameters rather than linear function which can be decomposed into individual relationships. As described in Section 2.2, reliability evaluation models require a series of complex mathematical operations such as application matrix and vector operators. Hence, the mathematical function from the input parameters to the reliability metric is not a linear or simple aggregation function. As a result, it is often hard for an architect to back-propagate an effect on the reliability metric to individual parameters. The following simple experiment further illustrates this aspect.

**Experiment** We consider a randomly generated DTMC-based reliability model and observe how reliability changes with respect to different input parameters (transition probabilities and execution initialisation probabilities). In order to observe this, parameters are selected one by one and their values are varied across a possible range (i.e. transition probabilities [0, 1], component failure rates [0.1 · fr, 10 · fr]) while keeping all the other ones fixed (parameter sweep). The variation of reliability w.r.t. the change in parameter are captured as sensitivity graphs for individual input parameters.

Figure 3.4 depicts some of the sensitivity graphs corresponding to different input parameters. It can be seen that certain parameters have either positive (e.g. 3.4a, 3.4f) or negative (e.g. 3.4c, 3.4d, 3.4e) relationships for some parameters (not necessarily linear). However, the sensitivity graphs of certain parameters (e.g. 3.4b) are non-monotonic, i.e. the worst reliability is observed at a specific value of a pa-
parameter rather than in its lower/upper margins. Therefore, it is hard for a software systems architect to determine appropriate input parameters for different concerns. For instance, the reliability estimate of ABS system in an automotive system have to be carried out more pessimistically as it is a safety-critical system. When it comes to providing point estimates for the parameters, the architect faces the challenge of propagating the pessimism into the parameter estimation, which is often not possible due to the irregular characteristics. It is to be noted that the sensitivity graphs in Figure 3.4 correspond to a single architecture candidate and one service reliability. Furthermore, the sensitivity analysis is based on considering each parameter separately. The actual effects of parameters to reliability values are even more complicated as the quality metric is a composite effect of many parameters. Hence, analysing these effects for each and every combination of parameters before producing the point estimates is infeasible for practical problems.

![Figure 3.4: Sensitivity of service reliability to different input parameters.](image)
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3.5.2 Non-normal Distributions

Parameters of architecture-based reliability models correspond to various elements contained in software architecture. They characterise certain aspects of the prospective system, users or operational environment. Hence, uncertainty associated with the input parameters can have different characteristics, which are often dissimilar and irregular. As a reliability metric (e.g. MTTF, failure rate) is computed using these values, the nature of the input parameter distribution affects the distribution of the quantitative metrics produced in architecture-based reliability evaluation. Therefore, a reliability metric can take irregular characteristics with respect to the uncertainty inherited from the input parameters. It is emphasised that the notion of characteristics of the reliability metric is different from the common understanding of exponential distribution of failures in the models. More intuitively, the focus here in such model is on the distribution of a failure rate ($\lambda$) calculated from the model, under the exponential distribution assumption. This characteristic has not been included in the prevailing architecture-based reliability models and evaluation approaches. The inherent normality assumption in many of the architecture-based reliability evaluation approaches can cause misleading results. For instance, if mean values are provided for all input parameters, the value produced from the reliability model does not necessarily represent the mean value of the metric. The following experiment further elaborates this issue.

Experiment In order to represent the diversity of characteristics associated with the input parameters in architecture-based reliability models, let some of the parameters in a randomly generated DTMC-based reliability model take variations given in Figure 3.5. Assume that each graph represents a variability of an uncertain parameter and is given as a probability distribution. First, let us use the mean values of each parameter as the input for reliability evaluation presented in Section 3.2. When mean values are used, the reachability at the absorbing software component ($S_{1,n}$) given in Section 2.2.2 is 0.37. The probability of reaching the absorbing state without a failure is used as the reliability metric (for further details on the computation
Secondly, we sample from each distribution and use the sample values to compute the instantaneous absorption probability. Figure 3.6 depicts the histogram obtained using 10,000 such samples. It can be seen that the histogram does not correspond to a normal distribution (more towards Gamma distribution). The sample mean of the reaching probability is 0.51 which is a 37% deviation from the point estimated value. If the normality assumption is held, these two values should be equal. From this experiment, it can be concluded that the compromises made on point estimates not necessarily correspond to the actual compromises in the reliability of the architecture solutions.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example_characteristics}
\caption{Example characteristics of input parameters in architecture-based reliability evaluation. The x-axis denotes the parameter value and the y-axis depicts probability density.}
\end{figure}

\subsection{Uncertain Optimisation Goals}

A common feature of all architecture optimisation approaches described in Section 2.3 which are capable of catering for NP-hard design problems is that the optimisation goals are used as the criterion to guide the search through the design space. When the objective values are probabilistic properties such as reliability, each architecture alternative is evaluated using the probabilistic models constructed for each quality attribute. However, as consequences of issues described in 3.5.1 and 3.5.2, the use of point estimates for input parameters in architecture-based reliability evaluation does not sufficiently capture the uncertain characteristics of the solutions. Hence, the use of point estimates as optimisation objectives can
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Figure 3.6: Histogram of the reliability metric obtained from 10,000 parameter samples

misguide the optimisation algorithm. Since the optimisation algorithm solely depends on the objective values for design space exploration, the solutions produced from architecture-optimisation can be suboptimal under uncertain input parameters. Even though the solutions can later be assessed for their performance under uncertain conditions, the optimisation process becomes less trustworthy. Better solutions can be missed in the design space exploration as the optimisation algorithm is guided by the point estimates.

Based on these deliberations, the next chapter formulates research questions and describes the SCOUT approach which can overcome these issues.
Chapter 4

Research Methodology

The previous chapters presented the background on software architecture, reliability evaluation and optimisation followed by a spotlight on emerging issues with the use of point-estimated parameters in the current practices of architecture optimisation. Accordingly, the goal of this research is “to develop a method which can consider heterogeneous uncertainties in design-time parameter estimates and explore the architecture design space to find candidate architectures that are (near-)optimal in terms of a set of reliability goals with a confidence guarantee against the uncertainties”. Identifying specific gaps in the existing research knowledge, this work recognises two main subgoals that have to be achieved in order to reach the overall goal.

1. “To develop a method for architecture-based reliability evaluation under uncertainty”. Prerequisites for this goal can be further refined into three subgoals; (a) capturing heterogeneous uncertainty associated with parameters used in architecture-based reliability evaluation, (b) evaluating reliability models under uncertainty and (c) representing of reliability properties considering the uncertainty.

2. “To develop a method that can optimise software architectures considering the aspects related to uncertainty and find architecture solutions which are immune to the uncertainty associated with estimated parameters”. This goal entails the
optimisation aspect of the overall research aim. The goal can be further decomposed into two subareas;
(a) modelling the problem of software architecture optimisation with uncertainty and
(b) integrating of optimisation algorithms.

The hierarchy of research goals is depicted in Figure 4.1. A goal in the upper level of the diagram is decomposed into subgoals listed in its lower-level branches. The structure is organised to represent that achievement of a goal is fulfilled when all the subgoals of that item are achieved.

Figure 4.1: Goal structure of the research

The research methodology of this work follows the software engineering research methods characterisation presented by Shaw [362]. The next section formulates refined research questions that are addressed in the thesis, followed by an overview of the SCOUT approach which delivers a solution to fill the identified research gaps. Strategies used to validate the contributions in this thesis are discussed at the end of the chapter.

4.1 Refined Research Questions

Explicit formulation of research questions helps organise the research activities, precisely present the novelty of a solution and validate the achievement of the research goals through the solution [168,362]. The research goals so far has been presented
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on a conceptual level and described in abstract terms. Considering the relevant gaps in the current literature and the scope of this work, the refined research questions that are addressed in the thesis are as follows.

**RQ 1.** *How to evaluate reliability at the architecture design phase considering heterogeneous uncertainties in the design-time parameter estimates?* Different aspects of this research question are decomposed into the following research subquestions and addressed in this work.

**RQ 1.1** *How can heterogeneous information on uncertainty be incorporated into the specification of architectural elements?* The nature of uncertainty in different parameters of software architecture is heterogeneous and diverse. Some parameters like the failure rate of hardware components can have a dependency on the operational environment, and the failure rates have to be derived from uncertainties in the environment. On the other hand, the failure rates of software components depend on factors like the amount of testing, maturity of the design process and the complexity of the algorithms contained in the component. The nature of uncertainty in the usage profile of the prospective system exhibits significantly different characteristics which depend on the uncertain user activities. Difficulty of obtaining these parameters in practice have already been identified [11, 343] and dedicated research efforts emerge on parameter estimation for architecture based quality models [85, 343]. As also explained in gap analysis (Section 3.5), the quantitative metrics obtained from the architecture-based reliability evaluations strongly depend on the parameter values. Hence, it is important to identify and capture this disparate information during the specification of architectural elements. A flexible and powerful method is required to effectively incorporate the notion of uncertainty into architecture description.

**RQ 1.2** *How can the reliability of a software architecture be quantified when the input parameters are subject to uncertainty?* As we have discussed in Chapter 2, the architecture-based evaluation of probabilistic properties are performed
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by probabilistic models which use the parameters annotated to architectural elements. Considering the non-linearity and mathematical complexity of the reliability evaluation models, this research question can be further decomposed into the following.

a) *How can reliability values be obtained from the probabilistic model evaluation, when the model parameters are uncertain?* In an approach to consider uncertainty in the architecture evaluation, the complex probabilistic evaluation models described in Chapter 2 have to be evaluated in the presence of uncertainty in the input parameter space. Furthermore, the uncertainty which exists in the input parameter space (e.g. uncertainty of component reliability, transition probability *etc.*) have to be propagated to the quality metric of interest (e.g. uncertainty of Mean-Time to Failure of the system). Therefore, this question requires a method to evaluate the complex probabilistic models in the presence of uncertain model parameters.

b) *In the presence of uncertainty, how can the reliability metrics be estimated with the required level of accuracy?* When the notion of uncertainty is transformed from the architecture specification to the reliability evaluation model, the quality attributes themselves become uncertain. Therefore, the attribute values exhibit a variation across a range rather than resulting in a single numerical value. The reliability metrics have to be estimated with respect to the variation. However, the architecture-based reliability evaluation is a crucial element in systems design, and the accuracy of the estimation should be predefined. A new approach should be able to satisfy the accuracy requirements in the standards and recommended practices.

c) *How can the estimation process be automated?* To make an approach applicable to diverse problem settings and sizes of different problem instances, a generic quality estimation process has to be introduced. In
order to achieve the overall goal of the research, the uncertainty analysis process have to be combined with automated architecture optimisation process. Therefore, this question seeks an decision criterion which can automatically control the accuracy-time trade off in the uncertainty analysis.

RQ 1.3 *How can reliability attributes with different degrees of tolerance to uncertainty be accommodated?* In the context of architecture-based prediction of probabilistic quality attributes, conventional quality evaluation models can be used to obtain quantitative metrics that describe the quality of an architecture. However, the uncertainty associated with input parameters propagates through the quality evaluation model and the quality metrics also become variable. For example the architecture-based quantification of reliability of a candidate software architecture will not be a single reliability value, but a variable quantity. This fluctuation of the quality metric represents an important aspect of an architecture which summarises the impact of all uncertainties relevant to the specific quality attribute. Furthermore, the significance of this inconsistency has to be treated differently in different domains and applications. For example, in safety-critical applications, the ambiguity of reliability prediction is often treated pessimistically, whereas in some non-critical web applications, fluctuations can be averaged. Therefore, when referring to a quality attribute of a candidate architecture, it is important to include the possible variation of the quality attribute inherited from input parameters. Hence, there is a need for an approach to represent the attribute in combination with its variability, in addressing RQ 1.

**RQ 2.** *How can an architecture optimisation method be developed for automated search for better architectures in the presence of uncertainty?* This research question addresses the optimisation aspect of the overall problem, and the following subquestions are formed in relation to this question.

RQ 2.1 *How can the uncertainty of probabilistic evaluation model parameters be
combined with the diverse aspects which have to be considered in architecture optimisation? Architecture optimisation of software-intensive systems is a complex problem which has many dimensions. In the context of embedded systems, architecture optimisation involves various design decisions such as deployment, software/hardware component selection, software/hardware redundancy allocation and scheduling, while the goals to optimise include many non-functional attributes including reliability. Candidate architectures are often required to satisfy a set of design constraints. From the analysis of related work on architecture optimisation approaches presented in Chapter 2, it is evident that these different aspects are addressed in isolation or in relation to specific problems. However, the overall goal of this research is to formulate an architecture optimisation approach which can incorporate uncertain input parameters. A preliminary research question arises from the need to model these diverse aspects of the software architecture optimisation problem. In order to devise an approach which accommodates uncertainty, the first issue is to formulate a framework which can capture these aspects of the architecture optimisation problem within the scope of the thesis stated in the Introduction. A subsequent research question to address in achieving the overall goal of architecture optimisation under uncertainty is how this uncertain information can be used during the optimisation. As opposed to the methods that use point-estimated input parameters, a new challenge arises in optimisation as the quality attributes (in this case, reliability) of the candidate solutions inherit the notion of uncertainty. The question seeks a modelling support for diverse aspects in software architecture optimisation including the elements induced from parameter uncertainties.

RQ 2.2 How can commonly used optimisation algorithms be adapted for architecture optimisation with objective functions based on input parameters estimated under uncertainty? Even for a small architecture optimisation problem in
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In the domain of embedded systems, the design space is very large due to the combinatorial number of options, and it has been proven that most of the architecture optimisation problems are NP-hard [110]. Consequently, the use of exact optimisation algorithms is limited to very small problems, and becomes counterproductive when solving most of the practical problems of realistic size. On the other hand, problem-specific solvers require knowledge of the particular architecture design problem. Stochastic optimisation algorithms become promising candidates as an optimisation strategy to search for robust optimal solutions due to their adaptability and performance over a range of problems. However, as also discussed in Chapter 2, conventional optimisation algorithms use point values as the quality goals in the candidate solutions. With the introduction of uncertainty into the parameters of quality evaluation models, this assumption is no longer applicable, and optimisation strategy related operators have to be made uncertainty-aware. Given the existing architecture optimisation methods that use stochastic algorithms, a next research subquestion to be addressed is on mapping the conceptual entities of the problem to algorithm elements and providing a feedback strategy to these existing algorithms for the search of (near-)optimal set of candidate architecture solutions that can withstand uncertainty in input parameters.

4.2 Approach Overview

The architecture design of component-based software systems involves a set of architectural elements, such as software components, hardware units and interactions among software components. These architectural elements are annotated with a set of parameters that describe certain characteristics such as the failure rate of a software component or the probability of occurrence of an event. At the architecture design stage, most of the parameters are estimates, and estimations are made subject to uncertainty. This work focuses on the architecture design optimisation of
embedded systems, where a specific design decision has to be made, such as deployment of software components to a hardware platform, allocating redundancy levels to logical or physical units or selecting a set of components from similar alternatives. In this context, each alternative design constitutes a candidate architecture. The goal is to find a (near-)optimal set of candidate architectures with respect to a set of system reliability attributes such as reliabilities of individual services. The reliability properties are evaluated using probabilistic models (e.g. Markov chains) which are built using the parameters of architectural elements. However, these model-based reliability evaluations inherit the notion of uncertainty from the estimates of architectural parameters mentioned above. Consequently, the quality objectives have to be optimised in the presence of uncertainty in the input parameter estimates. The overview of the SCOUT approach is outlined in Figure 4.2. The key contributory aspects are briefly presented in following subsections.

![Figure 4.2: Overview of the robust optimisation approach](image_url)

### 4.2.1 Parameter Specification with Uncertainty

Firstly, the SCOUT approach proposes to include the uncertainty into the parameter specification. If a parameter that describes some aspect of an architecture is an estimate, the SCOUT approach understands that the parameter specification encapsulates characteristics of uncertainty associated with that parameter. An extension to the specification of architectural element parameters is introduced. As a means to specify parameters with uncertainty, this approach propose to employ probability distributions. The SCOUT approach allows the parameters to be given...
as any probability distribution (including discrete distributions) that can represent a parameter with its variability characteristics. The different parameters are allowed to take dissimilar distributions, while some parameters can be precise numerical values. When the provision of probability distributions is impractical, the approach supplies the designers with a method to include a range of variations as a uniform distribution or a discrete set of possible values. The use of probability distributions also entails the support for conversion from other complementary approaches. For instance, interval estimates can be represented as a uniform distribution while the mean-variance estimation methods can be replaced with a normal distribution having the same mean and variance.

4.2.2 Architecture-based Reliability Evaluation under Uncertainty

From a given specification of the elementary units of the architecture, a set of candidate architectures can be built to satisfy the functional requirements and design constraints. This set of candidates are called initial solutions, and can be provided by a human architect or automatically generated using problem-specific heuristics or even randomly. The architecture-based quantification of probabilistic properties is carried out thereafter. In order to quantify the desired reliability attributes from the architecture, reliability evaluation models are constructed from the architecture as described in Chapter 2. Parameters of the reliability evaluation model reflects the parameters specified with the architectural elements as described in the previous subsection. However, it should be noted that the provision of the parameters with their uncertainty as heterogeneous distributions hinders the conventional model evaluations as the models expect numerical values for their parameters. This work understands the quality models as mathematically complex formulations, and analytical derivation of quality metrics as a function of input distributions is hard to achieve. A Monte Carlo (MC) simulation-based uncertainty analysis mechanism is proposed that samples from the probability distributions of input parameters. It is
emphasised that probabilistic properties are quantified using conventional reliability evaluation models, but MC is used to re-evaluate the model for the samples taken from input parameter distributions repeatedly. Figure 4.3 illustrates the input of the MC simulation, which is a quality evaluation model with a set of parameters specified as probability distributions. In each MC run, the value of a parameter is sampled from the probability distribution, which is then used as the numerical value to compute the quality metric. In brief, MC-based uncertainty analysis of this approach can be described as follows.

- For the Monte Carlo simulation, the reliability evaluation model which is used to quantify the property of interest from an architecture, acts as a black box. Each MC run samples from the input distributions and instantaneous samples are used as the numerical values in the reliability model evaluation. As the sampling process is independent from the probabilistic quality model, the approach is not limited to specific evaluation models or evaluation techniques.
- MC simulation does not make assumptions about input distributions or their characteristics. Therefore, diverse input distributions can be easily incorporated into the abstract MC model.

### 4.2.3 Quantification of Uncertain Properties

When all or a subset of the input parameters are uncertain and specified as probability distributions, each MC run can report different quality values for the same architecture due to the use of instantaneous samples from the input parameter distributions. Consequently, the results of the MC simulations is a series of values for the quality attribute of interest. For instance, 100 MC runs of reliability evaluations result in 100 values for the reliability of the candidate architecture such as 0.994, 0.992, .. 0.999. The variability of those values arises from the uncertainty associated with the input parameters. As the goal of the architecture optimisation is to find (near-)optimal architectures that can perform as expected despite the uncertainty of the input parameters, this work proposes to use an appropriate statistical
representative of MC results to indicate the quality attribute of an architecture alternative in terms of both the optimality and robustness, i.e. robust quality values. As a means, the SCOUT proposes to use percentiles obtained from MC simulation results. More intuitively, if the 5th percentile reliability of a candidate architecture is regarded as the robust reliability, a numerical value provides a quantitative measure of reliability with a confidence guarantee against the uncertainty, i.e. it is 95% confident that the reliability of the candidate solution is greater than that value under all the parameter uncertainties associated with that architecture. In the case of safety-and mission-critical systems like in the automotive or avionics domains, upper/lower bounds of the objectives (conservative approach) for a given confidence interval can be used while for some non-critical applications, the median value (50th percentile) of the quality may be sufficient.

However, an important issue which arises in this step is that the characteristics of the MC results series are unknown. Due to the presence of heterogeneous distributions as input parameters, the distribution of the probabilistic property of interest under uncertainty cannot be determined in advance. Consequently, the robust value of the quality has to be obtained without knowing the distribution. This work adopts non-parametric statistical estimation for this purpose which is further explained in chapter 5.

4.2.4 Dynamic Stopping Criterion

The inequality and variation of individual samples of MC simulation described before is a manifestation of heterogeneous uncertainties associated with the input parameters. With the relaxation of assumptions on input parameter distributions, the distribution of MC samples (i.e. samples of a quality attribute) is also not known. An infinite number of MC runs is required to obtain the exact value of the percentile of the quality attribute in this setting. On the other hand, each MC run samples from the input distributions and computes the quality model, which is a computationally expensive process. A careful balance has to be kept between the accuracy
Figure 4.3: MC simulation of probabilistic evaluation models

and time complexity in selecting the MC runs for the robust optimisation.

As a solution to address the above issues, the SCOUT approach introduces a dynamic stopping criterion for the MC simulation based on accuracy monitoring. The stabilisation characteristics of the desired statistical index (e.g. percentile) with the increasing samples is exploited. The goal of this element of research is to monitor the accuracy of the MC-based estimation process automatically, and to stop the sampling when sufficient accuracy has been achieved. The assumptions on the monitored distribution are relaxed by applying statistical monitoring on the estimate. Intuitively, the statistical significance test is conducted on the samples of the statistical index (e.g. 5th percentile of reliability), rather than the individual reliability samples.

4.2.5 Integrating Stochastic Optimisation Algorithms

The description so far was on obtaining quantitative metrics of reliability properties with the notion of uncertainty, for a single candidate architecture. The overall goal require a method to finding architecture alternatives that are (near-)optimal in terms of reliability goals with a confidence guarantee w.r.t. the uncertainties in the input parameters. This work proposes to consider the notion of uncertainty
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throughout the optimisation process. Both the optimality in terms of the quality and the robustness of the solution with respect to the uncertainty in the parameter estimates are regarded in the search for better architectures, i.e. design space exploration.

The embedded systems architecture design involves a number of choices and design decisions such as, software component selection, hardware selection, hardware topology and deployment. The notions of parameter uncertainty and optimisation are applicable for many of these issues, having different quality goals to optimise. Therefore, the SCOUT approach has been developed as a framework that different aspects such as optimisation objectives, architectural changes and robust quality measures are understood in high-level abstraction. The SCOUT defines high-level entities to represent different aspects in the problem architecture optimisation under uncertainty.

As presented in Section 2.3, most of the architecture design problems are NP hard [110], and hence, exact algorithms fail to provide solutions within a feasible time frame. Problem-specific heuristic algorithms exist with limited applicability to domains and optimisation problems. However, stochastic algorithms have proven successful over a range of problems. Therefore, as a design space exploration strategy for candidate architectures which are better in quality while being able to tolerate parameter uncertainties, the SCOUT provides a high-level mapping of software architecture optimisation framework entities to the concepts in stochastic algorithms. Adaptations of three prevalent stochastic optimisation algorithms are presented, namely Non-dominated Sorting Genetic Algorithm (NSGA-II), Ant Colony Optimisation and Simulated Annealing which have demonstrated consistent success in architecture optimisation problems (please refer to the summary of architecture optimisation approaches given in Table 2.3). Each algorithm’s operators and strategies are tailored to guide the architecture decisions to robust and (near-)optimal solutions. The algorithms’ feedback mechanism of measuring the quality of solutions is adjusted to consider the solutions’ behaviour in uncertain parameter variations. The
architectures with better quality and tolerance for uncertainty have to be encouraged while weak or uncertainty-sensitive solutions are to be penalised. In order to achieve this, appropriate percentiles of the quality (lower or upper bounds depending on the objective) are proposed to be used as the criterion to compare candidate solutions. The operators that are used to generate a new solution (architecture), are mapped to architecture transformation operators. As a result, a new solution is generated, corresponding quality models are constructed and quality attributes are quantified with the uncertainty as described before. In Figure 4.2, this stochastic optimisation is marked as the outer loop, while the MC simulation based uncertainty analysis constitutes an inner loop. The formulation of the framework and concrete examples are given in later chapters.

4.3 Validation Strategy

Having described the research questions and the overview of the SCOUT approach, this section presents the validation techniques used with each of the research questions. This section uses characterisation and classification of research questions, research results and validation techniques given by Shaw [362]. In addition to this categorisation, Shaw has explicitly provided generally accepted research strategies in the area of software engineering [362, 363], where this thesis takes the benefit in formulating suitable validation strategies for the proposed solutions.

RQ 1.1 addresses the problem of capturing uncertain information in the parameter specification, which is considered as a software engineering question of type method or means of development. The SCOUT approach provides a solution to this research question with a probabilistic parameter specification enabling the inclusion of diverse characteristics on uncertainty associated with model parameters. According to the software engineering solution categorisation presented by Shaw [362], the solution belongs in the procedure or technique and notation categories. Similar to the most common form of validation to this type of solutions [363], the thesis presents an evaluation of the solution. Chapter 5 illustrates the approach’s capabil-
ity to capture diverse uncertain parameters pertaining to an automotive embedded system case study as well as with a series of experiments on deployment problem instances. In the evaluation of the overall approach in Chapter 7, a specific evaluation criterion (EC 1) is formulated to evaluate the solution with respect to this research question. The validity of the solution is supported with experiments on a series of generated problem instances covering different architecture optimisation problem types, problem settings and characteristics of uncertain parameters.

RQ 1.2 seeks a method of analysis for architecture-based reliability evaluation when parameters are uncertain. Considering the mathematical complexity of reliability models and heterogeneity of the uncertain characteristics in model parameters, the SCOUT approach gives a procedure or technique solution with Monte Carlo simulation and a novel dynamic stopping criterion. The new solutions validity is presented through an evaluation. Chapter 5 demonstrates a proof of concept by applying the MC simulation-based uncertainty analysis method on evaluating reliability of automotive ABS system. Through evaluation of the proposed solution in terms of adequacy, accuracy and scalability is presented by applying the approach on a set of generated problem instances. The proposed solution for this research question is further evaluated in the overall problem of architecture optimisation context in Chapter 7 with Evaluation Criterion 2.

The issue of reliability metric representation under heterogeneous uncertainty in model parameters is channelled with RQ 1.3, which belongs to the method or means of development category within the settings of a software engineering research question. In response, this work presents a procedure or technique type solution with non-parametric estimation allowing the use of various statistical indices including percentiles. An evaluation of the proposed method is conducted to provide evidence on validity of the approach. Chapter 5 presents a proof of concept by analysing the variation of reliability metric of a automotive ABS system in the presence of uncertain input parameters. Not limiting to the validity on the specific case, Chapter 7 evaluates the solution with a series of problem instances with respect to specific
research questions. The accuracy and adequacy of the proposed solution in answering the research question is evaluated with evaluation criteria EC 2 and EC 3 respectively.

The modelling requirement to achieve the overall research goal has been formulated in RQ 2.1, which is a \textit{method or means of development} type research question in software engineering. The SCOUT approach devises a framework integrating various aspects involved in software architecture, optimisation algorithms and uncertainty analysis, which belongs to the solution category of \textit{descriptive model} \cite{362}. Firstly, the model is iteratively devised from a commonly accepted formalism given in ISO 42010 \cite{219} . An \textit{analysis} of the modelling aspect of the solution is performed in Chapter 6 with respect to modelling approaches taken in current literature. The model is implemented as a tooling framework, and further \textit{example} type evidence is given by presenting the capability of the model to cater for requirements in a case study.

RQ 2.2 focuses on applying the architecture design space exploration techniques under uncertainty, which is also a question of type \textit{method or means of development}. As a solution, this thesis presents the integration of three stochastic algorithms, namely NSGA-II, Ant colony optimisation and Simulated Annealing, which can cater for NP-hard optimisation problems in architecture optimisation. These adaptations provide \textit{example} type evidence to the validity of RQ 2.2. The proposed solution is fully evaluated and an \textit{evaluation} of the solution to diverse problem settings and characteristics is presented in Chapter 7 with dedicated evaluation criteria EC 4 and EC 5.

Upheld with the individual validations, dedicated evidence is collected on the overall SCOUT approach, which has been in the form of \textit{procedure or technique} type solution. The proposed solution is fully implemented and two types of empirical evidence are used to support the overall validity. On one side, the proposed solution is applied to an industrial case study as an \textit{example} type validity, and the ability to cater for the requirements with extended decision support is illustrated.
Secondly, large number of experiments are conducted as *evaluation* type validation for scalability. A series of problem instances are generated randomly, while preserving realistic behaviours in order to cover diverse of problem types, sizes as well as different characteristics included in the scope of the thesis. The overall validity is justified with quantitative analysis of the results collected from the experiments.
Chapter 5

Architecture-based Reliability Evaluation under Uncertainty

5.1 Introduction

Architecture-based quality evaluation models are an important asset during the design of software-intensive embedded systems. The benefit of these evaluation models is especially evident in the architectural design phase, since different design alternatives can be evaluated and software architects are able to make informed decisions between these alternatives. Chapter 2 presents a number of evaluation models which have been proposed to date for evaluating probabilistic quality attributes. However, a considerable number of parameters involved in the architecture evaluations are based on design-time estimates. These estimations tend to use field data obtained during testing or operational usage, historical data from products with similar functionality, or reasonable guesses by domain experts. In practice, however, parameters can rarely be estimated accurately [11, 151, 181]. This chapter investigates different aspects in relation to the parameter uncertainties in architecture-based quality evaluation having specific focus on reliability, and formulates a framework that constitutes specification, evaluation and quantification of reliability in the presence of uncertainty.
5.1.1 Sources of Uncertainty

In the context of software intensive systems design, the sources of uncertainty can be classified into two major categories.

- **Aleatory Uncertainty.** “is the inherent variation associated with the physical system or environment under consideration” [308].

  This category refers to the sources that are inherently stochastic in nature. Physical uncertainties such as noise in electrical conductors, humidity, temperature, material parameters, behaviour and instantaneous decisions of operators are examples in the domain of embedded systems. This type of uncertainty can not be avoided [55].

- **Epistemic Uncertainty.** “is uncertainty of the outcome due to the lack of knowledge or information in any phase or activity of the modelling process” [308].

  This source of uncertainty reflects the lack of knowledge about the exact behaviour of the system. Uncertainties of this type are subjective and depend on factors such as maturity of the design and models, experience of the application domain, and the coverage and extent of testing.

Those two types of sources induce uncertainty in a number of ways in architecture evaluation. An orthogonal categorisation of uncertainty in architecture evaluation can be conducted based on the presence in the design process [55].

- **Type A.** The uncertainties in relation to a changing environment and operating conditions of the prospective system are designated as Type A. Operational temperature of a system, usage profile, frequency of use and occurrence of failure are some of the examples that belong to the Type A category.

- **Type B.** This type captures the notion of uncertainty in the realisation of design parameters. Parameters used in the architecture models may be realised up to certain degree of accuracy. This category is also known as manufacturing tolerances.

- **Type C.** Any model used to represent a prospective system’s design is an abstraction of real system. Therefore, uncertainties are involved in how accurately the mode describes reality. The type C category captures all sorts of
approximation and modelling uncertainties.

- Type D. This category represents the uncertainties with the goals and constraints at the design phase. The actual goals of the system may be realised only after the system has been built, and consequently certain design goals are uncertain at the architecture design phase.

The focus of this work is on the uncertainties of type A and B, which refer to the impact of external and model parameters on the architecture-based quality evaluation. Manifestations of these two types of uncertainty exist in the parameters of software architecture such as software components, inter-component interactions, hardware components, communication links, behavioural descriptions, operational profile and use cases.

5.1.2 Chapter Overview

This chapter addresses the problem of architecture-based reliability evaluation when the external and probabilistic model parameters are subject to uncertainty as stated in the refined research questions under RQ 1 in Chapter 4. Figure 5.1 illustrates the new elements introduced in this chapter and their relationships which constitute the inner-loop given in Figure 4.2. The leftmost element represents the specification of the software components, hardware, usage profile and quality requirements. This part of the SCOUT approach introduces the ability to incorporate heterogeneous information about the uncertainty of parameters at the specification phase. Model-based quality evaluations are used to determine the quality of the prospective system on the basis of the architecture. Based on the results of multiple Monte Carlo (MC) simulations, estimates for the quality attributes of the architectures are computed. A novel dynamic stopping criterion stops the MC simulations when sufficient samples have been taken. The new approach is illustrated using an example application, followed by a focused validation of the approach with a series of experiments on generated problem instances.
5.2 Specification of Uncertain Parameters

Various parameters which are involved in the architecture-based quality evaluation have diverse characteristics in relation to uncertainty. Often there are considerable dissimilarities between parameters whose values cannot be definitively determined. On the other hand, not all the parameters are necessarily uncertain, as some may be precisely determined. Since it has been established that the variability of parameter estimates significantly affects the quality metric of the architecture [42, 177, 349], it is important to capture these diverse characteristics as accurately as possible. Given these considerations, this work understands architecture parameters as a combination of precise and imprecise sets.

5.2.1 Probability Distributions

As a means to capture heterogeneous uncertainties in parameter estimation, this SCOUT approach proposes to use generalised probability distributions. A parameter in an architecture specification is considered as a random variable, whose variability is characterised by its – continuous or discrete – distribution. A generic notation that can cater for any distribution is proposed for the parameter specifications in the architecture descriptions. By *generic distribution* this approach refers to any probabilistic specification of a parameter that satisfies the definitions given below [299].
5.2. SPECIFICATION OF UNCERTAIN PARAMETERS

Definition 1 (Probability Density Function) For a continuous random variable \( X \), a probability density function is a function such that,

1. \( f(x) \geq 0 \)
2. \( \int_{-\infty}^{\infty} f(x) \, dx = 1 \)
3. \( P(a \leq X \leq b) = \int_{a}^{b} f(x) \, dx = \text{area under } f(x) \text{ from } a \text{ to } b \) for any \( a \) and \( b \).

Definition 2 (Probability Mass Function) For a discrete random variable \( X \) with possible values \( x_1, x_2, ..., x_n \), a probability mass function is a function such that,

1. \( f(x_i) \geq 0 \)
2. \( \sum_{i=1}^{n} f(x_i) = 1 \)
3. \( f(x_i) = P(X = x_i) \)

Definition 3 (Cumulative Distribution Function) The cumulative distribution function of a discrete random variable \( X \), denote as \( F(x) \), is

\[ F(x) = P(X \leq x) = \sum_{x_i \leq x} f(x_i) \]

For a continuous random variable \( X \)

\[ F(x) = P(X \leq x) = \int_{-\infty}^{x} f(u) \, du \text{ for } -\infty < x < \infty. \]

In order to allow the parameter specifications in the architecture descriptions, SCOUT introduces a generic notation that can cater for any distribution. All or a subset of the parameters in architecture specification can be given as probability distributions. The specification is given as a parameter list, starting with a unique identifier assigned to the distribution. Some examples for Probability Density Function (PDF) specifications are given at Table 5.1, and example PDFs plots illustrated in Figure 5.2.
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### Table 5.1: Some probability distributions and their PDF/PMF specification

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Specification Syntax</th>
<th>Range</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>NORMAL, $\mu, \sigma^2$</td>
<td>$(-\infty, \infty)$</td>
<td>NORMAL; 3.75, 0.05</td>
</tr>
<tr>
<td>Beta</td>
<td>BETA, $\alpha, \beta$</td>
<td>[0,1]</td>
<td>BETA; 10, 2</td>
</tr>
<tr>
<td>Shifted Beta</td>
<td>BETA_SHD, $x, \tau$, $\alpha, \beta$</td>
<td>$(x, \tau)$</td>
<td>BETA_SHD; 3, 5, 2, 10</td>
</tr>
<tr>
<td>Exponential</td>
<td>EXP, $\lambda$</td>
<td>(0, $\infty$)</td>
<td>EXP; 7.5 x 10^{-6}</td>
</tr>
<tr>
<td>Uniform</td>
<td>UNIFORM, $x, \tau$</td>
<td>$(x, \tau)$</td>
<td>UNIFORM; 3.5, 4.0</td>
</tr>
<tr>
<td>Gamma</td>
<td>GAMMA, $\lambda$</td>
<td>(0, $\infty$)</td>
<td>GAMMA; 1.5</td>
</tr>
<tr>
<td>Weibull</td>
<td>WEIBULL, $\alpha$</td>
<td>(0, $\infty$)</td>
<td>WEIBULL; 1.5</td>
</tr>
<tr>
<td>Discrete</td>
<td>DISCRETE, $x_0, p_0, x_1, p_1, \ldots, x_n, p_n$</td>
<td>$(x_0, x_n)$</td>
<td>DISCRETE; 2, 0.4, 2.1, 0.5, 2.3, 0.1</td>
</tr>
</tbody>
</table>

Figure 5.2: Probability density functions of some distributions
5.2.2 Mapping Heterogeneous Uncertainty into PDFs

The proposed approach allows to combine diverse sources that affect the nominal value of the parameter, and consider their impact on the quality evaluation in addition to the conventional point estimates. Some guidelines to obtain the PDFs at the design stage can be given as follows.

- **Derive from the source variations.** The uncertainty of parameters are often manifestations of different sources. Information from hardware manufactures, third party software vendors or system experts is useful in characterising the uncertainty in specific parameters. In some situations, the distribution of the source variables can be obtained and consequently, the desired parameter’s distribution can be approximated from its sources.

  **Example** The failure rate ($\lambda$) of an ECU is a function of its ambient temperature ($T$ in Kelvin) [59], such as $\lambda = (T + 100) \times 4 \cdot 10^{-6}$. Consider an automotive electronic system where the temperature profile around ECU X varies between 300K and 400K, has a 370K mode and is skewed right. The PDF of $\lambda$ of ECU X can be derived and specified as $\lambda_X = Beta_{SHD}, 400 \times 4 \cdot 10^{-6}, 500 \times 4 \cdot 10^{-6}, 10, 2$

- **Histogram approximation.** Prior information on some parameters may be available during the architecture design stage. For certain parameters, a considerable amount of raw data may be available as a result of unit testing. In such situations, the PDFs can be approximated from the histograms of the raw data.

  **Example** In functional test executions of the system model, the histogram of the test results indicated that the message transfer probability from component $C_i$ to component $C_j$ is normally distributed. The average of the samples is 0.2 with a variance of 0.04. Therefore, the transfer probability can be given as $p_{i,j} = Normal, 0.2, 0.04$

- **Uniform approximation.** It is common to have limited information on the
range of the variation without any specification on variation within the range. Uniform distributions can be used in approximating such situations.

Example The system has a need to communicate with a new external service X, of which we only know that its worst case response time is 1.0s. The communication link takes at least 5ms for the data transfer. $rt = UNIFORM, 5 \cdot 10^{-3}, 1.0$

- *Specify distinct information as a discrete-sample distribution.* In cases where the a parameter can only vary within a discrete set, discrete-sample distributions can be used to capture it. This is a very powerful feature in the SCOUT approach as in most of the practical situations, it is relatively easy to obtain discrete estimates.

Example Experts have indicated that the request rate ($rr$) for a service X can be either 200 or 800 per second. In 75% of the cases it is 200. This will be given as $rr = DISCRETE; 200, 0.75, 800, 0.25$

## 5.3 Probabilistic Model Construction

The next step of the architecture-based quality evaluation is to construct the quality model from the architectural specifications described before. Different quality attributes can be evaluated using different modelling approaches as discussed in Chapter 2. In the case of probabilistic quality attributes, the evaluation models are also inherently probabilistic. The model parameters are often derived from the parameters of the architectural elements. This process results in one-to-one, one-to-many, many-to-one or many-to-many relationships of architecture parameters to the parameters of probabilistic model. Since the new approach has incorporated probabilistic specifications of parameters of architectural elements, the probabilistic notion is transformed into the evaluation model parameters. Due to the fact that the inputs are probability distributions, the resulting evaluation model parameters
become probability distributions or functions of probability distributions.

5.4 Quality Metric Estimation

The probabilistic model with partially uncertain parameter space has to be evaluated in order to obtain the quantitative metric of the quality of the system architecture at hand. It has been emphasised in Chapter 2 that these models are often hard to represent as linear mathematical functions. When many parameters are uncertain with diverse distributions, the quantitative metric as a distribution cannot be derived analytically. Consequently, the Monte Carlo (MC)-based approach presented here, which draws samples from the probability distributions of input parameters.

Figure 5.3 illustrates the architecture evaluation process using MC simulation. The input of the MC simulation of the probabilistic model (PM) is a set of parameters specified as probability distributions (UPs) as well as deterministic/certain parameters (DPs).

![Monte Carlo Sampling Diagram]

Figure 5.3: Monte Carlo simulation of probabilistic quality evaluation models

5.4.1 Monte Carlo Simulation

The MC simulation takes samples from input probability distributions of the architectural elements within the probabilistic evaluation model. Any single parameter of an architectural element may contribute to more than one parameter in the evaluation model. Every time a sample is taken from an input distribution, all model
parameters dependent on this parameter have to be updated. The steps that are involved in the strategy for a single run of the MC simulation is explained in the following.

1. **Sample:** A sample is taken from probability distributions of each parameter. *Inverse transformation method* [345] can be used to draw a sample from these distributions as follows.
   
   (a) Obtain the Cumulative Distribution Function (CDF) of the parameter from its PDF.
   
   (b) Generate a random number $x$ from uniform distribution $(0,1)$.
   
   (c) Obtain $CDF^{-1}(x)$.

2. **Update:** From the samples obtained from the input distributions, the numerical values for the evaluation model parameters are updated. Since more than one parameter of the probabilistic model may refer to a parameter in the architecture, a subscription mechanism is proposed. Parameters of the evaluation model are subscribed to uncertain parameters in the architecture, similar to the standard *observer* design pattern [162]. When a sample is taken for a specific architectural parameter, all the subscribing model parameters are updated and recomputed.

3. **Resolve dependencies:** The model-specific parameter dependencies are solved at this stage. For example, if the DTMC-based evaluation model is used, the sum of all outgoing transition probabilities of any non-absorbing node should be equal to 1. After obtaining numerical values for the outgoing transition probabilities, a normalisation process will be carried out in order to comply with the model assumptions.

4. **Compute:** Analytically solve/simulate the model and obtain the quantitative metric, as described in Chapter 2.

This single run of MC simulation results in one numerical value of the quality attribute ($a$). Due to the uncertain parameters (UPs), the values obtained from different runs ($\{a_1, a_2, a_3, ..., a_N\} = A$) are most often not identical. From the soft-
ware architect’s point of view, it is desirable to have a single measure ($\hat{a}$), which is a *descriptive figure* [164] that can summarise the extent and characteristics of uncertainty in the values. The level of tolerance in the statistical estimation depends on the application domain and the quality attribute. Depending on the characteristics of the system to be designed, the expected value, variance, quartiles, confidence intervals or worst case values can be used in describing certain attributes of the system.

- **Expectancy value**: For some non-critical cases such as response time in simple web application, the expected value of the quality metric (response time) is considered as the value of the architecture.
- **Variance**: Certain architecture evaluation goals focus on reducing the variance of the quality. An example is the variance of response time in a fair-trade system. In such cases, the variance has to be estimated.
- **Quartile**: Some dependable embedded systems design focuses on quartiles of quality, such as choosing the first quartile of the failure rate distribution.
- **Value with a given confidence**: Confidence value estimates are crucial properties of most of the safety and mission critical systems. Reliability of the ACC system with a 95% confidence under the uncertainty can be mentioned as an example.
- **Worst case value**: The architects of certain applications are interested in pessimistic estimates. An example is the worst case response time for an automotive brake system.

One important challenge regarding this estimation is that the actual distribution of the quality metric ($A$) is unknown. The existing uncertainty analysis techniques in software architecture evaluation have a prior assumption regarding the distribution of $A$. With some exceptions [100,413], most studies assume a normal distribution [94, 181]. Due to the heterogeneity of input parameter uncertainty, and the non-linearity and complexity of model evaluation techniques, the resulting quality distribution after the MC simulation is unpredictable, and the normality assumption is no longer
applicable. As a solution, the SCOUT approach introduces a generalised estimation of \( \hat{a} \), using flexible percentiles while supporting the expected/worst case measures. The following sections describe two types of techniques which can be used to obtain percentiles in unknown distributions.

### 5.4.2 Parametric Estimation

From the statistical data \( A = \{a_1, a_2, a_3, ..., a_N\} \) in the MC runs, statistical methods can be used to identify parameters of a candidate distribution. Some of the possible approaches are explained below.

**Method of Maximum Likelihood**

This is a widely used method in obtaining parameters of a specific distribution when only the samples are available. With the notation used in previous subsections, the likelihood function for Monte Carlo samples can be defined as in Equation 5.1

\[
L(\theta) = f(a_1; \theta) \cdot f(a_2; \theta) \cdot f(a_3; \theta) \cdot ... \cdot f(a_N; \theta) \quad (5.1)
\]

where \( f() \) denotes the candidate distribution and \( \theta \) refers to the parameters of the distribution.

*Example* Consider an exponential distribution as an example. The objective is to find the parameter \( \lambda \) from the MC samples \( A \). The likelihood function can be defined as in Equation 5.2.

\[
L(\lambda) = \prod_{i=1}^{N} \lambda e^{-\lambda a_i} = \lambda^N e^{-\lambda \sum_{i=1}^{N} a_i} \quad (5.2)
\]

Then, \( \lambda \) can be obtained by solving the maximum value of \( L(\lambda) \) the Equation 5.2 for the MC samples \( A = a_1, a_2, a_3, ..., a_N \).
5.4. QUALITY METRIC ESTIMATION

Method of Moments

This is a technique that is based on equating population moments which are defined in terms of expected values, to corresponding sample moments [299]. In the current context of estimating \( \hat{\alpha} \), population refers to candidate distributions (e.g. Normal, Beta, Exponential etc.) for \( A \), and sample moments refers to the quality value which are the results of individual Monte Carlo runs \( (a_1, a_2, a_3, ..., a_N) \).

**Example** Consider the normal distribution as an example. To obtain the characterisation parameters \( \mu \) and \( \sigma^2 \), the first and second moment of a normal distribution can be used.

\[
\begin{align*}
\text{first moment} : E[A] &= \mu & (5.3) \\
\text{second moment} : E[A^2] &= \mu^2 + \sigma^2 & (5.4)
\end{align*}
\]

By solving 5.3 and 5.4 with the substitutes \( E[A] = \frac{\sum a_i}{N} \) and \( E[A^2] = \frac{\sum a_i^2}{N} \), \( \mu \) and \( \sigma^2 \) can be found.

\( \triangleright \)

Bayesian Estimation

The Bayesian method of estimation can be used to find the parameters of a candidate distribution when some information of the candidate distribution is available. The distribution function with known parameters is called *prior distribution* and the goal is to find the *posterior distribution* with its parameters. In the context of this presentation, the new posterior distribution of \( A \) \( (f(\theta|A)) \) is obtained from the prior distribution \( (f(A|\theta)) \) and MC samples of \( A \) as described by Equation 5.5.

\[
f(\theta|a_1, a_2, a_3, ..., a_N) = \frac{f(a_1, a_2, a_3, ..., a_N|\theta)f(\theta)}{\int_{-\infty}^{\infty} f(a_1, a_2, a_3, ..., a_N, \theta)d\theta} \quad (5.5)
\]
where \( \theta \) refers to parameters of the candidate distribution. For further details on the Bayesian estimation method, please refer to [299].

**Example** Assume an exponential distribution with a prior estimate of \( \lambda_0 \). Then, the posterior distribution of exponential parameter \( \lambda \) of \( A \) will be given as:

\[
    f(\lambda) = \frac{\lambda_0^N e^{-\lambda_0 \sum_{i=1}^{N} a_i} \lambda e^{-\lambda \lambda_0}}{\int_{-\infty}^{\infty} \lambda_0^N e^{-\lambda_0 \sum_{i=1}^{N} a_i} \lambda e^{-\lambda \lambda_0} d\lambda}
\]  
(5.6)

The methods discussed above can be used when some prior information about the distribution of the resulting quality metric (\( A \)) is available. When the \( A \)'s distribution is estimated using one of the above methods, statistical indices (\( \hat{a} \)) can be obtained by integrating the PDFs or referring to statistical tables. However, due to the diverse nature of input parameter distributions and complex quality evaluation models, estimating a prior distribution is hard. No known approach in research or industry currently estimates the output characteristics of distributions of the quality attribute in similar situations. Furthermore, this estimation process is computationally expensive and has to be conducted for each architecture evaluation.

### 5.4.3 Non-parametric Estimation

An alternative branch of statistics and mathematical foundation which exists for the purpose of estimating *descriptive figures* is referred to *non-parametric* procedures or *distribution-free* statistics. In contrast to the aforementioned three techniques which require some information on the distribution of the quality metric subject uncertainty, non-parametric methods do not depend on any probability distribution or characterisation. Therefore, assumptions on the underlying distribution (\( A \)) do not have to be made. General applicability and performance under unrestricted conditions of the population are among the key benefits of non-parametric techniques. Due to the simplicity in computations, non-parametric methods provide fast and efficient applications in variety of statistical problems.
The estimation problem discussed is to obtain various descriptive figures (e.g. percentiles, mean, variance or confidence bound) of the population of the quality metric (e.g. service reliability) from the observed samples of the Monte Carlo simulation (i.e. $A$). The non-parametric methods serve this exact purpose as there exist specific formulations for ‘obtaining population indices from sample indices’. Detailed discussions on obtaining various descriptive figures can be found in the work of Gibbons et al. [164]. For the purpose of architecture evaluation under uncertainty, the aim is to obtain descriptive figures such as mean, median or percentiles. As mentioned earlier, straightforward formulations exist in the non-parametric stream. Mean and variance can be easily computed from raw samples (i.e. for mean $\hat{a} = E(A) = \frac{\sum_{i=1}^{N} a_i}{N}$ or for variance $\hat{a} = \text{Var}[A] = \frac{\sum_{i=1}^{N} a_i^2}{N} - \left( \frac{\sum_{i=1}^{N} a_i}{N} \right)^2$).

Pessimistic or optimistic figures such as percentiles can also be obtained by simple numerical operations.

Non-parametric methods lend themselves to providing a generic estimation for flexible percentile estimates. Instantaneous objective values for each MC run ($A = a_1, a_2, a_3, ..., a_N$) are sorted into ascending/descending order. Percentile estimates can be obtained from retrieving the correct position in the array. Computational overhead of the percentile estimation can be reduced by inserting into a sorted array each Monte Carlo simulation.

Example ▷ Assume the quantitative predictions reliability of an architecture $X$ for each MC run ($A$) have been inserted into an array $S = s_1, s_2, s_3, ..., s_N$ sorted in ascending order, and the design objective is to get the 95th percentile of reliability for architecture $X$.

Let $i_L = \text{int}(N \ast 95/100)$, $i_U = \text{int}(N \ast 95/100) + 1$ be two array indices for $S$, where $\text{int}(x)$ refers to a function that return integer part of $x$. Then the 95th percentile of reliability ($\hat{a}$) can be given as:

$$\hat{a} = s[i_L] + (s[i_U] - s[i_L]) \times \left( \frac{N \ast 95}{100} - \text{int} \left( \frac{N \ast 95}{100} \right) \right)$$
5.5 Dynamic Stopping Criterion

All of the estimation techniques discussed above sample from appropriate distributions and obtain a desired descriptive figure of a quality attribute $\hat{a}$. However, the accuracy of the estimate $\hat{a}$ strongly depends on the sample size, i.e. on the number of MC trials carried out. One important characteristic of the problem is that the actual value of the estimate ($\hat{a}$) or the distribution of $A$ is not known. Ideally, an infinite number of MC runs have to be carried out to obtain accurate $\hat{a}$ while small number of MC runs may lead to an inaccurate estimation (Law of Large Numbers). However, conducting large numbers of MC runs is prohibitive for the following reasons.

- MC simulations are computationally expensive. Each MC run involves sampling from distributions and evaluating or simulating the probabilistic quality model. The model evaluation itself is a highly processor intensive activity which often has computational complexity that grows exponentially with the problem size [200, 250, 290].

- The architecture evaluations have to consider more than one objective in most practical cases. Consequently, these MC runs have to be conducted for each of the objectives resulting in multiplication effect for the computation time.

- In the architecture optimisation process which is the focus of this thesis, large numbers of architecture candidates need to be evaluated, and results needs to be given in feasible time that the architecture can take necessary actions.

On the other hand, deriving the number of MC runs which delivers sufficient accuracy from the input variations ($UPs$ in Figure 5.3) is also not possible due to the complex nature of the quality model and heterogeneity of input distributions. As it has been discussed in the previous sections, the quality goals are not limited to the estimation of the mean of a normal distribution hindering the applicability of concepts like sequential probability ratio test [400].

To solve this issue, the SCOUT approach proposes a dynamic stopping criterion based on accuracy monitoring. In this approach, the assumptions on the monitored
distribution (\(A\)) are relaxed by transforming the monitoring phase to the estimate \(\hat{A}\). A statistical significance test is carried out on the samples of the descriptive figure (\(\hat{A}\)).

- A minimum of \(k\) Monte Carlo runs (\(a_1, \ldots, a_k\)) are conducted before estimating the desired index \(\hat{A}\). After exceeding \(k\) number of runs, one of the methods discussed in Section 5.4.2 can be used to obtain each \(\hat{a}\). All of the available attribute samples have to be used in computing each next estimate of the quality \(\hat{a}_i\). The rationale behind this is that the statical index of the quality attribute has to be a representative of the population \(A\).

- The variation of the estimate \(\hat{A} = \{\hat{a}_1, \hat{a}_2, \hat{a}_3, \ldots, \hat{a}_k\}\) is monitored for a sliding window of size \(k\). Only the last \(k\) samples of the estimate \(\hat{A}\) are monitored, as the accuracy of the estimation is a changing property. The objective is to detect if sufficient accuracy has been obtained.

- The following statistical significance test is conducted for the last \(k\) estimates [345].

\[
w_r = \frac{2z_{(1-\alpha/2)} \sqrt{\frac{\overline{a}^2}{k} - \left(\frac{\overline{a}}{k}\right)^2}}{\frac{\overline{a}}{k}}
\]

where:

- \(w_r\) is the relative error,
- \(\overline{a} = \frac{1}{k} \sum_{i=N-k}^{N} \hat{a}\) is the average of last \(k\) estimates,
- \(\overline{a}^2 = \frac{1}{k} \sum_{i=N-k}^{N} \hat{a}^2\) is the mean-square of the last \(k\) estimates,
- \(\alpha\) desired significance of the test,

and \(z\) refers to the inverse cumulative density value of the standard normal distribution. Also note that the term \(\sqrt{\overline{a}^2 - \left(\frac{\overline{a}}{k}\right)^2}\) refers to the standard deviation of the last \(k\) estimates.

The relative error \(w_r\) of the estimate \(\hat{A}\) is checked against a tolerance level, \(e.g. 0.05\). The complete algorithm is explained in Algorithm 1.

It should be noted that the parameters of the above algorithm, epoch size(\(k\)) and significance (\(\alpha\)) can be set independently from the architecture evaluation problem. The significance test formula 5.7 computes the relative error, so that the tolerance
Algorithm 1: Monte Carlo simulation with dynamic stopping criterion

1  \( i = 1, j = 1; \)
2  \( \text{while } w_r > \text{tolerable } w_r \text{ do} \)
3    \( a_i := \text{conduct one MC execution();} \)
4    \( \text{if } i \geq k \text{ then} \)
5      \( \hat{a}_j := \text{non-parametric estimate using } (a_1, a_2, a_3, \ldots, a_i); \)
6      \( \text{if } j \geq k \text{ then} \)
7        \( \bar{a} = \frac{1}{k} \sum_{p=j-k}^{j} \hat{a}_p; \)
8        \( \bar{a}^2 = \frac{1}{k} \sum_{p=j-k}^{N} \hat{a}_p^2; \)
9        \( w_r = \frac{2z_{(1-\alpha/2)}}{\sqrt{N}} \sqrt{\bar{a}^2 - \frac{(\bar{a})^2}{n}}; \)
10       \( \text{end} \)
11      \( j++; \)
12    \( \text{end} \)
13    \( i++; \)
14  \( \text{end} \)
15  \( \hat{a}^* = \hat{a}_j; \)

level is independent from the nominal range of the quality attribute. This formulation transforms the stopping criterion into a generic setting that is independent from the size of the problem, quality attribute as well as the numerical range of the estimate.

5.6 Illustration Using an Example Application

5.6.1 System Description

In order to illustrate the concepts described in this chapter, a part of the case study from the automotive industry which has been presented in Chapter 3 is used. The complete case study aims to map the components of software-controlled automotive subsystems (i.e. ABS and ACC) to a network of ECUs, optimising the reliability of the two services. This chapter focuses on the evaluation of a single candidate deployment. To maintain the focus of the presentation to new concepts related
to parameter uncertainty, the scope of the case study within this chapter is further narrowed down to one of the services. Figure 5.4(a) depicts the software components and their interactions corresponding to Anti-lock Brake System (left). The ECUs and the bus system that compose the hardware platform for the system is depicted in Figure 5.4(b). It is to be noted that only the subset of ECUs and buses in the whole automotive electronic system that contribute to the ABS service is considered for this illustration. For further details on the ABS system and parameters of software and hardware components, please refer to Chapter 3.

(a) Software components and interactions    (b) Hardware platform

Figure 5.4: Software and hardware architectures of the ABS system

Deployment

This example considers one of the feasible deployments of software components to the hardware architecture. The assignment of software components in the considered deployment is given in Figure 5.5. The encircled numbers in the figure refer to the allocated software components with corresponding ids in Figure 5.4(a).
CHAPTER 5. ARCHITECTURE-BASED RELIABILITY EVALUATION
UNDER UNCERTAINTY

5.6.2 Specification of Uncertain Parameters

Not every parameter pertaining to the current example is subject to uncertainty. For instance, the processing speed ($ps$) of an ECU or the computational load ($wl$) of a software component can realistically be considered fixed and deterministic. However, parameters such as the failure rates of ECUs, failure rates of buses, execution
initiation probabilities and transition probabilities are subject to uncertainty and have to be estimated. Table 5.2 shows an example set of parameters.

![Table 5.2: Parameter specification of software and hardware elements of the architecture](image)

The probabilistic nature of the parameters in the tables reflects their variability in relation to the automotive ABS system. Different distributions with values which correspond to realistic ranges [23, 59, 178, 289] are used for the illustration. The sources and their influences can be different in each instance. Dissimilar distributions are used even within the same property for different instances. Therefore, the SCOUT approach allows for different PDFs in combination with distinct values, within the same column.

### 5.6.3 Probabilistic Model Construction

As an example to show how the probabilistic parameters are manifested in the probabilistic quality evaluation model, this section presents the details on the mapping of architecture level annotations to the evaluation model parameters in the considered case study. The mathematical formulation of the model is presented in detail to
explain the propagation of probabilistic specifications through the model evaluation in the model-based reliability evaluation.

In order to obtain a quantitative estimation of the reliability of the automotive architecture in focus, a well-established Discrete Time Markov Chain (DTMC)-based reliability evaluation model [175, 182, 391] is used. An absorbing DTMC [391] is constructed for each subsystem from the software components and hardware specification, such that a node represents the execution of a component and arcs denote the transfer of execution from one component to the other. A super-initial node [404] is added to represent the execution start, and arcs are added from that node annotated with relevant execution initialisation probabilities ($q_0$). Figure 5.6 illustrates the constructed DTMCs for the running example and node labels corresponding to Figure 5.4(a). Failure rates of execution elements can be obtained from the ECU parameters, and the time taken for the execution defined as a function of the software-component workload and processing speed of its ECU. Similar to the models used in previous work [23, 288], reliability of ABS considers both ECU and communication link failures. In detail, the reliability of a component $c_i$ can be computed as given in Equation 5.8.

$$R_i = e^{-fr(d(c_i)) \frac{wl(c_i)}{ps(d(c_i))}} \quad (5.8)$$
where \( d(c_i) \) denotes the ECU allocation relationship of component \( c_i \). A similar computation can be employed for the reliability of communication elements [288], which in this system model are characterised by the failure rates of hardware buses, and the time taken for communication, defined as a function of the buses data rates \( (dr) \) and data sizes \( (ds) \) required for software communication. Therefore, the reliability of the communication between component \( c_i \) and \( c_j \) is defined by Equation 5.9.

\[
R_{ij} = e^{-fr(d(c_i),d(c_j))} \frac{ds(c_i,c_j)}{dr(d(c_i),d(c_j))}
\] (5.9)

Expected number of visits of DTMC nodes \( v_i : C \rightarrow \mathbb{R}_{\geq 0} \), quantifies expectation of use of a component (or subsystem) per single system execution. This can be computed by solving the following set of simultaneous equations [175,241]:

\[
v(c_i) = q_0(c_i) + \sum_{j \in \mathcal{I}} (v(c_j) \cdot p(c_j,c_i))
\]

(5.10)

The formula (5.10) can be expanded as follows:

\[
\begin{align*}
v(c_0) &= q_0(c_0) + v(c_0) \cdot p(c_0,c_0) + v(c_1) \cdot p(c_1,c_0) + v(c_2) \cdot p(c_2,c_0) + \ldots + v(c_n) \cdot p(c_n,c_0) \\
v(c_1) &= q_0(c_1) + v(c_0) \cdot p(c_0,c_1) + v(c_1) \cdot p(c_1,c_1) + v(c_2) \cdot p(c_2,c_1) + \ldots + v(c_n) \cdot p(c_n,c_1) \\
v(c_2) &= q_0(c_2) + v(c_0) \cdot p(c_0,c_2) + v(c_1) \cdot p(c_1,c_2) + v(c_2) \cdot p(c_2,c_2) + \ldots + v(c_n) \cdot p(c_n,c_2) \\
&\vdots \\
v(c_n) &= q_0(c_n) + v(c_0) \cdot p(c_0,c_n) + v(c_1) \cdot p(c_1,c_n) + v(c_2) \cdot p(c_2,c_n) + \ldots + v(c_n) \cdot p(c_n,c_n)
\end{align*}
\]

In matrix form, the transfer probabilities \( p(c_i,c_j) \) can be written as \( P_{n \times n} \), and execution initiation probabilities \( q_0(c_i) \) as \( Q_{n \times 1} \). The matrix of expected number of visits \( V_{n \times 1} \) can be expressed as:

\[
V = Q + P^T \cdot V
\]

With the usual matrix operations, the above can be transformed into the solution format:
\[ I \times V - P^T \times V = Q \quad (5.11) \]
\[ (I - P^T) \times V = Q \quad (5.12) \]
\[ V = (I - P^T)^{-1} \times Q \quad (5.13) \]

For absorbing DTMCs which is also the case for the model used in this illustration, it has been proved that the inverse matrix \((I - P^T)^{-1}\) exists [391].

The expected number of visits of a communication link, \(v(l_{ij}) : C \times C \rightarrow \mathbb{R}_{\geq 0}\), quantifies for each link \(l_{ij} = (c_i, c_j)\) the expected number of occurrences of the transition \((c_i, c_j)\) in the underlying DTMC. To compute this value, the communication links can be understood as first-class elements of the model, and view each probabilistic transition \(c_i \xrightarrow{p(c_i, c_j)} c_j\) in the model as a tuple of transitions \(c_i \xrightarrow{p(c_i, c_j)} l_{ij} \xrightarrow{1} c_j\), the first adopting the original probability and the second having probability \(= 1\). Hence, the expected number of visits of a communication link can be computed as:

\[
v(l_{ij}) = 0 + \sum_{x \in \{t\}} (v(c_x) \cdot p(c_x, l_{ij})) \quad (5.14)
\]
\[
= v(c_i) \cdot p(c_i, c_j) \quad (5.15)
\]

since the execution is never initiated in \(l_{ij}\) and the only predecessor of link \(l_{ij}\) is component \(c_i\).

Based on the relationships obtained in equations (5.8) and (5.9), the reliability of the deployment is calculated as defined by Equation 5.16.

\[
R \approx \prod_{i \in I} R^{p(c_i)}_i \cdot \prod_{i,j \in I} R^{p(l_{ij})}_{ij} \quad (5.16)
\]

The mathematical formulation to derive service reliability given in Formula 5.16
5.6. ILLUSTRATION USING AN EXAMPLE APPLICATION

illustrates how the architecture level annotations are mapped to the model parameters, and how they are used in computing the predicted reliability of a given deployment architecture. Some of the entries for the parameters in Table 5.2 \(p_{ij}, f_{ri}, f_{r_{ij}}, q_{0i}\) are probability distributions. These parameters form part of the final reliability calculation in Equation (5.16). The matrix formula (5.13) contains entries of heterogeneous PDFs for \(p_{ij}\) and \(q_{0i}\). Consequently, the model evaluation results of vector \(V\) of formula (5.13) become probabilistic, and cannot be solved with numerical matrix operations. Furthermore, \(R_i\) and \(R_{ij}\) in formulations (5.8) and (5.9) are influenced by the probabilistic specifications of \(f_{ri}\) and \(f_{r_{ij}}\) in Table 5.2. The propagation of parameter uncertainties to the system reliability \(R\) can be further observed in the use of probabilistic \(V\) in combination with uncertain \(R_i\) and \(R_{ij}\) in (5.16).

5.6.4 Quality Metric Estimation

The dynamic-stopping MC simulation process described in Section 5.4 can be applied to the example as the follows;

(1). As explained in Section 5.6.3, the reliability model is constructed from the architecture specification. Then the sampling in Monte Carlo simulation takes one sample from each distribution parameters given in Table 5.2. Also note that some parameters are precise values, while some are specified as distributions. However, after taking samples of each distribution, all parameters values appear as numerical figures.

(2). Model-specific parameter dependencies are resolved in this phase. In the DTMC based reliability model, model parameters have to satisfy the following properties.

- The sum of all outgoing transitions \((p_{ij}\text{'s})\) from any non-absorbing node should be equal to 1.
- The sum of execution initialisation probabilities\((q_0\text{'s})\) should be equal to 1. This can also be considered as the satisfaction of the previous rule for
the super initial node.

Hence, all outgoing transition probabilities per node are normalised before proceeding to the next step.

(3). These values are substituted into Equation 5.10 and solve the matrix formulae 5.13. Then the expected visits for the links can also be found by solving Equation 5.14.

(4). From sample of failure rates of ECUs and buses, reliabilities of them can be calculated by substituting formulae 5.8 and 5.9. Consequently, the system reliability estimate for the samples obtained in step (1) can be obtained using Equation 5.16. This process represents a single MC run, and the reliability value is labelled as \( \hat{a}_i \in A \).

(5). The steps (1) to (4) are repeated \( k \) (e.g. 10) times, where \( k \) represents the epoch size. Then the accuracy estimation process is started. We assume a goal of the 10\(^{th}\) percentile reliability (i.e. 90\% of the cases are greater than this value), and individual estimates are denoted by \( \hat{a}_i \in \hat{A} \). For \( k \) samples, the initial estimate of reliability (\( \hat{a}_1 \)) is computed from non-parametric percentile estimation (5\(^{th}\) percentile) described in Section 5.4.3.

\[
\begin{align*}
\hat{a}_1 &= 5^{th}\text{percentile}(a_1, a_2, ..., a_k) \\
\hat{a}_2 &= 5^{th}\text{percentile}(a_1, a_2, ..., a_k, a_{k+1}) \\
\hat{a}_3 &= 5^{th}\text{percentile}(a_1, a_2, ..., a_k, a_{k+1}, a_{k+2}) \\
&\vdots \\
\hat{a}_k &= 5^{th}\text{percentile}(a_1, a_2, ..., a_k, a_{k+1}, a_{k+2}, ..., a_{2k})
\end{align*}
\]

It should be noted that all existing samples are used estimating the values of \( \hat{a} \) after each MC run. When \( k \) number of estimates (\( \hat{a} \) s) are available, the dynamic stopping criterion is applied. This happens for the first time after
2k samples are taken. To check if the stopping criterion has been met, \( w_r \) is computed for last \( k \) estimates \( \hat{a} \):

\[
w_r = \frac{3.92 \text{ Std.Dev}(\hat{a}_1, \hat{a}_2, \hat{a}_3, ..., \hat{a}_k)}{\sqrt{k} \text{ Average}(\hat{a}_1, \hat{a}_2, \hat{a}_3, ..., \hat{a}_k)}
\]

where 3.92 corresponds to the value of \( 2z_{(1-\alpha/2)} \) in Equation 5.7 with \( \alpha = 0.05 \). (6) If \( w_r \) is less than a threshold (e.g. 0.05), the last \( \hat{a} \) is considered as the 10\(^{th} \) percentile reliability of the architecture. Otherwise, the process repeats from step 1. When the number of MC runs exceed 2k, the stopping criterion is checked for each MC run. It is further emphasised that for computing \( \hat{a} \)'s all the previous samples will be used, but the stopping criterion is only checked for last \( k \) of \( \hat{a} \)'s. When the stop criterion is reached, the final estimate of \( \hat{a} \) is taken as the quality metric \( \hat{A}^* \).

5.6.5 Experimental Results

The presented MC simulation process has been explored using the partial case study adopted for this chapter. The results of 3000 Monte Carlo runs are presented in Figure 5.7. The instantaneous values of the samples for each MC run, taken as described in step 4 in Section 5.6.4, are scattered as depicted in Figure 5.7a. It can be seen that the values for the reliability vary from 0.85 to 0.999, which is a significant variation with respect to the notion of reliability. Histogram of the reliability obtained from 3000 samples is depicted in Figure 5.7b. It should be emphasised that the conventional assumption on normal or Weibull distribution of the system reliability does not comply with the actual characteristics of the sample distribution obtained from MC simulation.

The goal of the MC run has been set to the 20\(^{th} \) percentile reliability, \( i.e. \) reliability of the system will be greater than the estimate for 80\% of the cases (under the uncertainty in the parameter spaces). The minimum samples for the estimation (epoch size, \( k \)) has been set to 10, and the values of each estimation is presented
in Figure 5.7c (note that the graph starts at sample size of 10). A considerable variation can be observed at the early estimations, while observable stabilisation is achieved after around 100 MC run. As described in Section 5.5, the stabilisation is identified by a sequential significance test. The variation of the relative error with increasing MC samples is depicted in Figure 5.7d. Note that the x-axis values start at 20, which is $2k$ as initial computation refers to first $k$ estimates. It could be observed that the variation characteristics in Figure 5.7c has been reflected to error values in Figure 5.7d. The proposed dynamic stopping criterion is applied with a setting of an appropriate tolerance value for the relative error, and MC simulation is terminated with significant accuracy of the estimate. The experiments with significance test configuration $\alpha = 0.05$ and $w_r = 0.0005$, the MC simulation achieves the accuracy at 156 runs, with the estimate for $20^{th}$ percentile reliability of 0.974527.

5.7 Experiments on Generated Problems

5.7.1 Experiment Setup

A series of experiments has been conducted to investigate the presented architecture evaluation approach under uncertainty. The scalability of the approach is examined by generating instances from a range of problem sizes. The objective of each problem is set to estimation of reliability, and the architecture-based reliability evaluation model presented in Section 5.3 is used for the evaluation.

- To represent uncertainties in component reliability figures, each component’s reliability is specified as a random distribution in the range $0.99 - 0.9999$. For a single problem, once a component is assigned a PDF, the distribution is kept unchanged throughout the experiments to maintain the comparability of the results.
- Additional distributions are introduced to represent uncertainties associated with other parameters. The number of additional uncertainties are varied from 0 to 10 for each problem size in order to investigate the level or uncertainty in
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(a) Instantaneous samples of reliability in Monte Carlo runs

(b) Histogram of reliability samples

(c) Variation of the accuracy of the estimation with MC runs

(d) Relative error obtained from sequential accuracy monitoring

Figure 5.7: Results of the experiments with ABS system example

Different instances. Random parameters in the experiments refers to selecting a distribution from a set of candidate types of Normal, Uniform, Beta, Shifted Beta, Gamma, Exponential, Weibull and Discrete, and their parameters from random sets.

- In order to represent diversity in the relationship between architecture and model, the DTMC is constructed using random combinations of architecture parameters. Architectures are created as a random relationship among a set of components that has parameters selected from random sets. One architecture parameter may have an effect on randomly selected transition probabilities in
the generated DTMC.

- The support for different levels of compromise in the estimation process is captured by conducting each problem instance for median, $25^{th}$ percentile (75% pessimistic), $5^{th}$ percentile (95% pessimistic) of the reliability. Dynamic stopping criteria is set to $\alpha = 0.05$, $w_r = 0.005$ and $k = 10$.

The configurations for problem instances are given in Table 5.3.

<table>
<thead>
<tr>
<th>Case ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTMC Nodes</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Additional Uncertainties</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Experiment configurations

### 5.7.2 Results

Table 5.4 summarises the results for the quality estimation goals being the expected value, $25^{th}$ percentile (75% pessimistic), $5^{th}$ percentile (95% pessimistic) of the reliability. The value $N$ in the table refers to the Monte Carlo runs that first satisfied the stopping criterion. The estimation of the quality at the stopping condition is listed in the columns with $\hat{a}^*$.

The MC simulations are carried out for a large number of runs (10000), even after the stopping criterion has been met. The final estimation $a_f$ obtained from 10000 runs is compared with the estimation achieved at the stopping condition. The column $d_r$ indicates the relative difference between $\hat{a}^*$ and $a_f$ calculated as:

$$d_r = \left( \frac{\hat{a}^* - a_f}{a_f} \right)^2$$

(5.17)

In all cases, the relative difference $d_r$ is less than the relative error $w_r$ calculated by Equation 5.7. The results show that the approach is applicable to different sizes of the problem as well as diverse levels of uncertainty. The accuracy of the MC simulations comply with the specified tolerance levels. It should be noted that the novel stopping criterion controls the process with the effect of saving large number...
<table>
<thead>
<tr>
<th>Case ID</th>
<th>Median</th>
<th></th>
<th>25th percentile</th>
<th>5th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N$</td>
<td>$\hat{a}^*$</td>
<td>$a_f$</td>
<td>$d_r$</td>
</tr>
<tr>
<td>1</td>
<td>19</td>
<td>0.952560</td>
<td>0.954734</td>
<td>0.000005</td>
</tr>
<tr>
<td>2</td>
<td>19</td>
<td>0.965903</td>
<td>0.962922</td>
<td>0.000010</td>
</tr>
<tr>
<td>3</td>
<td>19</td>
<td>0.966705</td>
<td>0.968018</td>
<td>0.000002</td>
</tr>
<tr>
<td>4</td>
<td>19</td>
<td>0.942744</td>
<td>0.932468</td>
<td>0.000121</td>
</tr>
<tr>
<td>5</td>
<td>19</td>
<td>0.897277</td>
<td>0.902449</td>
<td>0.000033</td>
</tr>
<tr>
<td>6</td>
<td>19</td>
<td>0.913447</td>
<td>0.907576</td>
<td>0.000042</td>
</tr>
<tr>
<td>7</td>
<td>19</td>
<td>0.912154</td>
<td>0.916944</td>
<td>0.000027</td>
</tr>
<tr>
<td>8</td>
<td>19</td>
<td>0.966131</td>
<td>0.965325</td>
<td>0.000001</td>
</tr>
<tr>
<td>9</td>
<td>19</td>
<td>0.784776</td>
<td>0.785679</td>
<td>0.000001</td>
</tr>
<tr>
<td>10</td>
<td>28</td>
<td>0.739862</td>
<td>0.736462</td>
<td>0.000021</td>
</tr>
<tr>
<td>11</td>
<td>19</td>
<td>0.783287</td>
<td>0.778369</td>
<td>0.000040</td>
</tr>
<tr>
<td>12</td>
<td>19</td>
<td>0.771074</td>
<td>0.748191</td>
<td>0.000935</td>
</tr>
<tr>
<td>13</td>
<td>19</td>
<td>0.592317</td>
<td>0.594764</td>
<td>0.000017</td>
</tr>
<tr>
<td>14</td>
<td>64</td>
<td>0.593832</td>
<td>0.593420</td>
<td>0.000000</td>
</tr>
<tr>
<td>15</td>
<td>33</td>
<td>0.584036</td>
<td>0.586259</td>
<td>0.000090</td>
</tr>
<tr>
<td>16</td>
<td>269</td>
<td>0.536075</td>
<td>0.530330</td>
<td>0.000117</td>
</tr>
</tbody>
</table>

Table 5.4: Results of the randomly generated experiments against 16 problem instances and 3 classes of tolerance
of computational resources. For example in 5th percentile estimations, many cases have achieved sufficient accuracy with a small number of MC runs, while cases like 12 are automatically continued for longer to obtain an accurate estimation.

### 5.7.3 Discussion of the Results

#### Internal validity

The validity of the reliability evaluation method with uncertainty analysis has been illustrated with respect to the example case study as well as with a series of random experiments. The new framework’s capability of handling a diverse range of probability distributions has been validated with the experiments using random distributions correlating to the research questions listed under RQ 1 in Chapter 4. It has been shown that the new approach can successfully evaluate a number of problem instances in different characteristics and sizes, indicating the applicability of the approach over diverse problem settings. The MC simulator has been configured to quantify different percentiles of reliability, in order to cover moderate and more pessimistic tolerance requirements in practice. The novel dynamic stopping criterion has been tested for the 16 random cases and for three different percentile estimations, and the accuracy of the tests has been validated under the specified tolerance levels.

In order to represent diverse conditions in the problem space, the experiments have been generated to be as random as possible. All the parameters, architecture to DTMC relationships have been generated from random sets. The trust on randomness is based on the uniform random number generator implementation in java. In practical situations, the variations of the parameters will not be random, therefore the experiments do not exactly represent a practical example. However, the use of complete random distributions confirms the applicability of the approach to constrained distributions, as any variation in general can inherently be captured in the experiments.
External validity

It is to be noted that all experiments in this chapter explore the model of a single system attribute, reliability. Validity against the spectrum of models and architecture parameters may be carried out with further experiments. However, the framework presented in this chapter is deliberately generic and treats the probabilistic evaluation model as a \textit{black box}, avoiding a dependency on the internal complexity of the model. Therefore, it is suggested that the approach can be applied to any architecture-based evaluation model, even though it has only been validated with regards to a specific reliability model.

5.8 Comparison to Related Work

In the context of software architecture evaluation under uncertainty, a considerable amount of work can be found in the area of sensitivity analysis with respect to the parameters of probabilistic quality models. Most of the approaches to date have concentrated on specific quality attributes. In the area of architecture-based reliability evaluation, Cheung [86] presented a sensitivity analysis method for his original reliability model with a composite Discrete-Time Markov Chain (DTMC) abstraction. The method is purely analytical and consists of a number of 2\textsuperscript{nd} and 3\textsuperscript{rd} order partial derivatives of system reliabilities which are hard to estimate in real cases. Goševa-Popstojanova \textit{et al.} [181] proposed the method of moments to calculate the sensitivity of a system’s reliability to component reliabilities and transition probabilities analytically. Cortellessa \textit{et al.} [103] discussed the significance of error propagation to other parts of the system. Their sensitivity analysis can help identify the most critical system components. Coit \textit{et al.} [94,405] have used means and variances of reliability estimates of software components to analytically derive the mean and variance of the reliability of a redundancy allocation. With the assumption of normal distributions for input, Finodella \textit{et al.} [151] derived the distribution of system reliability from a multinomial distribution. Coit \textit{et al.} [100] presented an
analytical approach to obtain the lower bound percentile of the reliability in series-parallel systems whereas similar analytical approach can be seen in evaluation of reliability bounds [56]. All of the above methods have taken an analytical approach to quantify the sensitivity, where the applicability is limited to analytically solvable models. However, these analytical sensitivity analysis methods are hard to generalise. Furthermore, all the discussed approaches assume the parameter distributions are normal and variations can be characterised by the mean and variance alone.

Goševa-Popstojanova et al. [179, 180] have shown that analytical methods of uncertainty analysis do not scale well, and proposed a Monte Carlo (MC) simulation-based method. With the help of experimental validation they demonstrated that the MC methods scale better than the method of moments approach [177]. Similarly, Marseguerra et al. [278] have used mean and variance estimates of component reliabilities to obtain the mean and variance of the system reliability using MC simulation. These approaches have extended the applicability of uncertainty analysis to the analytically solvable models, assuming the applicability of specific reliability models and input distributions. Yin et al. [413] have proposed a DTMC-simulation-based approach to derive system reliability from the probability distributions of component reliabilities under the assumption that component and system reliabilities are gamma-distributed. Axelsson [11] has also highlighted the significance of MC based approaches in cost evaluation with uncertainty.

However, the existing MC simulation-based uncertainty analysis approaches assume that there is a specific continuous input distribution and that the resulting sample distribution is normal or Weibull. Practical experience in connection with some studies [156, 261] show that the actual distributions are hard to determine. Mean-and-variance-based quality evaluations are not sufficient for architecture-based decision making in the case of safety-and-mission-critical systems.

In the current approach, assumptions on input distributions have been relaxed by allowing the input parameters to take any probability distribution including the discrete distributions. The SCOUT approach also derives a statistical estimation
method to obtain flexible percentiles without requiring assumption on the distribution of evaluated reliability. A similar concept has been used in safety evaluation domain by Förster et al. [156] in obtaining the sensitivity of hazard probabilities to the probability uncertainties of low level failure events. However, the limitations arising from the histogram to PDF approximation in that approach, have been addressed in this chapter with the introduction of statistical estimation phase. It is also acknowledged that orthogonal non-probabilistic approaches are also emerging such as the use of Dempster-Shafer theory of evidence by Limbourg [260] in system reliability evaluation.

All the discussed Monte Carlo simulation approaches in the domain uses a fixed number of MC runs, which needs to be given by the architect or analyst. None of the approaches present a guidance to obtain an appropriate number of MC runs for different problems. No approach has been found that applies any dynamically stopping MC simulation in the domain of software architecture evaluation. The approach presented in the chapter introduces a generic criterion to stop the MC simulations automatically when sufficient accuracy of the estimate has been achieved. The uncertainty analysis framework presented in this chapter encapsulates the powers of existing MC simulation based approaches in a generalised setting for software architecture evaluation, together with the newly introduced concepts of sequential estimation, dynamic stopping criterion.

5.9 Conclusions

This chapter addressed the problem of evaluating probabilistic properties from the software architecture in the presence of uncertainty. The different perspectives of the problem have been investigated with the identified research gaps in relation to the state of the art. The chapter presented an evaluation framework featuring the following:

- A generalised probabilistic specification has been formulated for the purpose of capturing the extent and characteristics at the architecture parameter speci-
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The conventional assumptions on input parameter distributions have been relaxed and extended support has been introduced for heterogeneous software architecture parameters.

- Monte Carlo simulation has been adopted for the uncertainty analysis, in order to cater for probabilistic quality evaluation models that are hard to solve analytically as well as for the simulation modes.

- Assumptions on distributions of the quality metric have been relaxed, and distribution-free statistics has been adopted to support different levels tolerance. Conventional limitations on mean, variance of the desired quality analysis have been mitigated with the further support of quartile and percentiles. This extends the applicability of the approach to domains like safety critical embedded systems, where more pessimistic estimates are necessary for certain quality attributes.

- A new dynamic stopping criterion has been introduced which automatically finds the trade-off between time complexity and accuracy of the MC simulation. Principles of sequential statistical testing has been combined with continuous accuracy monitoring mechanism in the MC simulation. The new approach is able to terminate the MC simulation process when specified accuracy level has been reached.

An example of an architecture-based reliability evaluation of automotive ABS system has been used to illustrate the concepts as well as to highlight the gaps in relation to the state of the art analysis techniques. In addition to the experiments on the case study, a series of random experiments has been generated and analysed with respect to the concepts presented in the chapter. The implications of the size of the architecture, different probability distributions and level of compromise have been investigated. The experimental validations are limited to architecture based reliability evaluation, and a DTMC based reliability evaluation model. However, the presented framework is formulated in generic setting and does not have a dependency on the specific model or attribute. Even though extensive experiments over
the spectrum of models and quality attributes is necessary for proper experimental validation on generic applicability, it is hard to argue against applicability of this results to any architecture-based quality evaluation model.
Chapter 6

Robust Architecture Optimisation Framework

6.1 Introduction

The previous chapter discusses how a software architecture can be quantitatively evaluated considering the uncertainty associated with its estimated parameters. The emphasis so far has been on a given candidate architecture. However, the overall goal of this work is to devise a method to find a (near-)optimal set of architecture alternatives in the presence of uncertainty. Having presented the new approach on evaluating the quality of the candidates considering the uncertainty associated with input parameters, this chapter describes the optimisation aspect of the SCOUT approach, i.e. “how can a (near-)optimal set of candidate architectures be found in the presence of uncertainty in the parameters of the architecture-based quality evaluation models” (RQ 2). The chapter investigates the pertinent research questions that have been described under RQ 2 in Chapter 4, and formulates a robust optimisation framework which provides a solution to the research questions.

The rest of the chapter is organised as follows. Section 6.2 formulates a high-level model for architecture optimisation which integrates aspects related to parameter uncertainties. The robust architecture optimisation problem is formally defined in
Section 6.3. Using the devised model in the prior sections, Section 6.4 presents the integration of commonly used stochastic optimisation algorithms for the search of robust and (near-) optimal candidate architectures. In Section 6.5, the presented contributions are discussed in the context of existing work on software architecture optimisation modelling and optimisation under uncertainty, with a focus on how the new approach addresses the research questions stated above. The summary and conclusions are made in Section 6.6.

6.2 Modelling

In order to pursue an architecture optimisation approach which can perform under uncertainty, the SCOUT approach first formulates a high-level model for the architecture optimisation and entities related to parameter uncertainty. An abstract view is devised which is designed to capture the conceptual entities and their interrelationships of the embedded architecture design context. The newly introduced uncertainty-related aspects are integrated into an abstract view of the architecture optimisation.

On the direction towards a high-level model, this work recognises that the ISO/IEC 42010 standard [219] already provides a generic view of the architecture of software-intensive systems. Having described the relevant concepts captured in the ISO 42010 model in Chapter 2, this work specifically focuses on the entities relating to the architecture design process, which are marked with a grey background in Figure 6.1. This conceptual understanding is used as the basis for the development of a high-level model for robust optimisation. The modelling of the SCOUT approach’s framework is devised from the common understanding on the related work described in Chapter 2. None of the previously mentioned approaches consider the uncertainty of input parameters into the modelling. The underlying assumption there is that the input parameters are given as point estimates. Using the intuition of the related work, the SCOUT approach derives high-level entities for the concepts related to architecture, architecture-based quality evaluation and optimisation. The model is
further extended by integrating the entities related to the specification and analysis of uncertainty in input parameters.

Figure 6.1: ISO/IEC 42010 conceptual model of software-intensive systems architecture

The UML model of the robust architecture optimisation framework the SCOUT approach is depicted in Figure 6.2. The entities with a grey background correspond to the abstract concepts in the ISO model. Note that the relative positions of the elements correspond to each other in the two Figures 6.1 and 6.2. The white elements in Figure 6.2 are the new conceptual entities introduced to capture aspects related to uncertainty and robust architecture optimisation. Individual elements in the model are described in the following paragraphs.
Candidate Architecture

In this framework, the **Candidate Architecture** is an architecture description to a system in focus. Hence, it reflects the **Architecture Description** conceptual entity in the ISO 42010 model, and refers to the collection of design decisions contained in an alternative design. This model understands that a candidate architecture can be comprised of elements on different levels of abstraction, for example software...
components and tasks. Different aspects of an architecture are visible in certain architectural views described in Chapter 2. The appropriate level of abstraction and architecture view have to be selected in modelling a specific problem. For the purpose of representing a candidate architecture in the context of architecture optimisation, it is sufficient to consider only certain aspects of architecture that are part of the optimisation problem. For instance, an architecture can be a deployment, a hardware redundancy allocation or a composite of both.

Architectural Element

An Architectural Element in this model is a general abstraction for the items contained in a description of a candidate architecture to the system. These elements can be realised in different architectural views described in Chapter 2. Examples are software components, modules, tasks, interactions, hardware hosts, network links etc. The appropriate element types can be selected depending on the architecture design problem at hand. For example, in an embedded software deployment optimisation problem, architectural elements denote software components, inter-component interactions, hardware ECUs and buses which are relevant to the problem in focus.

Parameter

During the presentation of architecture evaluation under uncertainty in the previous chapter, it has been emphasised that some parameters of the architectural elements can be considered as fixed real numbers while some inherit the notion of uncertainty. Complying with this requirement, Parameter is a higher level abstraction to represent both certain and uncertain inputs in architecture element specification. In this model, a parameter refers to either a fixed number or a probability distribution. The generic specification introduced in Chapter 5 can be used to specify the parameters.
A set of Quality Attributes is associated with each candidate architecture as design goals to be optimised or constraints to be satisfied, resembling the system concern in the ISO model. As it has been discussed in the previous chapters, the evaluation of the quality attributes is often carried out using probabilistic models which are created from the architecture descriptions. Hence, a candidate architecture is associated with a set of models which are used to provide quantitative metrics of the attributes of interest. The responsibility of the tolerance levels and robustness is encapsulated into a separate entity, called robust metric in this model. The level of required tolerance of an attribute can be given as a parameter to the quality metric. For example, consider an architecture design problem which requires the optimisation of reliability with higher tolerance against uncertainty. In this case, reliability is the quality attribute of interest and the metric associated with the attribute can be set to the 5\textsuperscript{th} percentile of MTTF (mean-time-to-failure). This means that the optimisation goal is a lower bound of MTTF under 95% of the uncertain input parameter variations. Not all quality attributes are necessarily uncertain. The uncertainty is propagated from the parameters of the architectural elements, and therefore only the ones that involve uncertain parameters are required to be assessed against uncertainty. If all parameters that are used in the evaluation of specific attribute are fixed values, the quality attribute is also a distinct value. On the other hand, if at least one of the parameters is uncertain, the quality attribute also becomes an uncertain quantity. The Monte Carlo simulation-based robust objective computation that has been described in Chapter 5 is employed if the objectives are subject to uncertainty. This formulation has made it possible to use quality attributes which inherit uncertainty from input parameters as well as reasonably certain ones, in any mixture in the framework.
6.2. MODELLING

Transformation Operator

The *Transformation Operator* entity models the possible actions that an architect can take in order to improve the quality of the architecture, *i.e.* changes to the design decisions which generate new candidate architectures. The robust optimisation formulation understands that the architecture transformations can be performed for individual candidates as well as for combinations of more than one candidate architecture. Certain changes to an architecture (*e.g.* change a deployment of a software component, employ 3-modular voting for a software component) generate a new alternative architecture. It is also common to combine or exchange good design aspects of a group of candidate architectures (*e.g.* swap the deployments of two ECUs in two alternative designs) to generate a new set of alternatives in one step. These common practices of architecture transformation can be implemented as extensions of the generic transformation operators in the model.

Constraints

The robust optimisation framework recognises a set of *Constraints* to be associated with each architecture alternative. The enforcement of constraint satisfaction requires information on individual elements of the architecture (*e.g.* localisation) as well as the architecture as a whole (*e.g.* collocation). Furthermore, a constraint-specific model can be used to check the validity (*e.g.* performance or safety constraints). This model also acknowledges that the constraint satisfaction can be checked at different stages of the architecture optimisation, and sophisticated mechanisms exist in constraint handling. One option would be to ensure constraint satisfaction during the transformation operators while infeasible solutions can also be allowed in the generation. The model supports both the options by realising the relationship with *Transformation Operator* and *Candidate Architecture*. 
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Quality Evaluation Model

The *Quality Evaluation Model* entity of the framework is a general representation of methods used in architecture-based quality evaluation that reflects a combination *Architecture View* and *Architecture Model* entities in the ISO 42010 model. As already discussed in Chapter 2, a large number of quality models have been developed to quantify different quality attributes from an architecture. These models are certain abstractions of the quality-relevant aspects of a prospective system. From the previous discussion on prevalent architecture-based evaluation and optimisation frameworks, it is evident that some approaches consider the quality attributes are evaluated using mathematical functions while some use specific models. However, both of the methods extract necessary information from the architecture and use it to compute quantitative metrics for the attribute of interest. Therefore, this work understands a high-level relationship among the entities architecture, quality attribute and quality model. The model also adheres to the *generic framework* presented by Grunske *et al.* [189] where quality model in this SCOUT approach’s framework is a high level composite of the all 4 elements presented in that work.

Uncertainty Analyser

This element of the framework integrates the uncertainty analysis technique described in the previous chapter. The dynamic stopping Monte Carlo simulation is represented in a separate process element which is used by the *Uncertainty Analyser*. The uncertainty analyser extracts the uncertain parameters of an architecture candidate, and repeatedly generate samples from the probability distributions attached to them. The dynamic stopping criterion leads the MC simulation to produce results with a given level of confidence.
Robust Quality Metric

When the parameters of an architecture are given with the uncertainty associated with them, the quality attributes are no longer point values. Instead of optimising the point values of the quality attributes as in the predominant approaches, this framework allows the optimisation goals to be robust metrics which encompass uncertainty. The Robust Quality Metric in the framework is the entity introduced to support diverse degrees of tolerance against uncertainty. The required level of tolerance of the quality attribute depends on the quality attribute as well as the domain. This approach allows the architects to define quality goals considering a level of tolerance to the uncertainty. Some examples for the robust values are the following.

- Mean: For some non-critical cases such as response time in simple web application, the mean value of the quality metric (e.g. average response time) with respect to the parameter uncertainties is sufficient as the optimisation goal.
- Quartile: Some dependable embedded systems design focuses on quartiles of quality, such as the first quartile of the failure rate distribution. To cater for these requirements, the respective quartile can be given as the robust quality objective.
- Upper/lower bound: The architects can also be interested in pessimistic estimates in some applications, such as in the lower bound of reliability of an automotive ABS system, w.r.t. design-time parameter estimates. In such cases, the appropriate bound should be given as the robust quality metric to be optimised.
- Percentile: The confidence value estimate is a crucial requirement in most of the safety and mission critical systems. For example, reliability of the ACC system have to be given with a 95% confidence under the uncertainty.

The percentile option in the above listed methods to capture quality attributes with uncertainty is more customisable in comparison to the others. Different levels of tolerance can be represented by changing the value of the percentile. For example
in the context of reliability, moderate tolerance can be achieved by setting the goal to median \( (i.e. \ 50^{th} \) percentile) while more pessimistic tolerance can be gained by configuring the goal to \( 5^{th} \) percentile or first quartile of MTTF. Therefore, different percentiles are used as robust metrics throughout the thesis while it is easily possible to use any other statistical index as well.

### 6.3 Formal Definition of Robust Architecture Optimisation

Using the underlying model of architecture optimisation-related elements given in the previous sections, the problem of robust architecture optimisation can be formally defined as the following.

- \( E = \{e_1, e_2, e_3, ..\} \) represents a finite set of elements composed in an architecture description.

- \( D = \{d_1, d_2, d_3, ..., d_m\} \) denotes a finite set of architecture decisions to be made.

- \( CA : \mathcal{P}(E) \rightarrow D^m \) to represent the set of all possible candidate architectures that can be generated using the design decisions, where \( \mathcal{P}(E) \) denotes the power set of \( E \). Since \( E \) and \( D \) are both finite sets, \( CA \) is also finite. For ease of reference, elements of \( CA \) will also be referred as \( \{ca_1, ca_2, ca_3, ...\} \) and the same notation is used to refer to elements of any set given using a capital letter.

- The quality attributes \( Q : CA \rightarrow \mathbb{R}^k \) represent \( k \) different quality goals that have to be considered in the architecture design. The quality attributes also encapsulate the notion of tolerance. In other words, the numerical values of \( Q \) denote the robust quality metrics in the framework. The source of uncertainty that comes from \( E, D \) is to be considered in the quantification functions \( CA \rightarrow \mathbb{R} \).
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- Constraints that have to be satisfied in individual architectures are defined as
  \[ \Omega : CA \rightarrow \{true, false\}^r \], where \( r \) is the number of constraints.

With this notation, the goal of the multi-objective optimisation problem is to

*find the approximate set of solutions \( CA^* \subseteq CA \) that represent a trade-off between the conflicting objectives in \( Q \) which represent robust quality metrics, and satisfy the set of constraints \( \Omega \).*

The key role of an optimisation algorithm is the fast and efficient achievement of \( CA^* \). However, as most of the architecture problems are NP-hard, only stochastic algorithms have proven to be scalable for practical-sized problems [84,111,375]. The term *approximate set* is used as the stochastic optimisation does not guarantee the *best* solutions. In a stochastic architecture optimisation algorithm, the process is started with an initial set of architecture solutions \( CA_0 \), and the search for better solutions is achieved by a set of transformation operators \( T : \mathcal{P}(CA) \rightarrow \mathcal{P}(CA) \). The reason behind the use of power sets in this operator is to include the transformations that generate multiple new architectures using more than one solutions in addition to the transformations on a single solution which generates a single new architecture.

6.4 Integrating Optimisation Algorithms

Having described the high-level model of elements involved in architecture optimisation of software-intensive systems and capturing the effects of parameter uncertainties, this section presents the integration of prominent optimisation algorithms into the framework. From the point of view of an optimisation algorithm, the model presented so far in the chapter is a generic characterisation of the search space, objective space and solution representation. Therefore, different optimisation algorithms can easily be adopted without embedding problem-specific logic into the algorithm. However, the design space exploration in the domain has already been identified as an NP-hard combinatorial optimisation problem, and nature-inspired
optimisation metaheuristics have consistently been successful (summary of architecture optimisation approaches, Table 2.3 given in Chapter 2 gives evidence). This section presents the tailoring of three widespread optimisation algorithms into the robust architecture optimisation framework.

6.4.1 Non-dominated Sorting Genetic Algorithm II

Algorithm Description

The Genetic Algorithm (GA) is a guided search technique, which has been inspired by the processes of evolution in nature. In GA, evolution is iteratively carried out on a population of candidate solutions. Each individual or population member is referred by a chromosome and represented by a string consisting of alleles. A chromosome encodes a solution to the problem at hand, and the encoding is referred to genotype. An individual solution is also annotated with another set of values representing the goals to be optimised, which is called the phenotype. Abstractly speaking, GAs observe the phenotype of the candidates and execute probabilistic transformation rules on the genotype with the use of genetic operators. Three basic genetic operators are used in GAs, namely, selection, crossover and mutation.

Crossover is the process of creating new offspring by combining two (or more) parents selected from the population. This is considered as the primary operator in GAs. Chromosomes of the two selected parents are often mixed in different techniques to implement crossovers.

Mutation produces new chromosome by applying random (often small) modification to a selected parent chromosome. This also results a new offspring, mimicking mutation process of biological evolution.

Selection is an important aspect of the all the evolutionary algorithms, where it attempts to ensure ‘survival of the fittest’ candidates. When multiple objectives are to be optimised, different selection strategies have been developed such as weighted fitness [155], strength-Pareto [422].

The Non-dominated Sorting Genetic Algorithm (NSGA) is distinct from a simple
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A genetic algorithm specifically in the implementation of the selection operator. The original proposal of NSGA has been suppressed by the improved and more efficient version, NSGA-II [117].

The NSGA performs a ranking phase before selection, where the population is ranked on the basis of an individual’s non-domination. In a maximisation problem a solution \( p \) dominates another solution \( q \) if \( Q(p) \geq Q(q) \) for all objectives, and \( Q(p) > Q(q) \) for at least one objective. For minimising objectives, solution \( p \) dominates another solution \( q \) if \( Q(p) \leq Q(q) \) for all objectives, and \( Q(p) < Q(q) \) for at least one objective. For both minimisation and maximisation problems, \( q < p \) denotes the solution \( p \) dominates the solution \( q \). If there exists no other feasible solution that dominates a solution \( p^* \), then \( p^* \) is said to be non-dominated. The set of all non-dominated solutions is known as the non-dominated set.

The idea behind the non-dominated sorting procedure is a ranking selection method which is used to select good candidates. Since the algorithm is based on non-dominated sorting procedure, the algorithm is known as the Non-dominated Sorting Genetic Algorithm (NSGA).

First, the non-dominated solutions present in the population are identified and assigned a rank of 0. These solutions constitute the first non-dominated front in the population, which is temporarily ignored in processing the rest of the population in the same way, to find the solutions which belong to the second non-dominated front. These solutions are assigned with the next rank value, \( i.e. \) 1. This process is continued until the entire population is classified into separate fronts. The basic non-dominated sorting process has been significantly improved with the fast non-dominated sort in NSGA-II, given in Algorithm 2.

The overall process of the NSGA-II is given in Algorithm 3. A given initial population is first extracted into a set of non-dominated fronts using the fast non-dominated sort procedure. In cases where a good spread of the solutions in the objective space has to be maintained, sophisticated crowding-distance assignment [117] can be applied following the fast non-dominated sorting.
Algorithm 2: Fast non-dominated sorting in NSGA-II

begin fast-non-dominated-sort(P)
    foreach $p \in P$ do
        $S_p = \emptyset$
        $n_p = 0$
        foreach $q \in P$ do
            if ($q \prec p$) then /* if $p$ dominates $q$ */
                $S_p = S_p \cup q$ /* Add $q$ to the set of solutions dominated by $p$ */
            end
            else if ($p \prec q$) then
                $n_p = n_p + 1$ /* Increment the domination counter of $p$ */
            end
        end
        if $n_p = 0$ then /* $p$ belongs to the first front */
            $p_{rank} = 1$
            $F_1 = F_1 \cup p$
        end
    end
    $i = 1$ /* Initialise the front counter */
    while $F_i \neq \emptyset$ do
        $X = \emptyset$ /* Used to store the members of the next front */
        foreach $p \in F_i$ do
            foreach $q \in S_p$ do
                $n_q = n_q - 1$
                if $n_q = 0$ then /* $q$ belongs to the next front */
                    $q_{rank} = i + 1$
                    $X = X \cup q$
                end
            end
            $i = i + 1$
        end
        $F_i = X$
    end
end

presents a crowded-comparison operator which guides the NSGA’s selection process towards a uniformly spread-out Pareto-optimal front during selection of candidates to the mating pool and selecting a population for the next iteration (Lines 5-10). A mating pool is then created with solutions selected from the population according to the fitness values that has been assigned to them during the ranking process. Solutions with a lower rank have a higher chance of being selected to be part of
the mating pool than the ones with a higher rank. In case the ranks are equal, the comparison uses the crowding distance, where solutions with higher crowding distance are encouraged. *Binary tournament* can be used for this purpose where the better one of two randomly selected candidates (*i.e.* either with a lower rank, or the one with a higher crowding distance if the ranks are equal) will be put into the mating pool. The mating pool will then serve for the random selection of the individuals to reproduce using crossover and mutation (Line 11).

### Algorithm 3: NSGA-II main loop

1. $S^* = \emptyset$ /* current non-dominated solutions */
2. $S = \text{initial-population}()$ /* create or load initial candidates */
3. while termination criterion not met do
   4. $\mathcal{F} = \text{fast-non-dominated-sort}(S)$ /* $\mathcal{F} = (\mathcal{F}_1, \mathcal{F}_2, \mathcal{F}_3, \ldots)$, all non-dominated fronts of $S$ */
   5. $P = \emptyset$ and $i = 1$ while $|P| + |\mathcal{F}_i| \leq N$ do /* until the parent population is filled */
      6. $P = P \cup \mathcal{F}_i$ /* include $i$th non-dominated front in the parent population */
      7. $i = i + 1$ /* check the next front for inclusion */
   end
   8. $\text{Sort}(\mathcal{F}_i, \prec_n)$ /* sort in descending order using $\prec_n$ */
   9. $P = P \cup \mathcal{F}_i[1 : (N - |P|)]$ /* chose the first $(N - |P|)$ elements of $\mathcal{F}_i$ */
   10. $P' = \text{make-new-pop}(P)$ /* use selection, crossover and mutation to create a new population $P'$ */
   11. $S = P \cup P'$ /* combine parent and offspring population */
   12. $S^* = \text{update-non-dominated-set}(S, S^*)$
4. end

### Integration into the Framework

Figure 6.3 presents the integration of NSGA-II concepts into the framework. The conceptual entities in the shaded region denote the high-level model presented in Figure 6.2, and the rest in white background are the newly added entities for NSGA. The population in NSGA terms is mapped to a set of candidate architectures. The solution encoding in NSGA-II is represented by a candidate architecture. The abstract genetic operators are linked to the transformation operators in the architecture.
design. The architecture transformation relationship has been defined in many-to-
many form, allowing the mapping to any genetic operation in general. For instance,
crossover takes two solutions and reproduces two new candidates. This operator can
be mapped to swapping deployments of two candidate architectures and producing
two new deployment architectures. The SCOUT approach understands the changes
of design decisions as specific to a problem in focus. Different choices in architecture design context can be mapped into the two main operators in NSGA-II.

One important aspect of adapting NSGA-II for robust optimisation is the selection operator. As the objective is to find a set of robust architecture solutions, NSGA-II’s natural selection is exploited to penalise non-robust solutions. This work proposes to consider the robustness in non-domination ranking. In the previous chapter, the use of percentiles of quality attributes as a flexible measure of tolerance has been introduced. Here, it is proposed to use confidence intervals obtained from Monte Carlo simulation for non-dominated ranking. In maximisation problems, a lower bound will be used while an upper bound is proposed for minimisation problems. The dominance criterion for candidates is defined based on the lower/upper bound. More intuitively, in a maximisation problem a solution \( p^* \) is non-dominated if there exists no other \( p \) such that \( Q(p) \geq Q(p^*) \) for all objectives, and \( Q(p) > Q(p^*) \) for at least one objective, where \( Q \) represents the confidence lower bound obtained from the MC runs. The fast-non-dominated sorting given in Algorithm 2 is revised according for robustness-based ranking.

A mating pool is created with the solutions selected from the population according to the rank values which have been assigned to them during the ranking process. Since the dominance criterion is based on the robust quality metrics, it increases the chance of the robust solutions with a higher lower bound to be selected for the next generation, leading the algorithm towards the robust-optimal solutions. The mating pool then serves for the random selection of the individuals in producing new candidate architectures using the crossover and mutation as described before.

### 6.4.2 Pareto Ant Colony Optimisation

**Algorithm Description**

Ant Colony Optimisation (ACO) is a stochastic algorithm inspired by the foraging behaviour of real ants which was originally proposed by Dorigo et al. [129]. The ACO process mimics the pheromone tracks left by the ants during search of food
and the way back to the nest. It belongs to the constructive branch of optimisation as the solutions are constructed in steps as opposed to changes made to existing solutions in iterative algorithms. Inheriting the features of constructive algorithms, ACO often converges quickly and produces feasible solutions in highly constrained combinatorial optimisation problems [340].

The central part of an ACO algorithm is the parametrised probabilistic model called pheromone model ($\mathcal{T}$). The model consists of a vector of pheromone trails, where each trail contains a vector of pheromone values ($\tau$). The use of ACO in an optimisation context maps the solutions into the pheromone trails where individual decisions in a solution correspond to pheromone values. As a result, the pheromone model constitutes a parameterised probability distribution over the solution space. In general, ACO approaches attempt to solve an optimisation problem by repetitive execution of two distinctive steps:

- candidate solutions to an optimisation problem at hand are constructed using the pheromone model.
- the generated candidate solutions are used to update the pheromone model in a way that the future sampling of the model guides towards high quality solutions.

Pareto Ant Colony Optimisation (P-ACO) [124] extends these basic ACO concepts to multi-objective optimisation. The main optimisation loop of the P-ACO algorithm is given in Algorithm 4 where individual steps of the algorithm is explained in the following paragraphs.

- **Initiate Pheromone Model.** In P-ACO, the pheromone model keeps separate maps ($\mathcal{T}^1, \mathcal{T}^2, ..., \mathcal{T}^k$) for individual objectives. A non-zero constant ($\tau_0$) is commonly used as the initial value of all pheromone values.

- **Construct Solutions.** In ACO, solution construction is conducted by artificial ants. An ant has a limited life span which is often a random number over an interval assigned at ant’s creation. In the presence of multiple objectives to optimise in P-ACO, an ant is assigned with random weights ($w^1, w^2, ..., w^k$) for each objec-
Algorithm 4: Pareto ant colony optimisation - main loop

1. \( S^* = \emptyset \) /* current non-dominated solutions */
2. initialize-pheromone-model(\( T \))
3. while termination criterion not met do
   4. \( S = \emptyset \) /* solutions produced at the current iteration */
   5. for \( i = 1..n \) do/* \( n \) ants per iteration */
      6. \( s_i = \text{construct-solution}() \) /* the ant constructs a path */
      7. if \( s_i \) is valid then
          8. local-search(\( s_i \))
          9. \( S = S \cup s_i \)
          10. update-non-dominated-set(\( s_i, S^* \))
      end
   end
   12. apply-pheromone-update(\( T, S \))
end

tive. These weights represent the relative importance of the different objectives to a particular ant. A trail over the pheromone model resembles a path an ant would travel using the pheromone. The construction process starts with an empty set and each step in the trail construct a partial solution. The individual steps of the trial is taken as probabilistic choices made by the ant. The choice is based on the pheromone values in the pheromone model and the ant’s weights on different objectives. For an atomic decision step(\( x \)), the observable pheromone level for an ant is given by \( \tau_x = \sum_{i=1}^{k} w^i \times \tau_x^i \) where \( k \) is the number of optimisation objectives. The ant’s choices are made according to a pseudo-random proportional rule where a random number \( q \in [0,1] \) is checked against a given threshold \( q_{th} \). If \( q \leq q_{th} \), the choice with maximum pheromone(\( \tau_x \)) is taken (greedy selection) and pheromone-proportional choice is made otherwise. In the latter case, the probability that an ant takes the path choice \( x \) can be given by \( P(x) = \frac{\tau_x}{\sum_{c \in C} \tau_c} \) where \( C \) denotes all possible choices available for the specific step.

The \texttt{construct-solution} step of ACO also contains an important diversity preserving technique called \textit{pheromone evaporation}. Once a decision is taken, this mechanism systematically reduce the level of pheromone in that element in order to avoid all the future ants takes the same decision over and over. A local pheromone
update rule is introduced to carry out the pheromone evaporation. Once an ant makes a decision on his trail, all the pheromone values corresponding to the decision will be updated as

$$\tau^t_x = (1 - \rho) \cdot \tau^t_x + \rho \cdot \tau_0$$

where $\rho$ is the pheromone evaporation rate. When an ant completes a path using the pheromone model, the steps that were taken in the pheromone trail constitutes candidate solution to the optimisation problem in focus.

■ Local Search. The solutions produced by ants are first checked for validity, i.e. the satisfaction of certain constraints that are applicable to the problem. A local search procedure may also be applied to the valid solutions in order to improve the quality. The local search techniques involve certain heuristics or random moves which can be specifically tailored to the context of the optimisation problem. Once a solution is finalised, it is checked against the current non-dominated set. If the newly created solution is not dominated by any solution in the Pareto-optimal set ($S^*$), then the new solution is added to ($S^*$) and all the existing solutions which are dominated by $s$ are removed from ($S^*$).

■ Global Pheromone Update. The role of directing the automated search towards better solutions in an ACO is largely taken by the pheromone update activity. Two pheromone update steps are involved in ACO, where the local pheromone update is carried out during the solution construction. The second one is called global pheromone update which is applied on the complete pheromone model. In P-ACO implementation given in Algorithm 4, global pheromone update is conducted after each iteration, i.e. sending $n$ ants. The best and second best ants for each objective are selected after each iteration. Individual data structures of the pheromone model corresponding to the each objective $k$ are updated according to the rule:

$$\tau^k_j = (1 - \rho) \cdot \tau^k_j + \rho \cdot \Delta \tau_j$$

where $\Delta \tau_j$ is a quantity indicating the quality of the solution. For example, $\Delta \tau_j$
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can be set to 10 for the best ($\Delta \tau_b$) in objective $k$, 5 for the second best ($\Delta \tau_{sb}$) and 0 for all other solutions. By doing that, the pheromone values corresponding to the best and second best of each objective are updated with higher pheromone values in comparison to the others. This global update rule adds more bias to these decisions in the probabilistic choices made by the future, guiding towards better solutions over iterations.

Integration into the Framework

As a robust architecture optimisation strategy, the P-ACO algorithm can easily be integrated to the high-level model presented earlier in the chapter. In this context, the ant’s walk on the pheromone model can be mapped to iterative improvement to the software architecture. Each step taken by an ant resembles individual atomic decisions taken in the architecture design. Hence, the optimisation problem is to find a (near-)optimal set of candidate architectures that are able to tolerate uncertainty in quality evaluation model parameters. The proposed mapping of ACO in to the framework is given in Figure 6.4.

The solution construction and local search in the ACO context are conceptually mapped into the transformation operators in the model. Hence, the solution construction represents the process of making a complete collection of required decisions (e.g. deploying all software components in a deployment optimisation problem) and the local search represents iterative changes to these architectural decisions with the application of transformation operators. An important merge of concepts exists in the mapping of global pheromone update to the framework. As the goal is to find the architecture candidates that are better in quality as well as robust w.r.t. parameter uncertainties, the bias of architecture decisions should be on robust and better solutions. Therefore, similar to the adaptation of selection operator in NSGA-II, robustness is considered in assessing the quality of the solutions produced by the ants. The same robust quality attribute based non-domination criterion used in NSGA-II is used, and the selection of the best and second best ants of the iteration
Figure 6.4: Integration of Pareto-ACO into the framework

is carried out using the robust quality attributes. By doing that, the pheromone model is updated with higher values for robust and better candidates in comparison to sensitive or weak solution. Hence, the ants movement can be iteratively guided towards finding robust optimal candidate architectures.
6.4.3 Simulated Annealing

Algorithm Description

Simulated Annealing (SA) optimisation algorithm is inspired by molecular behaviour encountered in the steel hardening process. SA is widely-used as a stochastic solver for combinatorial optimisation problems [340]. The algorithm was originally used as a strategy escaping from a local optima (local minima or maxima), and later extensions have pushed its boundary with multi-objective simulated annealing strategies that use a population of potentially efficient solutions rather than single current solution. A non-domination-based multi-objective variant called Pareto Simulated Annealing (PSA) is given in Algorithm 5 where specific steps are described in the following paragraphs.

**Algorithm 5:** Pareto simulated annealing main loop

```plaintext
1  S^* = \emptyset  /* current non-dominated solutions */
2  S = burn-in()  /* create initial set of solutions */
3  T = T_0  /* initial temperature */
4  \beta = -1 \cdot \exp\left(\frac{-1}{0.00001 \cdot T_0}\right)  /* epoch size L \in \mathbb{N}^+, active period \alpha \in [0, 1] */
5  while termination criterion not met do
6      for i = 1..L do /* L number of epochs for temperature level */
7          foreach s \in S do
8              s' = neighbourhood-move(s)  /* construct a random feasible neighbor solution */
9              update-non-dominated-set(s', S^*)  /* check and update the current-best solutions */
10             s = accept-criterion-check(s', s, S^*, T)/* accept s' using a probabilistic acceptance rule */
11          end
12      end
13  T = \beta \cdot T  /* compute new temperature with cooling factor \beta */
14  end
```

- *Burn In.* The first step of simulation annealing algorithm is to create a set of initial solutions to a problem at hand. A candidate solution is often represented as a vector of atomic decision variables, similar to the chromosome in GA. The burn-in process initially creates one solution and iteratively applies changes to the solution in
generating a new set of feasible solutions. After the burn in, the algorithm computes
the initial temperature ($T_0$) (e.g. $T_0 = \text{average normalised quality of all solutions} / \ln(2)$) and cooling factor ($\beta$) from given parameters. Another parameter involved
in the calculation is the active period ($\alpha$) which indicates the portion of run that
should allow for non-hill climbing (exploration) moves.

- **Neighbourhood Move.** Simulated annealing applies random changes to an existing
solution in order to generate new solutions, mimicking the molecular movement
in steel annealing. The implementation of neighbourhood moves depends on the
solution representation and problem in focus, similar to mutation operator in GAs.

- **Probabilistic Acceptance Rule.** The contribution in terms of guidance for better
solutions over the annealing cycles is provided by the probabilistic decision rule.
Algorithm 6 lists the steps of a variant of multi-objective simulated annealing ac-
ceptance rule. A newly created (randomly modified) solution is compared with its
original form to compute the fitness difference ($\delta$). This comparison is based on the
non-domination in the multi-objective domain. The normalised fitness difference is
computed using the relative non-domination of the two solutions and a probabilistic
decision is taken on whether to keep the original solution or to replace it with the
new solution. This probabilistic decision makes a bias towards keeping better (in
multi-objective space) solutions in the next annealing cycles. The strength of the
decision step (genotypical distance) is also influenced by the current temperature,
resembling large molecular movements in higher temperatures.

**Integration into the Framework**

Similar to the other two optimisation algorithms, Pareto simulated annealing can be
naturally integrated into the model introduced for robust architecture optimisation.
Figure 6.5 illustrates a conceptual mapping of SA entities into the high-level elements
in the model devised earlier in the chapter.

The notion of a *solution* in the SA terms are mapped to the candidate architec-
ture in the framework. Hence, a solution encoding in the SA would represent the
Algorithm 6: Pareto simulated annealing - acceptance rule

1. begin accept-criterion-check($s', s, S^*, T$
2. \[ n_s = \text{count solutions in } S^* \text{ that dominate } s \]
3. \[ n'_s = \text{count solutions in } S^* \text{ that dominate } s' \]
4. \[ \delta = \frac{|n'_s - n_s|}{\text{sizeof}(S^*)} \] /* calculate the fitness difference */
5. \[ r = \text{random}(0, 1) \] /* generate a random number between 0 and 1 */
6. if \[ r < e^{-\frac{\delta^2}{T}} \]
   then
   \[ \text{return } s' \] /* replace $s$ with $s'$ in the solution */
   end
7. else
   \[ \text{return } s \] /* keep the previous solution */
   end
8. end

A collection of architectural decisions enclosed in candidate architecture. The neighbourhood moves and burn-in activities can be mapped to architecture transformation operators in the robust architecture optimisation context. Therefore, iterative molecular movements are realised by possible alterations in the architectural decisions which manifests a guided search through the architectural design space. An important mapping has to be carried out in order to make a bias towards robust and Pareto-optimal solutions. In that aspect, the accept-criterion-check rule can be adjusted by embedding the uncertainty into the decision. The aim here is to encourage moves towards architectural decisions that are better and robust while penalising weak or sensitive candidates. Hence, robust quality metrics can be used to make non-domination comparison in accept-criterion-check. Intuitively, in a maximisation problem a solution $s^*$ is non-dominated if there exists no other $s$ such that $Q(s) \geq Q(s^*)$ for all objectives, and $Q(s) > Q(s^*)$ for at least one objective, where $Q$ represents the confidence lower bound obtained from the MC runs. This rule is applied in selecting the non-dominated solutions as well as in computing fitness difference between $s$ and $s'$. 
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6.5 Comparison to Related Work

This section presents a discussion of the new framework’s contribution in the context of related work to addressing respective refined research questions (under RQ 2) stated in Chapter 4. To the validity of the approach, evidence is provided by bringing the SCOUT model into the context of prominent approaches that address specific aspects in the domain of software engineering. The framework’s ability to
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cater for the requirements in those modelling approaches is discussed in order to pursue the uncertainty integration into the SCOUT approach as a generic extension to the current methods. The discussion is organised into two areas. First, the high-level model devised for the robust optimisation is examined in the context of existing work. Chapter 2 contains a detailed categorisation of architecture optimisation approaches. Hence, the focus in this section is only on showing that the SCOUT framework integrates the notion of uncertainty without violating or contradicting the current complementary models. The inspiration and influence which this work has obtained from other engineering disciplines that apply robust optimisation techniques for their problems is discussed in the latter part of the section.

6.5.1 High-level Modelling Framework

A number of architecture optimisation techniques have been introduced, which are based on quantitative evaluation of specific probabilistic quality attributes, such as reliability, availability, safety and performance. Apart from these quality attributes, the existing approaches can also be distinguished by the problem they aim to solve. Examples are component deployment (allocation of software components to hardware resources) [283], redundancy allocation [97, 242], topology selection [304], component selection [104] and scheduling [114, 209] problems. However, these architecture optimisation approaches often have a specific focus on an architecture optimisation problem, where as SCOUT’s goal is to integrate uncertainty-related aspects into a broader setting described in the research questions. Therefore, the high-level model has been leveraged first for the robust optimisation, which captures the diverse aspects of architecture optimisation problems. Compliance of the presented modelling framework to related meta-approaches is discussed in the following paragraphs, acknowledging that those approaches are based on point-estimated input parameters. The approaches have been selected on the basis that they address the related aspects to the problem in more generic sense, rather than a specific architecture optimisation or evaluation problem.
Malek et al. [272, 283] formulated a generic optimisation framework for deployment architecture design of component-based systems. In this approach, software components, interconnections, hardware hosts, networks and services are used as modelling entities. A complete allocation of components to hosts, and interconnections to networks constitutes a deployment architecture. Availability, latency, communication security, energy consumption and memory usage have been used as quality attributes of interest. The approach models quality attributes as mathematical functions defined from annotations to the architectural entities to the real number space. In the viewpoint of the high-level model presented in this chapter, Deployment is a type of transformation operator, and the use of mathematical functions to evaluate quality is a special case of quality evaluation model. Hence, the model in SCOUT approach complies with and is able to cater for the requirements in Malek et al. approach.

Nicholson [304] introduced an approach for safety-critical embedded systems design which consists of two phases. In the first phase, an optimal architecture topology is designed with the appropriate level of redundancies for hardware elements. Dependability and performance metrics are used as constraints while cost and topology size are optimised. The second phase of the approach is described as a mapping of software components to real-time tasks. The quality evaluations in both phases are based on mathematical functions which use parameters annotated to the architectural elements. Two abstraction levels are used in the two phases, and different algorithms (Genetic Algorithm and Simulated Annealing) have been adopted to search through the design spaces. The high-level model presented in this chapter takes inspiration from and supports the architecture optimisation problem addressed by Nicholson. The transformation operator entity in this model captures the topology and mapping changes to find optimal architectures. The use of mathematical functions for quality evaluation is inherently supported by the quality evaluation model entity of SCOUT’s model.
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- Blickle et al. [61] described a system-level synthesis approach that addresses three important architectural decisions, i.e. allocation of processing hardware resources, mapping of tasks to hardware and scheduling. The approach accommodates both hardware-and software-related aspects of the architectural decisions. A generic model of universal dependence graphs has been presented, which is then used to model hardware and software specifications. The approach admits multiple objectives which are defined as functions from complete architecture solutions to numerical values. A multi-objective genetic algorithm is used to traverse through the design space that consists of alterations in the three architectural decisions mentioned before. The model devised in this SCOUT approach can cater for the contributions presented by Blickle et al. as the three design decisions can be viewed as different transformation operators. The multiple objectives in the approach is captured by the quality attribute entity in the new high-level model.

- Diaz-Pace et al. [30, 121] formulated a novel reasoning framework and design assistant called ArchE. The framework models software architecture, architectural changes (called tactics) and architecture based quality evaluation. It also accommodates the use of third party quality models. ArchE integrates the concept of modifications in different views of the architecture (please refer to Chapter 2 for details), and use a complete architecture with annotated parameters for quality evaluation. In this work, the quality attributes are evaluated using simple additive functions of parameters annotated to individual elements. The tactics in ArchE corresponds to the transformation operator entity of the SCOUT’s high-level model. Similar to previous descriptions, simple additive functions for quality evaluation are inherently supported by quality evaluation model of SCOUT’s framework.

- Papadopoulos et al. [317] introduced a semi-automated methodology which can be used in embedded systems architecture design. A component selection phase has been presented which selects software components to satisfy
functional requirements while optimising cost-profit trade-offs using a genetic algorithm. Secondly, models are created for the architecture-based evaluation of safety and reliability for the candidate architectures. A redundancy allocation phase is then executed to find the best possible cost-reliability trade-offs with a genetic algorithm. In this approach, two abstraction levels of the architecture are modified in the two optimisation phases. In the first phase, the functional breakdown within components is considered while in the second phase, components are treated as high level entities. Parameters of individual elements in the architecture are used to derive the parameters for the Fault-Trees and FMEA based quality evaluation. The model presented in this work supports the Papadopoulos et al. approach by understanding the two phases as two transformation operators. The architecture candidate can be used to capture aspects in different abstraction levels. Hence, component selection becomes one transformation operator and secondly, the redundancy allocation. The objectives of optimisation in the two phases comply with the quality attribute entity and quality evaluation model instances can be created for Fault tree and FMEA models. Hence, the high-level model is inspired by and is compatible with the approach presented by Papadopoulos et al.

- Fredriksson et al. [159] have presented an optimisation methodology for the allocation of components to real-time tasks minimising resource usage while satisfying real-time properties. Worst-case execution times (WCET) are computed using the properties of tasks and components. The authors presented a component-based development framework called SAVEComp [160], which supports designing safety-critical embedded systems. In SAVEComp, components and interfaces are defined in a restrictive manner enabling their composition to satisfy functional and non-functional goals. The approach considers models at both design-time and run-time, and integrates model-based quality evaluation and quality verification. In comparison, the SCOUT approach lies at a higher level of modelling, and components and tasks can be seen as reali-
sations of architectural elements. WCET and other non-functional goals are represented by the quality attribute abstraction. Hence, the model presented in this chapter has been able to cater for optimising the SAVEComp models.

- Pimentel et al. [325] has introduced a framework called SESAME for the exploration of the embedded system’s architecture design space. The framework supports architecture design on multiple abstraction levels. SESAME allows for the use of both analytical and simulation methods for the architecture-based quality evaluation, with a specific focus on performance attributes. The optimisation problem has been modelled as a mapping of components, and connections to a platform model. Design space exploration on multiple abstraction levels is carried out by employing third-party optimisation engines. In comparison with SESAME, the presented approach shares the same goals in terms of different architecture decisions. The presented high-level model supports different quality goals and interface to optimisation algorithms. In addition to the support for third party optimisation algorithms, the framework given in this chapter also has tailored three stochastic algorithms into the high-level framework.

- In his PhD thesis, Bondarev [64] formulates an abstract model for architecture optimisation of embedded real-time systems. He defines high-level entities for architecture, quality attribute, quality attribute analyser etc. and formulates relationships among them. The abstract model is then adopted for the description of his novel performance optimisation framework. However, due to the different focus in the work, the abstract model has not explicitly included many important relationships in entities such as architecture, probabilistic quality evaluation models, input parameters and design decisions which require consideration in robust architecture optimisation with stochastic algorithms. Therefore, sharing similar goals with Bondarev, this work has chosen the latest international standard as the starting point of the model, and leveraged architecture optimisation-related entities followed by integration of concepts
related to uncertainty analysis.

- Grunske [189] presented a generic framework for early quality prediction in designing component-based embedded systems. The framework is formulated based on a comprehensive study on architecture based quality evaluation methods, and abstracts the common aspects between different approaches. The framework consists of four elements, i.e. 1) Encapsulated Evaluation Models, 2) Operational /usage profile, 3) Composition Algorithms and 4) Evaluation Algorithms. The combination of these four elements enables the construction of a complete probabilistic model of a quality attribute of interest, which is then used for the quantitative evaluation of the attribute. The quality evaluation model in the framework presented in this chapter can be regarded as a high level composite of the all four elements presented by Grunske [189].

- Koziolek et al. [235] proposed to integrate design space exploration into component-based software engineering. The original work focused on optimising software architectures modelled with Palladio Component Model (PCM) [44, 45] which provides modelling and evaluation support for software components, component assembly, allocation of components to resource platform as well as usage. In more recent work, Koziolek et al. [236] conceptualised the architecture optimisation on a higher level, and formulated a generic framework for architecture optimisation of component-based systems (CBS). In this meta-model, possible alterations to the CBS architectures are identified as degrees of freedom. A flexible and extensible formulation was presented which can be used for the design space exploration of any CBS model, for any number of quality properties and an arbitrary number of degrees of freedom. Sharing similar objectives in terms of architecture optimisation, the SCOUT approach is aimed at supporting multiple design decisions and multiple quality attributes together with uncertainty involved in architecture optimisation. Hence, the model of this work relaxes the dependency on any component model, and formulates a model of conceptual entities involved in
architecture optimisation of software-intensive systems using the collective knowledge extracted from numerous related work. Therefore, the SCOUT’s high-level model devises framework for robust optimisation while taking the inspiration from PCM.

The high-level model presented earlier in this chapter complies with all the approaches discussed before. Specific aspects addressed in each of these approaches can be seen as instances of *architecture candidate*, *transformation operator*, *quality attribute*, *quality evaluation model* and *constraint* entities. In addition, different approaches use different optimisation techniques. However, none of these approaches consider the uncertainty in the input parameters. They are based on the assumption that the input parameters of the architecture optimisation problem are given as point estimates or are not uncertain. Hence, while being able to capture the diverse aspects covered in the above meta-approaches, this approach is able to cater for uncertainties in the input parameters. In contrast to the existing modelling frameworks, this work has integrated the uncertainty-related entities into a high-level model derived from the essence of the existing approaches. Furthermore, the compatibility with the latest ISO standard has been ensured, and used it as the foundation of the model.

Another orthogonal classification criterion of architecture optimisation is the optimisation strategy which ranges from exact methods like linear programming [51, 264] to heuristic algorithms and metaheuristics like evolutionary algorithms [304], tabu search [242] and ant colony optimisation [259]. A summary has been presented in Table 2.3. However, architecture optimisation problems are NP-hard [110] and the appropriate use of transformation operators and optimisation techniques have been highlighted as the key challenges, especially when multiple objectives are considered. Considering the performance and effectiveness of the different algorithms in architecture optimisation problems, this work has adapted several stochastic algorithms to allow for robust optimisation. The specific components that allow for the robust optimisation as described in Section 6.2 are in a high-level, and therefore,
applicable across many problems and application domains.

6.5.2 Optimisation under Uncertainty

Robust optimisation and optimisation with uncertain parameters has been an active research area in the last years, especially in engineering domains such as mechanical engineering [132] and antenna design [127]. The term robust optimisation refers to the process of obtaining optimal designs taking the factors of uncertainty into account [55]. Good surveys can be found in Beyer et al. [55], Ben-Tal et al. [46]. The robustness can be categorised with respect to the following aspects of uncertainty [55],

- Type A: changing environment and operating conditions
- Type B: realisation of design parameters
- Type C: uncertainties of system output (correctness of the models)
- Type D: feasibility uncertainties (imprecision of the design goals)

In addition to the application of conventional optimisation concepts, robust optimisation considers at least one of the aforementioned notions of uncertainty in the optimisation process. Apart from the work presented in this thesis that deals with Type A uncertainties, only a few approaches can be found in the software engineering research literature that consider parameter uncertainties into the optimisation.

Coit et al. [94] presented an optimisation approach for the redundancy allocation problem with uncertainty, using analytical means to deal with the estimates. In this approach, the mean and variance of reliability estimates of components are analytically propagated to the mean and variance of the of system reliability. A genetic algorithm is then used to optimise the two objectives, i.e. the mean and variance of system reliability. Wattanapongskorn et al. [405] have extended the scope of the redundancy allocation to both hardware and software, but they also take an analytical approach. Instead of an analytic approach, the SCOUT approach follows the direction of Marseguerra et al. [274] using Monte Carlo simulations to achieve better scalability [179]. Furthermore, the above-mentioned approaches consider the
mean and variance of one quality attribute as two objectives, thus they increase the dimensionality of the problem. This increased dimensionality makes it harder to interpret the results and select a design alternative.

In this context, the SCOUT approach has integrated uncertainty to be considered with multiple optimisation goals. In contrast to optimising the mean and variance of the same objective as conflicting goals, the SCOUT approach proposes to use flexible percentiles of quality attributes as objectives, which overcomes the dimensionality issue by keeping the number of objectives low while incorporating the support for diverse levels of tolerance. SCOUT accommodates diverse sources and characteristics of uncertainty in input parameters without limiting to assumptions on distributions. Complementary to the robust optimisation approaches which assume optimisation goals as linear mathematical functions of input parameters, the SCOUT approach provides the support for mathematically complex probabilistic models with possibly multiple conflicting goals. Rather than using a problem-specific algorithm to solve a specific architecture optimisation problem, the SCOUT approach has taken a generic modelling approach which can accommodate suitable stochastic algorithm for robust optimisation. In response to refined research question RQ 2.3, three prominent optimisation algorithms have been successfully adopted to the framework.

6.6 Summary and Conclusions

This chapter presents the optimisation aspect of the SCOUT approach that develops a framework for robust architecture optimisation with respect to uncertainties in the input parameters of the reliability evaluation models. In order to pursue an architecture optimisation approach which can perform under uncertainty, the SCOUT approach first formulates a high-level model for the architecture optimisation and entities related to parameter uncertainties. The model is devised based on a common understanding extracted from prevalent architecture optimisation approaches. The new contributions of the previous chapter on specification, evaluation and automated quantification of uncertainty related aspects are integrated into the high-level
model. Stochastic optimisation algorithms have shown profound success in NP-hard and combinatorial design space exploration problems in software engineering. The integration of three widespread stochastic optimisation algorithms into the devised model is presented, leading to a high-level framework for architecture optimisation under uncertainty.

Evidence can be collected from related literature towards the validity of the framework and the integration of optimisation algorithms. A derivative modelling approach is taken with a focus on justification in each step. The abstract model presented in ISO 42010 international standard is used as the starting point in systematically devising a high-level model to capture architecture optimisation related aspects. The validity of the model is also justified by bringing into the context of prominent modelling approaches that address specific aspects in the domain. The new model’s ability to cater for the requirements in those modelling frameworks is discussed in order to pursue the uncertainty integration in the approach as a generic extension to the current methods. Finally, the applicability of the framework to a broader setting and its contribution in addressing the research questions listed earlier is justified with a detailed comparison with prevailing approaches. The following chapter continues the presentation of the overall validity approach including the implementation of the approach, application on the automotive case study and extended experiments on a series of problem instances in different architecture optimisation problems.
Chapter 7

Experimental Evaluation

Having described the theoretical concepts that contribute to the robust optimisation approach in the previous chapters, this chapter presents the implementation and validation of the overall SCOUT approach. The chapter is organised into three sections. The first part of the chapter briefly introduces the implementation of the approach, followed by an application of the robust optimisation method to the automotive ABS/ACC deployment architecture optimisation problem. Results produced for the case study by the new approach are discussed illustrating the extended decision support. In the third section, we conduct a series of experiments investigating various aspects of the overall research question.

7.1 ArcheOpterix Framework

Design and development of today’s embedded systems is a complex and time-consuming task. This requires powerful computer aided tools and automated decision support. Industry standard tools such as Rational Rose, ARTiSAN and LinuxLink are already used in practice to assist the architects. However, in the context where the task is to find architecture alternatives which rank highly on the scale of conflicting quality goals, the design space exploration adds further complexity to the problem in focus. As it has already been presented in Chapter 2, the architecture
optimisation of embedded systems has many dimensions to consider while being a complex problem. The candidate designs have to justify the requirements applicable the software architecture as well as the hardware topology. Different types of problems have to be solved such as the deployment of software components to a hardware platform, allocating redundancies for software and hardware elements, selecting components from a repository of different alternatives. Many of these problems have proven to be NP-hard problems, making the automated design space exploration a crucial requirement. Being motivated with the results obtained from the systematic literature review on architecture optimisation methods, we have developed a tool and a framework called ArcheOpterix which aims to help software architects with this difficult task. This section presents the framework and the implementation of ArcheOpterix.

7.1.1 Technical Details

The ArcheOpterix tool provides a generic platform which can be used to specify, evaluate and optimise the architecture of component-based software systems. The framework is based on the high-level model introduced in Chapter 6. The architecture of the framework is presented in Figure 7.1 which has a modular structure, with an entry module responsible for interpreting and extracting a system description from a specification, recognising standard elements like components, services, processors, buses, etc., specified in ADL like AADL or XML. It is possible to plug in different quality function evaluators, constraint validators and optimisation algorithms, making the tool a flexible and customisable for multi-criteria quality optimisation of embedded systems. The general features of the tool are listed below followed by descriptions of its main elements.

The ArcheOpterix tool is implemented as a Java library. It consists of a command line functionality to support batch execution and script-based invocations. Eclipse [382] wrapper of the tool provides a graphical user interface, and can be directly used as a plug-in for the Open Source AADL Tool Environment OSATE [146].
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Specification Parser

Architecture optimisation of component-based software systems originates in a context of defined elements of interest in a candidate architecture and a possible set of changes which can be applied to them. Hence, the input for an architecture optimisation is the specification of candidate elements of the architecture. This includes entities such as software components, electronic control units, bus systems and component interactions, along with parameters annotated to these entities. In practice, this input information is often given using an architecture description language like AADL. To provide the flexibility to use different input ADLs, the ArcheOpterix framework defines an interface where a ADL-specific parser can be integrated. The interface is abstractly defined and different specification languages can be plugged in by implementing the corresponding parser to extract architectural elements and element parameters according to the high-level model presented in Figure 6.2. The
tool currently contains built-in parsers for AADL, XML and textural specifications.

One important extension in this parser is that it integrates the specification of uncertain parameters described earlier in the thesis. The extended ArcheOpterix parser provides an interface for extracting information from architecture elements and annotations. Annotations to the architecture elements can be numbers, character strings as well as a probability density function or probability mass function. Furthermore, the parameter annotations can also be an array (or list) of any data type.

In addition to the extraction of relevant information for optimisation, ArcheOpterix also provides the feature of transforming the produced solutions back into an application domain as AADL specifications or XML. For example, if the tool has been used for optimising deployment architectures, the output will be a set of AADL specifications with deployment relevant code.

ArcheOpterix Core

The core of the ArcheOpterix framework governs the preliminary control flow of the tool, integrating the functions implemented in the interfaces. Besides the execution governance of the tool, the core also acts as a central repository of the framework. The information extracted from the parser interface is kept in abstract data structures so that the modules implementing the interfaces can access as required. For example, evaluation of reliability of a deployment architecture requires information such as hardware failure rates, transition probabilities and failure data associated with algorithmic software components. This data is given as the annotations to the corresponding entities, and kept in the ArcheOpterix core such that a reliability evaluation module can query the required parameters.
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Architecture Transformation Operators Interface

The optimisation of embedded systems involves making changes in a defined set of design decisions and search for better alternative architectures. These possible changes to an architecture is called architecture transformation operators [64, 186, 216]. To support various transformation operators, the Archeopterix framework provides an abstract interface. An implementation of this interface will be given a set of initial architectures as an input and returns one or more architectures. This many-to-many relationship in the transformation operators also reflects the characteristics that have been explained in the high-level model in Chapter 6. For example, when two deployment architectures are given as the input, swapping certain allocations of software components results in two new deployment architectures. However, the transformation operator can also be unary, for instance the change of a parameter in a given architecture. The framework also leaves the flexibility to use suitable solution representations to support these operators. The current implementation contains several representations of component deployment, redundancy allocation, scheduling and component selection operators. The concrete implementations of these operators have been conducted in relation to specific problems. For example, in the context of deployment architecture optimisation, solution representation is selected as an array containing the processor allocation of each software component, and deployment change is implemented as a change of allocation value in the array. Possible implementations of transformation operators are further illustrated in the experiments to follow.

Architecture Quality Evaluation Interface

In an automated architecture optimisation, it is essential to quantify the quality of individual candidates. The desired quality can be defined in terms of multiple attributes such as reliabilities of different services, performance metrics, energy consumption, cost and scheduling length. As also discussed in the background
chapter, architecture-based evaluation of these quality attributes require the use of probabilistic models. A multitude of models have been developed for specific quality attributes and quality metrics, for instance the DTMC-based reliability model to compute service reliability. To support diverse quality attributes and quality models, the ArcheOpterix framework provides an abstract interface with \texttt{Evaluate(Architecture, Problem)} and returns a data structure of \texttt{Attribute.}

The implementation of the quality evaluation model and computation can be implemented as an extended module, specific to the quality attribute. During the evaluation of an architecture, the required information on input entities can be queried from the ArcheOpterix core via the \texttt{problem} object. We have already implemented and used many quality attributes and evaluation models including the following. For further details, please refer to our related publications cited below.

- service reliability [289, 291]
- response time [287]
- data communication overhead [6, 7, 8]
- cost [287]
- data transmission reliability [6, 7, 8]
- energy consumption [288]
- scheduling length [300]

An important aspect of this model is the integration of architecture evaluation under uncertainty, which we have presented in a prior chapter. We have provided the ability to incorporate probability distributions into the annotations, and the quality evaluation model is capable of identifying the uncertain parameters associated with the probabilistic model. In order to quantify the quality attribute (e.g. service reliability) with a desired tolerance against uncertainty, the new evaluation method presented in Chapter 5 will be used. The Monte Carlo simulation and Dynamic Stopping Criterion have been implemented as separate modules where quality evaluation modules can be used wherever required.
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Architecture Constraint Validation Interface

In the design of embedded systems architecture, it is often necessary to satisfy numerous constraints. In the process of the search for better architecture alternatives, these constraints have to be checked before reporting a solution as a candidate. Certain constraints are related to specific elements in the architecture (e.g. localisation constraints) where as some require information on the overall architecture (e.g. safety constraints) to check satisfaction. The architecture constraint validation interface in the ArcheOpterix provides a generic means to specify and check the validity of architectural constraints. A Constraint is treated as a criterion to be checked for a given architecture, and the validation can be implemented in external modules. For example, in an embedded software deployment problem, primary and redundant software components should not be deployed to the same hardware. This can be specified as a collocation constraint (please refer to Chapter 2) and checking is implemented in collocation validation module. This interface is also useful in implementing constraint handling mechanisms. The validate method can be used for prohibit/death penalty strategy where as the quantify violations method caters for implementing penalty strategies. Appropriate solution repair mechanisms can be implemented using the problem-specific knowledge and solution representation. The current implementations of the tool contains constraint validation modules including the following where references are made for our related publications;

- localisation [6,7,8,289,300]
- collocation [6,7,289,300]
- memory [6,7,8,289,300]
- redundancy levels [287,288]

Another specific characteristic of constraint management in ArcheOpterix is the possibility of having built-in constraints in the transformation operators. It can be more efficient and meaningful to check and ensure the validity of certain constraints in the application of decision changes. For example, if a software component has to communicate with a specific sensor, the access to that sensor can be checked before deploying that component into a processing hardware unit. This feature can be
embedded into change deployment operator, hence not requiring an explicit checking as a constraint. To support this facility, the constraint validation interface also provide a method to dynamically enable or disable specific constraints depending on the problem in focus.

**Optimisation Algorithm Interface**

A key contribution of ArcheOpterix is to enable the use of sophisticated algorithms which are abstract and domain independent by nature, for the purpose of architecture optimisation. The *Architecture Optimisation Interface* (AOI) of the framework is the link to cater for this purpose, coupling architecture evaluation with abstract optimisation algorithms. Knowledge of the application context and the system attributes are hidden from the algorithms with the AOI by enforcing two generic functions to communicate with; namely *Evaluate* and *Validate*. The interface is implemented with a standard Strategy design pattern [162] and therefore different algorithmic optimisation strategies can be linked with the framework by plugging them into the AOI. However, as the central repository is accessible to the optimisation algorithm, it also provides the freedom to use any problem specific characteristics. Consequently, the ArcheOpterix AOI supports black-box metaheuristics as well as problem specific heuristics or exact methods. Different algorithms may achieve optimisation using their own approaches. However, all algorithms have to check whether the newly generated architecture is valid with respect to its constraints and fulfils its quality requirements. To achieve these two objectives, AOI communicates with the ArcheOpterix core using the two generic functions mentioned earlier. The output will be a set of architectures that can be optimal, near-optimal, Pareto optimal or near-Pareto optimal depending on the optimisation technique. For instance, if only one objective is used and an exact method is implemented for optimisation, an optimal architecture will be produced where as when a metaheuristic (*e.g.* NSGA) is applied with multiple objective, a (near-) Pareto optimal set of candidates will be found. The following algorithms have already been implemented and available
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to use. For further details, please refer to our related publications cited below.

- Multi-Objective Genetic Algorithm (MOGA) [6, 7, 289]
- Non-dominated Sorting Genetic Algorithm (NSGA-II) [9, 288, 291, 300]
- Pareto Ant Colony Algorithm (P-ACO) [7, 287]
- Simulated Annealing (SA)
- Hill Climbing
- Bayesian Heuristic for Component Deployment Optimisation (BHCDO) [8]
- Random Search Algorithm [291]
- Brute-Force Algorithms [291]

7.1.2 Maturity and Availability

The source code and binary distribution of ArcheOpterix is available here: http://mercury.it.swin.edu.au/g_archeopterix/. The current distribution of the tool consists of a set of solutions representations, architecture design problems, architecture-based quality evaluation models, constraint validation models and optimisation algorithms listed in this chapter. The description of the tool accompanied with examples, case studies, a user guide and a development guide for the use of the tool as a library. The problem files of the case study and experiments presented in the thesis can also be found in the web site.

7.1.3 Comparison to Related Tools and Frameworks

A considerable number of tools have been developed over the past decade to provide support in finding optimal and near-optimal architectures with respect to different non-functional attributes. In this section, the ArcheOpterix tool is compared with the tools that are publicly available for architecture optimisation.

ArcheOpterix shares similar goals with the optimisation frameworks such as DeSi [296], ArchE [31, 121], DAnCE [118] and the RACE [355]. The DeSi tool, developed by Mikic-Rakic et al. [296] presents a tailorable environment for specification, manipulation, visualisation and attribute evaluation of deployment architec-
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tures. The tool has been developed as a stand-alone Eclipse application and allows run-time deployment optimisation via monitoring of live systems. The tool is very mature, but has a limited focus on constrained deployment problems and requires model specifications in a special format. ArcheOpterix currently implements similar analysis capabilities; however the scope of ArcheOpterix extends the coverage of use in context of architecture optimisation beyond deployment decision making. Furthermore, ArcheOpterix incorporates the use of complex probabilistic models for quality evaluation as well as diversity of optimisation algorithms in contrast to DeSi. The ArchE tool [31] is a design assistant that helps software architects to make decisions with respect to relevant quality attributes. ArchE contains a rule-based expert systems that search the design space with reasoning frameworks. Each reasoning framework supports one quality domain and currently a reasoning framework is implemented for modifiability [31]. To allow the support of other quality domains ArchE provides a well defined interface to generate reasoning frameworks for other quality attributes [121] as well. The RACE framework presented by Shankaran et al. [355] and the DAnCE implementation by Deng et al. [118] addresses the needs of deployment decisions at real-time. Both these approaches have been found successful in industry, but limitations exist for the applicability for design-time architecture optimisation domain. They require implementations of specific system models with limited flexibility to the changes in architecture, and lack of support for complex probabilistic model analysis. Becker et al. [44,45] has introduced a new meta-model for component-based software engineering, called Palladio Component Model (PCM). PCM consists of modelling support for software components, component assembly, allocation of components to resource platform as well as usage. The dependencies are resolved in the scope of architecture where the complete assembly is considered. However, the current implementation of PCM is aimed at the design-time evaluation of component-based systems rather than finding optimal design candidates. In his PhD thesis, Bondarev [64] presents CARAET toolkit for design-time performance analysis and performance optimisation using third party
optimisation tools. All these tools provide comparable capabilities to ArcheOpterix. However, these tools need specialised formats for the input architectures and its quality annotations. Often these input formats are very restricted to specific quality attribute in focus. In contrast, ArcheOpterix defines an abstract interface to extract annotations of architectural elements in the high-level model depicted in Figure 6.2 and supports established architecture description languages including AADL.

The ArcheOpterix tooling framework can also be compared with validation techniques used in certain research contributions. Most of these approaches have also been implemented as tools, however they are either only for demonstration and experiment purposes or they are not available to the public. Papadopoulos and Grante [316] provide a novel technique for safety and reliability analysis in automotive software. Their approach consists of system modelling in Matlab Simulink [383], the approach combines fault tree analysis and genetic algorithms to support the decisions of “whether” and “when” redundancies are needed. Being able to link the system with Matlab Simulink, they provide the opportunity for standard analysis capabilities. ArcheOpterix gains a similar advantage from the modelling perspective by using the standard ADL or XML. Since our tool offers the attribute evaluation module in the same tool, the presented approach extends the [316] work from a semi-automated process into one integrated, automated process.

Fredriksson et al. [159] present a framework for allocating components to real-time tasks, focusing on minimising the resource usage such as CPU time and memory. A model is given using components and tasks, and formulations are provided to derive memory consumption, CPU overhead for task deployment. The approach uses existing scheduling and optimisation algorithms with real-time analysis to ensure feasible allocation. This approach has been specifically tailored for a domain and a problem, where as the abstract ArcheOpterix framework provides similar capabilities in addition to the applicability of broader range of problems in the context of architecture optimisation in embedded systems.

Deployment architecture decision making for highly constrained environments
has been addressed by Kichkalyo et al. [230]. Their approach is to use AI planning techniques to find a feasible solution. The formalised general model of a Component Placement Problem (CPP) has been analysed by their Sekitei algorithm. A major novelty of ArcheOpterix in relation to [159,230] is the ability to provide a set of non-dominated solutions instead of obtaining one single feasible solution, which is common to optimisation approaches that use a weighted sum function to translate a multi-objective optimisation problem into one with a single objective. Furthermore, ArcheOpterix’s optimisation framework is applicable to architecture design problems other than component deployment in the above two approaches.
7.2 Example Application of the SCOUT Approach

This section demonstrates how the SCOUT approach can be applied on the automotive deployment architecture optimisation problem described in Chapter 3. The use of high-level modelling framework to model the specific problem is illustrated first followed by a discussion on the extended decision support given in the results of the new method.

7.2.1 Mapping the Problem to the High-level Model

The robust optimisation framework presented in this chapter has been applied to the deployment architecture design problem for the automotive subsystems ABS and ACC described in Chapter 3. According to the description of SCOUT’s high-level model, the abstract entities can be mapped to the concrete problem-related elements as follows.

- **Candidate Architecture**
  Since the architectural decision of the considered automotive problem is deployment, the candidate architecture abstraction can be mapped to a deployment representation with all other architectural aspects fixed. A deployment architecture candidate is encoded into an array of atomic deployment decisions. Each element in the array represents an allocation of a component $c_i \in C$ to an ECU $u_j = d(c_i) \in U$.

- **Architectural Elements**
  Four types of architectural elements are involved in this case study. On the software level, software components and inter-component interactions are architectural elements. ECUs and network connections (ECU to ECU using buses) are hardware level manifestations of architectural elements.
• **Parameters**

Parameters of the respective architectural elements reflect the concept of element parameters. With the SCOUT approach, it is possible to specify parameter-related uncertainties. The following parameters and the respective uncertainties are considered during the robust optimisation process;

- $fr$: Failure rate of ECUs and buses, which are annotated as beta distributions with the same mean values as shown in Table 3.1.

- $q_0, p$: Execution initialization probability and transition probabilities, which are annotated as normal distributions with the same mean as shown in Table 3.1 and with 0.01 variance. The complete parameter specification including their uncertainty aspects for the case study is given in Table 7.1.

• **Quality Attributes**

The goal of the multi-objective optimisation problem in the case study is to find the approximate set of component deployment solutions that represent a robust trade-off between the conflicting objectives in $Q: A \rightarrow \mathbb{R}^2$, i.e. the reliabilities of the ABS and ACC services. For reliability evaluation from the architecture, the same DTMC-based reliability model is used as described in Chapter 3.

• **Constraints**

Constraints in the deployment optimisation problem reflect criteria for the feasibility of a deployment. Two constraints are used in this case study.

- Memory: the memory requirement for all software components allocated to an ECU should not exceed its capacity ($cp$).
- Localisation: Software components 2, 6, 7 can only be deployed to ECUs
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which have access to LIN bus 1, and components 4 and 5 require access to LIN bus 2.

Death-penalty strategy is used as a constraint handling technique, where newly generated solutions with constraint violations are disregarded and prohibited from including into the population.

- Robust Metric
  This entity of the high-level model is mapped to the desired level of tolerance in the produced solutions to uncertainty in input parameters. In this case study, the objectives of the robust optimisation have been fixed to the \(5^{th}\) percentile which indicates 95% confidence level in the reliabilities of each service. The uncertainty analyser has configured with window size \((k) = 10\) and threshold error \((w_r) = 0.05\).

- Transformation Operators
  In the context of deployment architecture optimisation, the transformation operators refer to possible changes to the candidate deployment architecture. These changes can be mapped to the operators of the optimisation algorithm in use. According to the adoption of three optimisation algorithms to the framework as presented in Chapter 6, deployment changes can be realised differently in each solution representation. This illustration uses two transformation operator mappings to NSGA-II operators. The NSGA-II operators crossover and mutation can be mapped into deployment changes as follows.

  \textit{Crossover} is defined as a recombination of two deployment alternatives \(d_i = [u_{i1}, u_{i2}, \ldots, u_{in}]\) and \(d_j = [u_{j1}, u_{j2}, \ldots, u_{jn}]\) in generating a new deployment solution, \(i.e.\) for a random \(k: d_i' = [u_{i1}, \ldots, u_{ik-1}, u_{jk}, \ldots, u_{jn}]\) and \(d_j' = [u_{j1}, \ldots, u_{jk-1}, u_{ik}, \ldots, u_{in}]\).

  \textit{Mutation} produces a new solution \(d_i'\) from existing \(d_i\) by switching the atomic deployment of two components, \(i.e.\) for randomly selected \(k,l: d_i' = [u_{i1}, \ldots, u_{il}, \ldots, u_{ik}, \ldots, u_{in}]\) while the original is \(d_i = [u_{i1}, \ldots, u_{ik}, \ldots, u_{il}, \ldots, u_{in}]\).
Table 7.1: Parameter specification with uncertainty for ABS and ACC case study

7.2.2 Results of Robust Optimisation

As a motivation for the robust optimisation approach, Chapter 3 first presented the solutions obtained from a conventional optimisation technique. It could be recalled that the solutions obtained using state-of-the-art point estimate-based methods lack the decision support w.r.t. the uncertainties in the input parameters. In Figure 3.3 the results indicate that the reliabilities of the solutions obtained from conventional point-estimate-based techniques become significantly different when failure rates of some ECUs increased by only 5 times. However, the failure rates are estimated under uncertainty, and they can vary by a factor up to 40 times and other parameters such as usage profile can also be different from the estimates. Consequently, the actual service reliabilities of those solutions could be even worse. In contrast, with the SCOUT approach, the uncertainty associated with many parameters including ECU failure rates has been incorporated into the parameter specification as presented in Table 7.1.
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Figure 7.2: Comparison of reliabilities of the solutions obtained from robust optimisation and their values in considered actual conditions

<table>
<thead>
<tr>
<th>Solution</th>
<th>Reliability of ABS</th>
<th>Reliability of ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu$</td>
<td>$\sigma^2$</td>
</tr>
<tr>
<td>1</td>
<td>0.999832</td>
<td>1.6 \cdot 10^{-8}</td>
</tr>
<tr>
<td>2</td>
<td>0.999871</td>
<td>7.7 \cdot 10^{-9}</td>
</tr>
<tr>
<td>3</td>
<td>0.999872</td>
<td>7.8 \cdot 10^{-9}</td>
</tr>
<tr>
<td>4</td>
<td>0.999841</td>
<td>1.1 \cdot 10^{-8}</td>
</tr>
<tr>
<td>5</td>
<td>0.999958</td>
<td>6.1 \cdot 10^{-10}</td>
</tr>
<tr>
<td>6</td>
<td>0.999960</td>
<td>5.8 \cdot 10^{-10}</td>
</tr>
<tr>
<td>7</td>
<td>0.999986</td>
<td>2.8 \cdot 10^{-11}</td>
</tr>
<tr>
<td>8</td>
<td>0.999986</td>
<td>2.9 \cdot 10^{-11}</td>
</tr>
<tr>
<td>9</td>
<td>0.999986</td>
<td>2.8 \cdot 10^{-11}</td>
</tr>
</tbody>
</table>

Table 7.2: Accuracy of robustness in the solutions obtained from the new method

The new robust optimisation approach with the NSGA-II algorithm has been executed on the given configurations, and the obtained solutions are analysed w.r.t. the uncertain input parameters. The dashed line in Figure 7.2 depicts the 95% confidence estimates of the reliabilities of non-dominated robust solutions obtained from the method. In order to compare them with the results obtained from the
conventional point-estimate-based optimisation, the same variation as described in Section 3.4 (i.e. increase of the failure rates of ECU0,1,2 by 5 times) has been applied to the solutions obtained from the robust optimisation. The points depicted with circles in Figure 7.2 represent the updated reliability values if higher ECU failure rates are observed in actual conditions. It is evident that none of the solutions under-performs their predicted bounds in the robust optimisation, whereas in the conventional evaluation results, the actual values differ significantly from the predicted reliabilities (Figure 3.3). The lack of robustness in the solutions obtained from existing methods is due to the fact that their optimisation process is based on point estimated parameters and does not have the ability to consider different levels of tolerance.

Figure 7.3 illustrates the deployment details of one solution produced by the robust optimisation. The solution satisfies the given deployment constraints (i.e. memory and localisation) and indicates reliability values of 0.999597 and 0.999946 for ABS and ACC services respectively, with 95% confidence of immunity under uncertainties in the given input parameters. In order to test the robustness of the solutions produced by the method presented in this work, an experiment was conducted investigating the placement of robust reliability value (percentile) in their
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Figure 7.4: Histogram of an objective (Reliability of ACC for solution 1) constructed from MC runs.

The actual distribution of reliability of a solution is approximated by constructing the histogram from reliability values for a large number of random samples taken from the input parameter distributions (Law of Large Numbers). Figure 7.4 depicts the histogram that corresponds to the service reliability of the above solution, obtained from the random variations of input parameters. Table 7.2 further illustrates the accuracy of the use of the 95% confidence value as the robust objective in the optimisation process. The mean and variance obtained from 10,000 random cases in the robust solutions are compared with the 95% confidence reliability value provided at robust optimisation. When large numbers of samples are taken, the mean of the distribution can be assumed as normal (Central Limit Theorem), and hence the 95% confidence interval of a variable can be computed from $\mu \pm \frac{1.96\sigma}{\sqrt{n}}$ [299]. As a robustness test of the architecture solutions, we compare the 95% confidence estimate provided from the robust optimisation with the lower bound of the confidence interval. From the statistics of the 10,000 random tests, satisfaction of the relationship

$$\mu - \frac{1.96\sigma}{\sqrt{n}} > 95\% \text{ Conf. value}$$
for all solutions indicates that the solutions obtained from the presented robust optimisation approach are capable of tolerating the uncertainty.

Overall, the new robust optimisation approach has been able to include and use uncertain information available with regards to the architecture optimisation problem in focus. The approach has provided a set of solutions whose reliabilities are robust w.r.t. the uncertainty associated with the input parameters. The architect is given the flexibility to specify uncertain input parameters, and level of required tolerance against the uncertainty. The new deployment architectures produced from new approach includes additional decision support with (near-) optimality and a confidence on robustness of the solutions, which has not been possible with the conventional architecture optimisation methods. This example application provides evidence that the SCOUT approach has been able to answer the architecture-based reliability evaluation aspect (RQ 1) as well as the modelling and optimisation aspects (RQ 2) of the research problem in the context of the case study.
7.3 Experiments

The building blocks of the robust optimisation have been presented in the previous chapters. Each chapter contains confined evidence on the validity of the corresponding aspects of the contribution. The overall applicability of the SCOUT approach has been explained and illustrated with the case study of automotive ABS/ACC system. Supplementing to the validations presented before, this section further investigates various aspects of the overall contribution towards addressing the research questions formulated in Chapter 4.

7.3.1 Evaluation Criteria

From the point of view of the software engineering research problem formulation presented in Chapter 4, the case study can be considered as only one instance of the architecture optimisation problem. Even though the case study experiments have shown that the proposed approach provides good solutions to the specific problem instance, the scope of the research questions requires investigating whether consistent results can be obtained for problems with different settings and characteristics than the case study. Studies on software engineering research methods confirm that an evaluation of the proposed solution is an accepted form of validation for the method or means of development type research settings which provide procedure or technique [362,363] solutions. This section presents an evaluation of the SCOUT approach using experiments on a series of systematically designed problem instances. The following evaluation criteria are formulated to evaluate the SCOUT approach in addressing the corresponding research questions.

EC 1. Application to the case study has shown that the SCOUT approach is capable of including the uncertain parameters in a specific problem instance. However, the nature of uncertainty associated with different parameters of software architecture can be heterogeneous. One criterion considered in designing the experiments is to provide evidence of the SCOUT approach’s ability to capture various uncertain characteristics codified in RQ 1.1.
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EC 2. The research question of architecture-based reliability evaluation under uncertainty in model parameters is formulated as RQ 1.2. This work presents a method for reliability model evaluation which utilises quantitative metrics for finding candidate architectures which can tolerate possible variations of input parameters. Hence, the experiments are designed to investigate whether the solutions produced by the SCOUT approach are able to tolerate various uncertain conditions without violating the predicted quality.

EC 3. The ability of a candidate architecture to tolerate input parameter uncertainty is treated differently in different application domains. The SCOUT approach proposes to include the notion of immunity to uncertain parameters into quality goals, and provides support to use statistical indecisive of conventional quality metrics, particularly percentiles of reliability. This evaluation criterion seeks the validity of the proposed solution in addressing RQ 1.3.

EC 4. The modelling aspect of the overall research goal has been formulated as RQ 2.1. The experiments on the case study have illustrated an application of the approach to solve a deployment problem. Based on RQ 2.1, this evaluation criterion investigates whether the proposed solution has been able to cater for various aspects involved in architecture optimisation including design problems other than deployment.

EC 5. RQ 2.2 has formulated the question of providing the ability to use different stochastic optimisation algorithms in the context of designing software-intensive systems for search of solutions which gives better trade-offs in terms of quality while being robust to uncertainties in the input parameters. The SCOUT has presented a high-level modelling framework and adaptation of three stochastic optimisation algorithms. This evaluation criterion pursues experimental evidence to support the validity of the solution in addressing RQ 2.2.
EC 6. The overall SCOUT approach presents a method to architecture optimisation under uncertainty which contains an inner loop for Monte Carlo simulation-based uncertainty analysis in addition to the outer loop of architecture optimisation. It is important to investigate the time complexity of the approach with respect to different architecture optimisation problem sizes and instances. This evaluation criterion is considered to design the experiments with a focus of scalability evaluation of the SCOUT approach.

7.3.2 Experiment Setup

In order to represent diverse characteristics of the architecture optimisation problem with uncertain input parameters, a series of problem instances have been generated as follows.

Problem Types and Instances

In order to illustrate the SCOUT approach’s ability to cater for diversity of architecture optimisation problems, problem instances are included that belong to different types of architecture decisions and optimisation objectives conflicting with reliability. Firstly, a set of deployment problems are considered which follow the same pattern of problem as the automotive ABS/ACC case study. A series of experiments are also conducted with another two types of architecture design problems, namely redundancy allocation and component selection which are widely investigated problems in the literature.

Deployment

The first set of problem instances are created in the form of deployment architecture optimisation problems.

- System Model. The problem definition of the these experiments follows the same, but generalised formulation to the automotive ABS/ACC case study. The
experiment considers the general notion of deployment architecture in software-intensive systems which refers to the allocation of software components to hardware hosts and the assignment of inter-component communications to network links. Let $C = \{c_1, c_2, ..., c_n\}$, $n \in \mathbb{N}$, denote the set of all software components, and $U = \{u_1, u_2, ..., u_m\}$, $m \in \mathbb{N}$ be the set of hardware hosts. A complete deployment of all software components into hosts is denoted $d$, and the set of all possible $d$ is $D = \{d \mid d : C \rightarrow U\}$. Since both $C$ and $U$ are finite, $D$ is also finite.

**Generation of Deployment Problem Instances.** Five problem instances are created with different numbers of hosts and software components to be deployed. The interactions among software components are randomly defined, but the number of connections and nature of the interactions are adjusted to realistic problem settings. The network connections that connect the hosts are also configured randomly.

The sizes and configurations of the problem instances are listed in Table 7.3.

<table>
<thead>
<tr>
<th>Index</th>
<th>Case ID</th>
<th>Components</th>
<th>ECUs</th>
<th>Buses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DEP_H8_C20</td>
<td>20</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>DEP_H16_C40</td>
<td>40</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>DEP_H32_C80</td>
<td>80</td>
<td>32</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>DEP_H64_C160</td>
<td>160</td>
<td>64</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>DEP_H128_C320</td>
<td>320</td>
<td>128</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 7.3: Configurations of deployment problem instances

**Redundancy Allocation**

Software and hardware level redundancy allocation is one of the key techniques used in improving reliability of software-intensive systems. However, adding redundant elements often makes adverse affects to the designed system such as increased cost or energy consumption. Hence, the Redundancy Allocation Problem (RAP) is formulated in the form of finding (near-) optimal set of allocations in terms of reliability and other conflicting objectives, and addressed as a combinatorial multiobjective optimisation problem [245, 246, 386, 387].
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**System Model.** In these experiments, a model of embedded systems is used that is structured into interacting components (system elements), called special purpose microprocessors (MPs). The MPs are treated as self-contained micro-computers along with the software, dedicated to fulfil a specific functionality. They have only one entry and one exit points, and behave the same for each execution (visit of the MP by system control flow). For the redundancy allocation, the hot spare design topology is used with N-Modular Redundancy (NMR) extension [269]. In hot sparing, each component in the system has a number of replicas (possibly zero), all of which are active at the same time, mimicking the execution of the original component. For the purpose of describing the experiments, following paragraphs briefly outline the RAP model.

Let $C = \{c_1, c_2, ..., c_n\}$, $n \in \mathbb{N}$, denote the set of all components (before replication), and $\mathcal{I} = \{1, 2, ..., n\}$ the index set for components in $C$. A complete assignment of the redundancy levels for all the components is denoted $a$, and the set of all possible $a$ is denoted $A = \{a \mid a : C \to L\}$, where $L = \{l \mid 0 \leq l \leq \text{max redundancy}, l \in \mathbb{N}_0\}$ delimits the redundancy level of a component$^1$. Note that, since $C$ and $L$ are finite, $A$ is also finite. A component $c_i$ together with its redundancies form a subsystem $S_i$, which can be uniquely determined by $c_i$.

The interaction among components without replication can be formalised in terms of an absorbing DTMC, where nodes represent system components $c_i \in C$, and transitions represent the transfer of execution from one component to another (together with the probability of the transfer). Equivalently, the system with replication can be formalised as an absorbing DTMC where nodes represent the subsystems (components with their replicas), and the transitions represent the transfer of execution among subsystems. Note that since the replicated links are combined into transitions in the DTMC, the transfer probabilities remain unchanged with respect to redundancy allocation. In both cases, the DTMC represents execution flow of the system (its reaction to an external event), with possibly many execution scenarios.

$^1$The original component is not counted as redundant, hence at least the one is always present in a subsystem.
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(initiated in different nodes of the DTMC, based on the triggering event).

- *Generation of RAP Instances.* A set of redundancy allocation problem instances is generated to represent different scales of the problems in practice. The components are randomly generated symbolising different component characteristics (failure rate, execution initialisation probability, execution time, cost *etc.*) which may be present in the practical problems. The interactions among subsystems are randomly defined, but the number of connections and connection probabilities are adjusted to resemble actual architectures. Four problem instances are created with different number of components as listed in Table 7.4.

<table>
<thead>
<tr>
<th>Index</th>
<th>Case ID</th>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>RA_C20</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>RA_C40</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>RA_C80</td>
<td>80</td>
</tr>
<tr>
<td>4</td>
<td>RA_C160</td>
<td>160</td>
</tr>
</tbody>
</table>

Table 7.4: Configurations of redundancy allocation problem instances

Component Selection

As another variant of practical architecture optimisation problems, a set of experiments are created representing the selection of components from a possible set of alternatives in designing a software-intensive system. *Component Selection* (CS) is one of the key design decisions which have to be made by an architect during the early stages of the design, and may involve both hardware and software. In the software domain, systems can be built by combining different alternative software components which implement similar functionality with different characteristics [104, 280, 304]. The architect has to make decisions on which ones to use, considering non-functional attributes such as reliability, performance as well as other factors like cost.

- *System Model.* For the component selection experiments, a model of a software-intensive system is considered that is structured into interacting tasks, which are dedicated to fulfil a specific functionality of the system. Once a task is triggered,
some processing activity takes place which may produce results, or the output is passed to another task. The task can be implemented in different software components, which are often produced by different development teams or vendors.

Let \( T = \{ t_1, t_2, \ldots, t_n \}, n \in \mathbb{N} \) denote the set of all tasks, and \( I = \{ 1, 2, \ldots, n \} \) the index set for tasks in \( T \). For each task \( t_i \), there is a set of candidate components \( C_i = \{ c_{i1}, c_{i2}, c_{i3}, \ldots, c_{im} \} \), where the number of options \( m \) can be different for different tasks. The selection of components for all tasks is denoted \( s \), and the set of all possible \( s \) is denoted \( S = \{ s \mid s : T \rightarrow O \} \), where \( O = \{ o_i \mid 1 \leq o \leq m_i, o \in \mathbb{N}_0, \forall i \in n \} \). Note that, since \( T \) and \( O \) are finite, \( S \) is also finite.

The interactions among tasks can be formalised in terms of an absorbing DTMC, where the nodes represent tasks \( t_i \in T \), and the transitions symbolise the transfer of execution from one task to another with a probability of transfer. A path from a starting node to an absorbing node in the DTMC represents a single execution trace of the system (its reaction to an external event).

- **Generation of Instances.** Considering the nature of the component selection problem, a series of problem instances are created to represent diverse practical settings. Similar to the deployment and redundancy allocation problem generation, the interactions among tasks are randomly defined, but the number of connections and connection probabilities are adjusted to resemble realistic conditions. Four problem instances are generated with different number of tasks as listed in Table 7.5. Number of components for each task in each of the problem instance is randomly set within the range of \([2, 10]\).

<table>
<thead>
<tr>
<th>Index</th>
<th>Case ID</th>
<th>Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CS_T20</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>CS_T40</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>CS_T80</td>
<td>80</td>
</tr>
<tr>
<td>4</td>
<td>CS_T160</td>
<td>160</td>
</tr>
</tbody>
</table>

Table 7.5: Configurations of component selection problem instances
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Input Parameter Setting

In order to validate the support of the SCOUT framework in integrating diverse sources and characteristics of uncertainty associated with estimated parameters, a set of parameters of the generated problem instances were allowed to take heterogeneous probability distributions. The distributions are restricted to spread only within realistic ranges of the corresponding parameter. As described in Chapter 5, not necessarily all the parameters are subject to uncertainty. Illustrating the ability of the framework to include both variable and fixed parameters in any combination, certain parameters are also allowed to be precise values. All of these parameters are randomly generated within realistic ranges, and configuration on whether they are represented as a distribution or fixed value is also changed in different instances.

- Deployment Problem Instances. Since we follow the same deployment formulation as in the case study, the same architecture model and parameters for the generated problem instances are reused. Please refer to Chapter 3 for details on model parameters related to deployment instances. The parameter generation of the deployment problem instances has been carried out as presented in Table 7.6. The $\sim$ sign denotes randomly selecting a value within a range. For example $2^{[4\sim9]}$ represents selecting an integer (x) from the range $[4, 9]$ and obtaining the numerical value of $2^x$.

- Redundancy Allocation Instances. The following parameters are generated and annotated to each of the elements in the generated redundancy allocation problem instances. Note that some parameters are specified as probability distributions to represent certain amount of uncertainty associated with the estimation.

  - Failure Rate (fr), given $h^{-1}$. The mean failure rate of a component is generated $\lambda_{\text{mean}} = [1 \sim 5] \cdot 10^{[-1\sim-3]}$. The failure rate parameter of a component is set to a random-discrete distribution over $[0.1 \times \lambda_{\text{mean}}, 100 \times \lambda_{\text{mean}}]$.
    
    Eg. $fr(c_1) = DISCRETE, 3 \cdot 10^{-4}, 0.2, 3 \cdot 10^{-3}, 0.3, 3 \cdot 10^{-2}, 0.3, 0.3, 0.2h^{-1}$

  - Sojourn time (st), given in ms. The mean sojourn time for a component is randomly generated from the $[1 \sim 6] \cdot 2.0$, and the parameter for each component is set as a random-discrete distribution around this value.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ECUs</strong></td>
<td></td>
<td>Mean failure rate of an ECU is generated $\lambda_{\text{mean}} = [1 \sim 5] \cdot 10^{[3 \sim 5]}$. Then the failure rate parameter of an ECU is set to a random-discrete distribution over $[0.1 \times \lambda_{\text{mean}} \sim 100 \times \lambda_{\text{mean}}]$. Eg. $fr_{\text{ecu}}(1) = \text{DISCRETE}, 3 \cdot 10^{-4}, 0.2, 3 \cdot 10^{-3}, 0.3, 3 \cdot 10^{-2}, 0.3, 0.3, 0.2h^{-1}$</td>
</tr>
<tr>
<td><strong>Memory Capacity (cp)</strong></td>
<td>KB</td>
<td>A randomly generated, fixed value in the range $2^{[0 \sim 10]}$. Eg. 1024KB</td>
</tr>
<tr>
<td><strong>Processing Speed (ps)</strong></td>
<td>MIPS</td>
<td>Randomly generated, fixed value in the range $20 \times [1 \sim 6]$. Eg. 40MIPS</td>
</tr>
<tr>
<td><strong>Software Components</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Memory Requirement (sz)</strong></td>
<td>KB</td>
<td>Randomly generated, fixed value in the range $2^{[6 \sim 8]}$. Eg. 512KB</td>
</tr>
<tr>
<td><strong>Processing Load (wl)</strong></td>
<td>MI</td>
<td>The processing workload of a software component can be different for each service. Since we generate two services for each case, workloads are randomly generated in the range $[1 \sim 6] \times 0.4$. Eg. $wl_{\text{service1}} = 0.8MI, wl_{\text{service2}} = 1.2MI$</td>
</tr>
<tr>
<td><strong>Execution Initialisation Probability ($q_0$)</strong></td>
<td></td>
<td>Generated for each service, and ensure that sum of all execution initialisation probabilities for a service across components is 1. Mean execution initialisation probability is randomly generated, and the parameter is set as a normally distributed around that mean, with a random variance. Eg. $q_0 = \text{NORMAL}, 0.1, 0.05$</td>
</tr>
<tr>
<td><strong>Component Interactions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Transition Probability (p_{ij})</strong></td>
<td></td>
<td>A random transition probability matrix is generated for each service. The behavioural constraint of sum of all outgoing transitions from a node should be 1 is ensured during the generation of the DTMC. Then the actual values of the transition probabilities are let to have gamma distributed with those random means. Eg. $p_{c_0,c_1}(\text{service1}) = \text{GAMMA}, 0.3, p_{c_0,c_1}(\text{service2}) = \text{GAMMA}, 0.8$</td>
</tr>
<tr>
<td><strong>Data Size (ds)</strong></td>
<td>KB</td>
<td>A randomly generated, fixed value for each service within the range $[1 \sim 4]$. Eg. $ds_{c_0,c_1}(\text{service1}) = 2KB$</td>
</tr>
<tr>
<td><strong>Buses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Failure Rate (fr_{bus})</strong></td>
<td>h^{-1}</td>
<td>Mean failure rate of a bus is generated $\lambda_{\text{mean}} = [2 \sim 9] \cdot 10^{-[2 \sim 4]}$. Then the failure rate parameter of a bus is set to a uniform distribution over $[0.1 \times \lambda_{\text{mean}} \sim 100 \times \lambda_{\text{mean}}]$. Eg. $fr_{\text{bus}}(1) = \text{UNIFORM}, 4 \cdot 10^{-4}, 4 \cdot 10^{-2}h^{-1}$</td>
</tr>
</tbody>
</table>

Table 7.6: Parameter generation for the deployment problem instances
Eg. $st(c_1) = \text{DISCRETE}, 7.2 \cdot 10^{-2}, 0.1, 8.0 \cdot 10^{-2}, 0.3, 1.2 \cdot 10^{-2}, 0.3, 1.6 \cdot 10^{-2}, 0.2$

- **Cost (cst)** of a component is randomly generated $[1 \sim 6] \cdot 5$, and assumed to be precise.

- **Execution Initialisation Probability** ($q_0$). The mean execution initialisation probability is randomly generated, and the parameter is set as a normally distributed around that mean, with a random variance.
  Eg. $q_0(c_1) = \text{NORMAL, 0.1, 0.05}$

- **Transition Probability** ($p_{ij}$), A random transition probability matrix is generated for each problem. The behavioural constraint of the sum of all outgoing transitions from a node should be 1 is ensured during the generation of the DTMC. The actual values of the transition probabilities are let to have gamma distributed with those random means.
  Eg. $p_{c_0,c_1} = \text{GAMMA, 0.3}$

- **Component Selection Instances**. The following parameters are generated and given as annotations to each of the elements in the generated component selection problem instances. Note that some parameters are specified as probability distributions to represent certain amount of uncertainty associated with the estimation.

  - **Number of Options** for each task is randomly set from the range $[2 \sim 10]$. Each component option is individually configured with random reliability, execution time and cost.
  
  - **Reliability** ($rel$), generated for each selectable component. The reference reliability class of a component is randomly generated $s.t. \ r_c = [1 \sim 150]$. Considering the uncertainty associated with component reliability estimation, the reliability parameter of a component is set to a distribution over $[0.86, 0.999]$ by creating a random discrete distribution in the range $[e^{-0.00005r_c}, e^{-0.001r_c}]$.
  Eg. $rel(t_1) = \text{DISCRETE, 0.879, 0.2, 0.962, 0.3, 0.987, 0.3, 0.993, 0.2}$

  - **Sojourn time** ($st$), given in ms. The mean sojourn time for each component option for each task is randomly generated from the $[1 \sim 6] \cdot 2.0$, and the
parameter for each component is set as a random-discrete distribution around this value.

Eg. \( st(c_1) = \text{DISCRETE}; 7.2 \cdot 10^{-2}, 0.1, 8.0 \cdot 10^{-2}, 0.3, 1.2 \cdot 10^{-2}, 0.3, 1.6 \cdot 10^{-2}, 0.2 \)

- **Cost (cst)** of a component option is randomly generated \([1 \sim 6.5]\), and assumed to be certain.

- **Execution Initialisation Probability** \((q_0)\). Mean execution initialisation probability is randomly generated for each task, and the parameter is set as a normally distributed around that mean, with a random variance.

Eg. \( q_0(t_1) = \text{NORMAL}, 0.1, 0.05 \)

- **Transition Probability** \((p_{ij})\). Similar to the other architecture design problems, a random transition probability matrix is generated for each problem. The behavioural constraint of \textit{sum of all outgoing transitions from a node should be 1} is ensured during the generation of the DTMC. Then the actual values of the transition probabilities are let to have gamma distributed with those random means.

Eg. \( p_{t_0,t_1} = \text{GAMMA}, 0.3 \)

**Optimisation Objectives**

- **Deployment Problem Instances.** The robust architecture optimisation approach presented in this thesis is inherently multi-objective. However, as also mentioned in the thesis scope section, the main interest in terms of quality attributes has been restricted to reliability. Illustrating the support for multi-objective optimisation, two services are configured in each of the generated problem instances. Regarding the deployment decisions of software components to a fixed hardware platform, the reliability values of the two services become conflicting [289]. Therefore, the goals to be optimised have been set to the reliabilities of two services. The behaviour of a service is assumed to be a terminating process, \textit{i.e.} the execution starts from one software component and transfers the execution through other components using message
passing, and terminates the execution at a component. The execution can start from a possible set of components, each having a different execution initialisation probability. The probabilistic transitions among software components are modelled using a DTMC which is randomly generated. During the generation of DTMCs for each service, the primitive DTMC constraints are enforced (i.e. existence of at least one absorbing state and sum of all outgoing transitions of non-absorbing states should be 1 [175,391]). In order to show the SCOUT’s support for different robustness levels, the level of desired tolerance of service reliabilities against the uncertainties associated with input parameters are varied in different experiments. The first set of experiments is conducted by setting the goals to near-pessimistic estimates having 95% confidence reliability estimation. Therefore, the optimisation is guided using the $5^{th}$ percentile of reliabilities of each service. Secondly, the experiments are conducted with different tolerance level setting to the first quartile, median and third quartile.

- Redundancy Allocation. Reliability and cost trade-off is considered as the goal of redundancy allocation experiments. During the generation of redundancy allocation problem instances, different parameters are included with a certain amount of uncertainty. Hence, the reliability goal is reliability with a 90% confidence tolerance to uncertainty. In evaluating the reliability of RAP candidates, the expected number of visits of DTMC nodes (represent subsystems) can be computed in the same manner as presented for deployment evaluation (please refer to Section 3.2 in Chapter 3 for details). With the component-annotated failure rate ($fr$) and processing time ($st$), the reliability of a component $c_i$ per visit can be computed as [361];

$$R_c(c_i) = e^{-fr(c_i)-st(c_i)} \quad (7.1)$$

When the redundancy levels are employed, the reliability of a subsystem $S_i$ (with identical replicas connected in parallel) for the architectural alternative $a$ can be computed as:

$$R^a_c(c_i) = 1 - (1 - R_c(c_i))^{a(i)+1} \quad (7.2)$$
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Having the reliabilities of individual system elements per visit, the reliability of the system execution can be computed using the expected number of visits [182,241]:

\[
R^a_s \approx \prod_{i \in I} (R^a_{c_i})^{v_e(c_i)}
\]  \hspace{1cm} (7.3)

The cost of a redundancy allocation is computed as the sum of all costs involved in the candidate architecture.

\[
C^a = \sum_{i \in I} \text{cst}(c_i) \cdot (a(i) + 1)
\]  \hspace{1cm} (7.4)

- **Component Selection.** Given that the scope of the thesis in terms of quality attributes is limited to reliability, these experiments are also used to briefly mention the potential accommodation of other quality attributes in the SCOUT framework. In the component selection problem instances, the tri-objective trade-off among reliability, response time and cost is considered. Different parameters with a certain amount of uncertainty have been included during the generation of problem instances. Hence, the reliability goal is set for reliability with a 90% confidence tolerance to the uncertainty and response time is set to a median tolerance w.r.t. to uncertainty. Illustrating the support for the mix of quality objectives which are certain and uncertain, the cost is represented as a point value. In evaluating the reliability and response time of component selection candidates, the expected number of visits of DTMC nodes (represent tasks) can be computed in the same manner presented for deployment evaluation (please refer to Section 3.2). When a component is selected to perform a certain task, the reliability of the task can be computed as;

\[
R^a(t_i) = \text{rel}(S^{-1}(t_i))
\]  \hspace{1cm} (7.5)

where \(S^{-1}\) is the inverse of the component selection representation which can be used to obtain the component selected for a task. Having the reliabilities of individual tasks per a single visit, the reliability of the system execution can be
computed using the expected number of visits [182, 241]:

\[ R^s \approx \prod_{i \in I} (R^s(t_i))^{v(t_i)} \]  
(7.6)

Similarly, response time of the system can be computed as the sum of all execution times in the given component selection as follows.

\[ RT^s = \sum_{i \in I} (st^s(t_i)) \cdot v(t_i) \]  
(7.7)

Cost of a component selection candidate is computed as the sum of all costs of selected components.

\[ C^s = \sum_{i \in I} cst(S^{-1}(t_i)) \]  
(7.8)

**Design Constraints**

The generation of problem instances also considers a set of constraints to be satisfied in all candidate architectures. The following three constraints are enforced throughout the deployment experiments.

- **Memory.** Memory capacity of an ECU and memory requirement of software components are set randomly, but lie within realistic ranges. Therefore, the amount of software components that can be allocated to an ECU is limited.

- **Localisation.** As the generation of the deployment problem instances is based on practical embedded architecture design where certain software components commonly require access to hardware-specific capabilities, localisation constraints are embedded into problem generation. For example, some software components require reading from sensors and some need control of certain hardware actuators. In these cases, the deployment of the software components is restricted to ECUs that can access the specific feature. To represent this realistic nature, some of the components (randomly selected) are configured with localisation restrictions to specific ECUs. In reality, the ECUs and software components only implement a subset of
communication protocols, and hence they have an inherent localisation restriction. Mimicking this nature, ECUs and components are allocated to buses and define localisation constraints appropriately.

- Collocation. In a practical embedded software design problem, not every two software components can be deployed to the same hardware. For instance, as per the N-version software engineering paradigm [269], the tolerance for hardware failures will not be satisfied if redundant software units are allocated to a single hardware unit. Therefore, collocation constraints are enforced in most of the practical deployment problems. To illustrate the support of the robust optimisation framework, the problem generation configures randomly selected pairs of software components with negative and positive collocation constraints. Checking of this constraint is enforced in validating a candidate deployment architecture.

In redundancy allocation experiments, the maximal redundancy level of subsystems is treated as an optimisation constraint, and use the value of 3 for all the subsystems. For component selection problems, number of available options for a component is restricted in the problem generation.

Optimisation Algorithm Settings

NSGA-II

The NSGA-II optimisation is configured to 50 iterations, crossover rate of 0.8, mutation rate 0.2 and population size of 20. Initial population of architecture candidates are randomly generated for each problem instance, sealing the satisfaction of design constraints. The aforementioned robust quality attributes are used as the optimisation goals in each experiment. The robustness-based selection operator implementation described in Chapter 6 is used for all the experiments with NSGA-II. In order to use the SCOUT framework for a specific architecture optimisation problem, the transformation operators in the problem in focus have to be mapped to the operators in the optimisation algorithm. The crossover and mutation oper-
CHAPTER 7. EXPERIMENTAL EVALUATION

ators are implemented for each solutions representation corresponding to different architecture optimisation problems.

- **Deployment.**

  Crossover is defined as a recombination of two deployment alternatives \(d_i = [u_{i1}, u_{i2}, ..., u_{in}]\) and \(d_j = [u_{j1}, u_{j2}, ..., u_{jn}]\) in generating a new deployment solution, i.e. for a random \(k\): \(d'_i = [u_{i1}, ..., u_{ik-1}, u_{jk}, ..., u_{jn}]\) and \(d'_j = [u_{j1}, ..., u_{jk-1}, u_{ik}, ..., u_{jn}]\).

  Mutation produces a new solution \(d'_i\) from existing \(d_i\) by switching the atomic deployment of two components, i.e. for randomly selected \(k, l\):
  \[d'_i = [u_{i1}, ..., u_{ik}, ..., u_{in}]\] while the original is \(d_i = [u_{i1}, ..., u_{ik}, ..., u_{in}]\).

- **Redundancy Allocation.** For the set of experiments with redundancy allocation problem instances, two redundancy allocation changes are mapped to the genetic operators in NSGA-II.

  Crossover is implemented as a creation of new redundancy allocation solutions \(a'_i, a'_j \in A\) from two parents solutions \(a_i = [l_{i1}, l_{i2}, ..., l_{in}]\) and \(a_j = [l_{j1}, l_{j2}, ..., l_{jn}]\) coming from existing population by recombining the redundancy levels of components, i.e. for a random \(k\): \(a'_i = [l_{i1}, ..., l_{ik-1}, l_{jk}, ..., l_{jn}]\) and \(a'_j = [l_{j1}, ..., l_{jk-1}, l_{ik}, ..., l_{jn}]\).

  Mutation is mapped to produces a new redundancy allocation solution \(a'_i\) from existing solution \(a_i\) by changing the redundancy level of a randomly selected component. i.e. for randomly selected component \(k\), the redundancy level is changed to \(l'_{ik}\) such that \(a'_i = [l_{i1}, ..., l_{ik}, ..., l_{in}]\) where the original is \(a_i = [l_{i1}, ..., l_{ik}, ..., l_{in}]\) and \(l'_{ik}\).

- **Component Selection.** The component selection architecture transformations are mapped into the genetic operators in NSGA-II as follows.

  Crossover operator is implemented as the creation of new component selection solutions \(s'_i, s'_j \in S\) from two parents \(s_i = [o_{i1}, o_{i2}, ..., o_{in}]\) and \(s_j = [o_{j1}, o_{j2}, ..., o_{jn}]\) coming from existing population by recombining the component selections of tasks, i.e. for a random \(k\): \(s'_i = [o_{i1}, ..., o_{ik-1}, o_{jk}, ..., o_{in}]\) and \(s'_j = [o_{j1}, ..., o_{jk-1}, o_{ik}, ..., o_{jn}]\).

  Mutation produces a new component selection solution \(s'_i\) from existing \(s_i\) by changing the selected component of randomly selected task, i.e. for randomly selected \(k\): \(s'_i = [o_{i1}, ..., o'_{ik}, ..., o_{in}]\) where the original is \(s_i = [o_{i1}, ..., o_{ik}, ..., o_{in}]\) and \(o'_{ik}\).
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denotes a different selection option for task $t_k$.

Ant Colony Optimisation

All of the problem instances are executed with the version of Pareto Ant Colony Optimisation algorithm described in Chapter 6. Each problem instance is solved with ACO configurations ants per iteration ($n$) = 30, pheromone evaporation rate ($\rho$) = 0.1, transition rule ($q_{th}$) = 0.4, initial pheromone value ($\tau_0$) = 1, best of each attribute ($\Delta \tau_b$) = 10, second-best of each objective ($\Delta \tau_{sb}$) = 5. The pheromone model is implemented as a vector of pheromone maps corresponding to each objective. The pheromone map and the ant’s choices are implemented in different architecture design problems.

- **Deployment.** The pheromone map representation in deployment architecture optimisation problems is implemented as a $n \times m$ matrix, where $n$ denotes the number of components and $m$ is the number of hosts. Each cell ($\tau_{ij}$) in the matrix is filled with pheromone values corresponding to the allocation of $c_i$ into host $u_j$. Construction of a candidate architecture is implemented as a series of steps that manifests the deployment of software components to hosts, where each step makes a decision on deploying a specific component.

- **Redundancy Allocation.** In applying ACO to solving redundancy allocation problem instances, the pheromone model has to capture the effects of redundancy level decisions for each component. A $n \times m$ matrix is kept for each objective as the pheromone model, where $n$ denotes the number of components and $m$ is the maximum redundancy level of the problem instance. The solution construction of the model is mapped to iterative construction of a complete redundancy allocation for a problem instance, where each step of the walk represents allocating redundancy level $l_i$ to the component $c_i$.

- **Component Selection.** According to the formulation of the component selection problem, the number of options for tasks can be different from each other. Hence, the
pheromone model is defined in the vector form rather than the matrix formulation in the above two problems. For each objective, a vector is maintained with a length corresponding to the number of tasks \((n)\). Individual elements of this vector are also vectors of the variable number of candidate components \((m_i)\) for the task \(t_i\). The solution construction is denoted by \(n\) steps, each step representing a selection of a component for task \(t_i\) which can have different number of options \((m_i)\) in the steps. A complete path (of length \(n\)) across the pheromone model constitutes a component selection solution.

Simulated Annealing

As the third stochastic algorithm used in the experimental evaluation of the approach, the Pareto simulated annealing algorithm presented in Chapter 6 is applied to all the problem instances described before. The algorithm parameters are set with Active period \((\alpha) = 0.75\), initial temperature \((T_0) = \text{average normalised quality of all solutions} / \ln(2)\), epoch length \((L) = 100\) and cooling factor \((\beta) = -1 \cdot \frac{\ln(0.00001 \cdot T_0)}{L}\). An initial solution for each problem is randomly created and neighbourhood moves are repeatedly executed on the solution to generate the initial solution archive in burn-in. The neighbourhood move is implemented separately for each architecture design problem, similar to the mutation operator implementation described in the previous paragraph titled NSGA-II.

7.3.3 Results

The generated problem instances have been specified in XML format, and a series of experiments were conducted using the ArcheOpterix tool. The results of the experiments are presented in two phases. Considering the evaluation criteria EC 1, EC 4 and EC 5, experimental results of problem instances of different architecture design problems (i.e. deployment, redundancy allocation and component selection) in all three optimisation algorithms (i.e. NSGA, ACO and SA) are presented. A detailed analysis is presented for the deployment problem instances in response to
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EC 2, EC 3 and EC 6. The other problem instances produce similar results.

Iterative Provision of Robust-and-Reliable Solutions

Providing evidence on the SCOUT approach’s ability to solve architecture optimisation problems of different types (EC 4) with heterogeneous nature of uncertainty (EC 1), results of three problem instances in different problem types are presented. Figure 7.5 illustrates the results of the robust optimisation using the three stochastic algorithms of one deployment problem instance (DEP_H32_C80) one redundancy allocation problem (RA_C40) and one component selection instance (CS_T20). As a measure of the quality of solutions produced in each iteration, the hypervolume of the front of non-dominated solutions is used. The hypervolume indicator is recommended by Zitzler et al. [423] for performance measurement in multi-objective optimisation problems. It indicates both the distance from a reference point in the objective space (normally, the point where all the objective values are at the best) and the spread of solutions within in the Pareto front. The indicator measures the hypervolume between the approximation set surface and a fixed point in the result space. For maximisation problems, the most intuitive reference point is zero in each dimension, which is the value used in reporting results of this experiments. The solutions produced by SCOUT approach were used to establish the hypervolume (area in two dimensions) between (0.0, 0.0) and the robust objective values of the non-dominated set.

The graphs on the left side of Figure 7.5 present the hypervolume of the solutions produced by different algorithms in sequence of number of candidate evaluations. The figures show that the hypervolume values grow progressively in all problem types and all algorithms. This indicates improvement of the quality of solutions over the iterations illustrating stochastic algorithms’ contribution in search for better solutions in each iteration w.r.t. robust quality goals (EC 5). The graphs show different performance characteristics of the stochastic algorithms in the problem settings. However, detailed performance analysis of stochastic algorithms or prox-
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(a) Hypervolume growth of DEP_H32_C80

(b) Final Pareto-front of DEP_H32_C80

(c) Hypervolume growth of RA_C40

(d) Final Pareto-front of RA_C40

(e) Hypervolume growth of CS_T20

(f) Final Pareto-front of CS_T20

Figure 7.5: Optimisation results of the some problem instances
iminity of the produced solutions to the true Pareto front has not been conducted and is considered out of the scope of this work. The final solutions produced after exploring 10,000 candidate architectures (candidate evaluations) are depicted in the graphs on the right. The results indicate that the SCOUT approach has been capable of capturing diverse problem characteristics described before, and producing non-dominated set of architecture solutions with improved quality for all the cases in all problem instances.

The results of the experiments with problem instances representing different architecture optimisation problems and different scales indicate that the SCOUT approach has been able to cater for their diverse modelling requirements (EC 4). The approach has been able to capture various uncertain input parameters (EC 1), different architecture transformation operators, different tolerance levels, different number of optimisation goals, various constraints as well as different quality evaluation models. The results suggest that the SCOUT framework has provided modelling support for these different problem types and characteristics and, has produced architecture candidates with improved quality in terms of robust quality attributes.

**Robustness of the Produced Solutions**

During the first experiments with deployment instances, 5th percentiles of service reliability (95% pessimistic) is used as the robust goals to be optimised. To investigate the suitability of using these goals as a measure of the candidate architecture’s tolerance for uncertainty (EC 2), the final solutions were further tested for large amount of possible variations of the uncertain parameters. The mean and variance of the two service reliability metrics are computed using repeated evaluation of reliability models for 10,000 input parameter samples. Similar to the robustness test conducted for the solutions of the automotive case study, the 95% confidence interval of the normal distribution which is obtained using the sample mean (Computed $\mu$) and variance (Computed $\sigma^2$) can be compared with the robust reliability produced
from the SCOUT approach by the following relationship [299]:

\[ \mu - \frac{1.96\sigma}{\sqrt{n}} > 95\% \text{ Conf. value} \]

This test has been conducted for all the final solutions and for each service reliability. Table 7.7 illustrates the results of the robustness test. The robustness test columns indicate whether the robust reliability estimate of produced solutions is less than the lower bound of standard interval. Having a \( \sqrt{\} \) for the all solutions indicates that the solutions obtained from the presented robust optimisation approach are capable of tolerating the uncertainty, and the 95\% confidence reliability estimate can be used as a pessimistic robustness measure (EC 3).

**Performance of the Dynamic Stopping Criterion**

During the robust optimisation experiments, the new approach applies the statistical significance testing-based dynamic stopping criterion which was introduced in Chapter 5. Table 7.8 lists the final solutions produced by the robust optimisation approach for the case DEP\_H16\_C40. The robust reliability values have been obtained using MC simulation with the dynamic stopping criterion, and the corresponding columns contain the number of MC runs conducted until the stop criterion is reached. The second column of the table provides the details of the deployment of software components to the ECUs in respective solutions as an array of ECU ids to the length of components. The table shows that the different solutions require different number of MC samples to estimate the reliabilities accurately with respect to the same level of uncertainty in the input parameters. It can also be seen that certain service reliability evaluations have been completed in 19 runs, while the estimation of some solutions has required up to 149 evaluations. To verify the accuracy of the dynamic stopping criterion in this context (EC 2) further, the estimation produced by the robust optimisation is compared with empirical results obtained using large numbers of MC runs. Considering the sizes of the problems, 10,000 runs
<table>
<thead>
<tr>
<th>Sol. Idx.</th>
<th>Estimated 95% Conf.</th>
<th>Computed $\mu$</th>
<th>Computed $\sigma^2$</th>
<th>Robustness Test</th>
<th>Estimated 95% Conf.</th>
<th>Computed $\mu$</th>
<th>Computed $\sigma^2$</th>
<th>Robustness Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.999923</td>
<td>0.999956</td>
<td>$3.74 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999900</td>
<td>0.999931</td>
<td>$9.50 \times 10^{-10}$</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>0.999937</td>
<td>0.999952</td>
<td>$4.46 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999857</td>
<td>0.999918</td>
<td>$1.61 \times 10^{-9}$</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>0.999933</td>
<td>0.999951</td>
<td>$4.67 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999891</td>
<td>0.999919</td>
<td>$1.43 \times 10^{-9}$</td>
<td>✓</td>
</tr>
<tr>
<td>4</td>
<td>0.999934</td>
<td>0.999956</td>
<td>$3.7 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999879</td>
<td>0.999930</td>
<td>$1.01 \times 10^{-9}$</td>
<td>✓</td>
</tr>
</tbody>
</table>

### DEP_H8_C20

<table>
<thead>
<tr>
<th>Sol. Idx.</th>
<th>Estimated 95% Conf.</th>
<th>Computed $\mu$</th>
<th>Computed $\sigma^2$</th>
<th>Robustness Test</th>
<th>Estimated 95% Conf.</th>
<th>Computed $\mu$</th>
<th>Computed $\sigma^2$</th>
<th>Robustness Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.999966</td>
<td>0.999974</td>
<td>$1.3 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999849</td>
<td>0.999931</td>
<td>$2.04 \times 10^{-9}$</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>0.999962</td>
<td>0.999974</td>
<td>$1.23 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999881</td>
<td>0.999932</td>
<td>$2.02 \times 10^{-9}$</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>0.999901</td>
<td>0.999961</td>
<td>$6.15 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999926</td>
<td>0.999952</td>
<td>$6.58 \times 10^{-10}$</td>
<td>✓</td>
</tr>
<tr>
<td>4</td>
<td>0.999942</td>
<td>0.999943</td>
<td>$2.4 \times 10^{-9}$</td>
<td>×</td>
<td>0.999909</td>
<td>0.999944</td>
<td>$8.27 \times 10^{-10}$</td>
<td>✓</td>
</tr>
<tr>
<td>5</td>
<td>0.999905</td>
<td>0.999961</td>
<td>$6.03 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999913</td>
<td>0.999952</td>
<td>$6.76 \times 10^{-10}$</td>
<td>✓</td>
</tr>
</tbody>
</table>

### DEP_H16_C40

<table>
<thead>
<tr>
<th>Sol. Idx.</th>
<th>Estimated 95% Conf.</th>
<th>Computed $\mu$</th>
<th>Computed $\sigma^2$</th>
<th>Robustness Test</th>
<th>Estimated 95% Conf.</th>
<th>Computed $\mu$</th>
<th>Computed $\sigma^2$</th>
<th>Robustness Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.999941</td>
<td>0.999948</td>
<td>$7.65 \times 10^{-11}$</td>
<td>✓</td>
<td>0.999933</td>
<td>0.999943</td>
<td>$1.15 \times 10^{-10}$</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>0.999942</td>
<td>0.999949</td>
<td>$7.41 \times 10^{-11}$</td>
<td>✓</td>
<td>0.999925</td>
<td>0.999944</td>
<td>$1.13 \times 10^{-10}$</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>0.999934</td>
<td>0.999949</td>
<td>$7.42 \times 10^{-11}$</td>
<td>✓</td>
<td>0.999934</td>
<td>0.999944</td>
<td>$1.09 \times 10^{-10}$</td>
<td>✓</td>
</tr>
</tbody>
</table>

### DEP_H32_C80

<table>
<thead>
<tr>
<th>Sol. Idx.</th>
<th>Estimated 95% Conf.</th>
<th>Computed $\mu$</th>
<th>Computed $\sigma^2$</th>
<th>Robustness Test</th>
<th>Estimated 95% Conf.</th>
<th>Computed $\mu$</th>
<th>Computed $\sigma^2$</th>
<th>Robustness Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.999871</td>
<td>0.999877</td>
<td>$1.95 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999826</td>
<td>0.999869</td>
<td>$5.37 \times 10^{-10}$</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>0.999861</td>
<td>0.999881</td>
<td>$1.82 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999871</td>
<td>0.999883</td>
<td>$1.90 \times 10^{-10}$</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>0.999848</td>
<td>0.999881</td>
<td>$1.83 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999871</td>
<td>0.999883</td>
<td>$2.03 \times 10^{-10}$</td>
<td>✓</td>
</tr>
</tbody>
</table>

### DEP_H64_C160

<table>
<thead>
<tr>
<th>Sol. Idx.</th>
<th>Estimated 95% Conf.</th>
<th>Computed $\mu$</th>
<th>Computed $\sigma^2$</th>
<th>Robustness Test</th>
<th>Estimated 95% Conf.</th>
<th>Computed $\mu$</th>
<th>Computed $\sigma^2$</th>
<th>Robustness Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.999889</td>
<td>0.999911</td>
<td>$1.38 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999911</td>
<td>0.999914</td>
<td>$9.62 \times 10^{-11}$</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>0.999898</td>
<td>0.999911</td>
<td>$1.37 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999906</td>
<td>0.999916</td>
<td>$8.63 \times 10^{-11}$</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>0.999893</td>
<td>0.999911</td>
<td>$1.38 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999910</td>
<td>0.999916</td>
<td>$8.52 \times 10^{-11}$</td>
<td>✓</td>
</tr>
<tr>
<td>4</td>
<td>0.999916</td>
<td>0.999922</td>
<td>$6.05 \times 10^{-11}$</td>
<td>✓</td>
<td>0.999893</td>
<td>0.999913</td>
<td>$1.29 \times 10^{-10}$</td>
<td>✓</td>
</tr>
<tr>
<td>5</td>
<td>0.999916</td>
<td>0.999922</td>
<td>$5.81 \times 10^{-11}$</td>
<td>✓</td>
<td>0.999883</td>
<td>0.999912</td>
<td>$1.31 \times 10^{-10}$</td>
<td>✓</td>
</tr>
<tr>
<td>6</td>
<td>0.999898</td>
<td>0.999914</td>
<td>$1.07 \times 10^{-10}$</td>
<td>✓</td>
<td>0.999907</td>
<td>0.999917</td>
<td>$8.35 \times 10^{-11}$</td>
<td>✓</td>
</tr>
<tr>
<td>7</td>
<td>0.999915</td>
<td>0.999923</td>
<td>$5.6 \times 10^{-11}$</td>
<td>✓</td>
<td>0.999901</td>
<td>0.999912</td>
<td>$1.35 \times 10^{-10}$</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 7.7: Robustness test results of the solutions produced in optimisation.
is set as a considerably large number and the relative error of actual 95% confidence estimate \( (a^*) \) and 95% confidence estimate given at the reach of stop criterion \( (\hat{a}) \) is computed. Table 7.9 presents the Monte Carlo accuracy test results for all solution for 5 cases. All the relative error values in the table having lower error than threshold relative error \( (w_r) \) configuration given in the experiments confirms that the dynamic stopping criterion is accurate.

To illustrate the computation gain produced by the use of the dynamic stopping criterion, the same set of experiments has been conducted again with identical configurations except the MC simulation. Instead of using the dynamic stopping criterion, fixed number of 100 MC runs were conducted for each robust reliability evaluation. Figure 7.6 illustrates the results of the comparison for smallest and largest deployment problem instances. The graphs clearly show that time taken for iterations when dynamic stop criterion is significantly lower than the fixed runs. It should be noted that the fixed runs have only set to 100 where as dynamic stopping criterion can go for further runs whenever required \( \textit{e.g.} \) row 1 in Table 7.8). Results of these experiments suggest that the dynamic stopping criterion provides significant computational gain for the robust optimisation, while maintaining the defined level of accuracy in reliability metric estimation.

---

**Figure 7.6:** Computational efficiency of dynamic stopping criterion in comparison to fixed MC runs
### 7.3. EXPERIMENTS

<table>
<thead>
<tr>
<th>ID</th>
<th>Deployment</th>
<th>Service 1</th>
<th>Service 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Reliability</td>
<td>MC</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(95% Conf.)</td>
<td>Runs</td>
</tr>
<tr>
<td>1</td>
<td>[1, 1, 9, 14, 11, 0, 1, 3, 9, 3, 4, 3, 0, 2, 1, 13, 11, 2, 1, 5, 15, 4, 5, 2, 13, 13, 3, 13, 12, 0, 8, 12, 13, 14, 0, 7, 9, 1]</td>
<td>0.999966</td>
<td>19</td>
</tr>
<tr>
<td>2</td>
<td>[1, 1, 9, 14, 2, 0, 1, 3, 9, 3, 4, 3, 0, 2, 1, 13, 11, 2, 1, 5, 15, 4, 5, 2, 13, 13, 3, 13, 12, 0, 8, 12, 13, 14, 0, 7, 9, 1]</td>
<td>0.999962</td>
<td>29</td>
</tr>
<tr>
<td>3</td>
<td>[1, 1, 9, 14, 2, 0, 1, 3, 9, 3, 4, 3, 0, 2, 1, 13, 11, 2, 1, 5, 15, 4, 5, 2, 13, 13, 3, 13, 12, 0, 8, 12, 13, 14, 0, 7, 9, 1]</td>
<td>0.999991</td>
<td>19</td>
</tr>
<tr>
<td>4</td>
<td>[1, 1, 9, 14, 2, 0, 1, 3, 9, 3, 4, 3, 0, 2, 1, 13, 5, 2, 1, 5, 15, 4, 5, 2, 13, 13, 3, 13, 12, 0, 11, 12, 15, 12, 0, 7, 9, 1]</td>
<td>0.999942</td>
<td>19</td>
</tr>
<tr>
<td>5</td>
<td>[1, 1, 9, 14, 11, 0, 1, 3, 9, 3, 4, 3, 0, 2, 1, 13, 11, 2, 1, 5, 15, 4, 5, 2, 13, 13, 3, 13, 12, 0, 8, 12, 13, 12, 11, 14, 9, 1]</td>
<td>0.999905</td>
<td>52</td>
</tr>
</tbody>
</table>

Table 7.8: Non-dominated solutions produced for the case DEP_H16_C40

### Scalability of the Approach

One aim of this experiment setup is to investigate the scalability of the robust optimisation approach presented in the thesis. In addition to the diversity of problem characteristics of generated instances, they also represent different scales of architecture design problems (EC 6). The number of ECUs, software components, tasks etc. have been deliberately selected to represent small-scale academic case study to large real world setting of 128 ECUs and 320 software components. The time complexity of the NSGA-II algorithm with the different problem sizes is illustrated in Figure 7.7. Figure 7.7a shows that, for all cases, the total algorithm execution time after each iteration grows linearly, indicating a fixed iteration time to a case. Similar results can be obtained with the other two stochastic algorithms and other two problem types. On the scalability aspect, Figure 7.7b indicates the time needed for fixed number of iterations considering the variable inner-loop of Monte Carlo simulation, grows much faster (near exponentially) with respect to the problem size. It should be noted that this growth has a strong relationship with the quality...
Table 7.9: Accuracy of estimates produced using dynamic stopping criterion

<table>
<thead>
<tr>
<th>Sol. Idx.</th>
<th>$e_{dyn}$</th>
<th>$e_{act}$</th>
<th>$w_r$</th>
<th>$w_r &lt; w_{r_{th}}$</th>
<th>DEP_H8_C20</th>
<th>DEP_H16_C40</th>
<th>H32_C80</th>
<th>H64_C160</th>
<th>DEP_H128_C320</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.999923</td>
<td>0.99992</td>
<td>1.04 - 10^{-11}</td>
<td>√</td>
<td>0.9999</td>
<td>0.999875</td>
<td>6.1 - 10^{-10}</td>
<td>√</td>
<td>0.999949</td>
</tr>
<tr>
<td>2</td>
<td>0.999377</td>
<td>0.99913</td>
<td>5.35 - 10^{-10}</td>
<td>√</td>
<td>0.999857</td>
<td>0.999844</td>
<td>1.66 - 10^{-10}</td>
<td>√</td>
<td>0.999891</td>
</tr>
<tr>
<td>3</td>
<td>0.999333</td>
<td>0.99911</td>
<td>5.01 - 10^{-10}</td>
<td>√</td>
<td>0.999891</td>
<td>0.99985</td>
<td>1.71 - 10^{-9}</td>
<td>√</td>
<td>0.999891</td>
</tr>
<tr>
<td>4</td>
<td>0.999344</td>
<td>0.99921</td>
<td>1.76 - 10^{-10}</td>
<td>√</td>
<td>0.999879</td>
<td>0.999873</td>
<td>3.73 - 10^{-11}</td>
<td>√</td>
<td>0.999969</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>DEP_H8_C20</td>
<td>DEP_H16_C40</td>
<td>H32_C80</td>
<td>H64_C160</td>
<td>DEP_H128_C320</td>
</tr>
<tr>
<td>1</td>
<td>0.999941</td>
<td>0.99932</td>
<td>8.68 - 10^{-11}</td>
<td>√</td>
<td>0.999333</td>
<td>0.99923</td>
<td>1.05 - 10^{-10}</td>
<td>√</td>
<td>0.999826</td>
</tr>
<tr>
<td>2</td>
<td>0.99942</td>
<td>0.99933</td>
<td>9.03 - 10^{-11}</td>
<td>√</td>
<td>0.999295</td>
<td>0.99924</td>
<td>1.28 - 10^{-12}</td>
<td>√</td>
<td>0.999871</td>
</tr>
<tr>
<td>3</td>
<td>0.99934</td>
<td>0.99934</td>
<td>3.53 - 10^{-13}</td>
<td>√</td>
<td>0.999334</td>
<td>0.99925</td>
<td>7.95 - 10^{-11}</td>
<td>√</td>
<td>0.999871</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>H64_C160</td>
<td>DEP_H128_C320</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.99871</td>
<td>0.99853</td>
<td>3.44 - 10^{-10}</td>
<td>√</td>
<td>0.99826</td>
<td>0.99824</td>
<td>3.39 - 10^{-12}</td>
<td>√</td>
<td>0.999911</td>
</tr>
<tr>
<td>2</td>
<td>0.99861</td>
<td>0.99857</td>
<td>1.68 - 10^{-11}</td>
<td>√</td>
<td>0.99871</td>
<td>0.99858</td>
<td>1.7 - 10^{-10}</td>
<td>√</td>
<td>0.999901</td>
</tr>
<tr>
<td>3</td>
<td>0.99848</td>
<td>0.99857</td>
<td>8.68 - 10^{-11}</td>
<td>√</td>
<td>0.99871</td>
<td>0.99857</td>
<td>2.05 - 10^{-10}</td>
<td>√</td>
<td>0.999901</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>DEP_H128_C320</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.99889</td>
<td>0.9989</td>
<td>9.65 - 10^{-11}</td>
<td>√</td>
<td>0.99911</td>
<td>0.99906</td>
<td>3.85 - 10^{-11}</td>
<td>√</td>
<td>0.999893</td>
</tr>
<tr>
<td>2</td>
<td>0.99898</td>
<td>0.9989</td>
<td>6.76 - 10^{-11}</td>
<td>√</td>
<td>0.99906</td>
<td>0.9990</td>
<td>3.85 - 10^{-11}</td>
<td>√</td>
<td>0.999893</td>
</tr>
<tr>
<td>3</td>
<td>0.99893</td>
<td>0.9989</td>
<td>7.2 - 10^{-12}</td>
<td>√</td>
<td>0.99906</td>
<td>0.9990</td>
<td>3.85 - 10^{-11}</td>
<td>√</td>
<td>0.999893</td>
</tr>
<tr>
<td>4</td>
<td>0.99916</td>
<td>0.99909</td>
<td>4.54 - 10^{-11}</td>
<td>√</td>
<td>0.99983</td>
<td>0.99982</td>
<td>7.98 - 10^{-11}</td>
<td>√</td>
<td>0.999901</td>
</tr>
<tr>
<td>5</td>
<td>0.99916</td>
<td>0.99909</td>
<td>4.67 - 10^{-11}</td>
<td>√</td>
<td>0.99983</td>
<td>0.99982</td>
<td>7.98 - 10^{-11}</td>
<td>√</td>
<td>0.999901</td>
</tr>
<tr>
<td>6</td>
<td>0.99989</td>
<td>0.99895</td>
<td>5.12 - 10^{-12}</td>
<td>√</td>
<td>0.99907</td>
<td>0.99907</td>
<td>7.98 - 10^{-11}</td>
<td>√</td>
<td>0.999901</td>
</tr>
<tr>
<td>7</td>
<td>0.99915</td>
<td>0.9991</td>
<td>1.88 - 10^{-11}</td>
<td>√</td>
<td>0.99901</td>
<td>0.99902</td>
<td>7.98 - 10^{-11}</td>
<td>√</td>
<td>0.999901</td>
</tr>
</tbody>
</table>
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evaluation functions as well. When the problem gets bigger, complex quality evaluation functions like Markov Chain-based reliability evaluations, require exponentially growing computation time.

![Graph](image)

(a) Time complexity of different problem instances

![Graph](image)

(b) Algorithm execution time at fixed iteration milestones

Figure 7.7: Scalability of robust optimisation approach

### Diversity of Tolerance Levels

Different types of architecture design problems in the initial set of experiments have used various tolerance levels for uncertain objective functions. In the deployment instances, the level of desired tolerance against uncertain input parameters has been
set to 95% for the two reliability attributes, requiring very high level of robustness. The robust optimisation approach supports different tolerance levels demanded in diverse application domains as well as for different quality metrics (EC 3). To further illustrate this capability, a set of experiments have been re-conducted for deployment instances, with different tolerance level settings for the two reliability attributes. In the controlled experiments, the confidence value is considered the only variable, and all the other factors were maintained fixed as described in Section 7.3.2. Tables 7.10, 7.11 and 7.12 illustrate the results for the case H32_C80, where deployment details column lists the allocated hosts in sequence of component indices. One representative case (median sized) is presented as all the others share the same pattern.

From the results presented in Tables 7.10, 7.11 and 7.12, it is evident that the number of solutions produced for different tolerance settings of the goals are not the same, even all the other factors of the experiments were fixed. Careful observation of deployment details of individual solutions shows that the solutions corresponding to each tolerance level settings are not necessarily the same. This observation further emphasises the complexity of the design problem in focus, and it is often impractical to identify solutions manually. The experimental results suggest that the robust optimisation approach introduced in the thesis is able to cater for diverse levels of tolerance requirements against uncertainty, and the overall approach has been able to produce non-dominated set of solutions for different settings with non-obvious architectural differences.

### 7.3.4 Discussion of Results

Complementary to the illustration of the approach on the automotive ABS/ACC case study and validations of different elements presented in earlier chapters of the thesis, this chapter presents experiments conducted using the complete robust optimisation framework. The experiments were designed to cover different aspects of the robust optimisation as formulated in the research questions given in Chapter 4.
<table>
<thead>
<tr>
<th>Id</th>
<th>Deployment Details</th>
<th>Rel. of Service 1</th>
<th>Rel. of Service 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[29, 0, 11, 2, 0, 15, 18, 21, 4, 0, 7, 23, 19, 16, 19, 20, 22, 3, 3, 7, 2, 25, 4, 22, 2, 3, 21, 25, 29, 0, 9, 14, 19, 0, 12, 20, 31, 18, 12, 7, 30, 28, 5, 2, 28, 21, 13, 9, 8, 19, 23, 17, 3, 7, 5, 11, 17, 20, 12, 2, 28, 14, 21, 1, 24, 21, 2, 30, 25, 19, 27, 25, 31, 2, 24, 28, 18, 2, 13, 24]</td>
<td>0.999955</td>
<td>0.999958</td>
</tr>
<tr>
<td>2</td>
<td>[29, 19, 3, 2, 0, 15, 18, 21, 15, 0, 7, 16, 19, 16, 19, 20, 22, 3, 3, 7, 2, 25, 4, 22, 2, 3, 23, 25, 29, 0, 9, 14, 19, 0, 12, 20, 31, 18, 12, 7, 6, 7, 23, 2, 8, 21, 1, 17, 14, 0, 21, 17, 14, 7, 5, 11, 8, 1, 31, 21, 28, 14, 31, 14, 24, 21, 5, 3, 19, 19, 3, 12, 31, 16, 29, 28, 8, 2, 11, 4]</td>
<td>0.999961</td>
<td>0.999954</td>
</tr>
<tr>
<td>3</td>
<td>[29, 15, 3, 12, 0, 4, 3, 21, 15, 0, 7, 16, 19, 16, 19, 20, 22, 3, 3, 7, 2, 25, 4, 22, 2, 3, 23, 25, 31, 0, 9, 14, 19, 0, 12, 20, 31, 18, 12, 7, 6, 7, 23, 2, 8, 21, 1, 17, 14, 0, 21, 17, 14, 7, 5, 11, 8, 1, 26, 21, 28, 14, 31, 14, 24, 21, 2, 30, 25, 19, 27, 12, 31, 2, 24, 28, 18, 2, 13, 24]</td>
<td>0.999957</td>
<td>0.999956</td>
</tr>
<tr>
<td>4</td>
<td>[29, 15, 3, 12, 0, 4, 3, 21, 15, 0, 7, 16, 19, 16, 19, 20, 22, 3, 3, 7, 2, 25, 4, 22, 2, 3, 23, 25, 31, 0, 9, 14, 19, 0, 12, 20, 31, 18, 12, 7, 6, 7, 23, 2, 8, 21, 1, 17, 14, 0, 21, 17, 14, 7, 5, 11, 8, 1, 31, 21, 28, 14, 31, 14, 24, 21, 2, 30, 25, 19, 27, 25, 31, 2, 24, 28, 18, 2, 13, 24]</td>
<td>0.999956</td>
<td>0.999956</td>
</tr>
<tr>
<td>5</td>
<td>[29, 15, 3, 12, 0, 19, 3, 21, 15, 0, 7, 16, 19, 16, 19, 20, 22, 3, 3, 7, 2, 25, 4, 22, 2, 3, 23, 25, 29, 0, 9, 14, 19, 0, 12, 20, 31, 18, 12, 7, 6, 7, 23, 2, 8, 21, 1, 17, 14, 0, 21, 17, 3, 7, 5, 11, 17, 17, 20, 12, 2, 28, 14, 21, 1, 24, 21, 2, 30, 25, 19, 27, 25, 31, 2, 24, 28, 18, 2, 13, 24]</td>
<td>0.999953</td>
<td>0.999958</td>
</tr>
<tr>
<td>6</td>
<td>[29, 15, 3, 12, 0, 4, 3, 21, 15, 0, 7, 16, 19, 16, 19, 20, 22, 3, 3, 7, 2, 25, 4, 22, 2, 3, 23, 25, 31, 0, 9, 14, 19, 0, 12, 20, 31, 18, 12, 7, 6, 7, 23, 2, 8, 21, 1, 17, 14, 0, 21, 17, 3, 7, 5, 11, 17, 17, 20, 12, 2, 28, 14, 21, 1, 24, 21, 2, 30, 25, 19, 27, 25, 31, 2, 24, 28, 18, 2, 13, 24]</td>
<td>0.999957</td>
<td>0.999956</td>
</tr>
<tr>
<td>7</td>
<td>[29, 15, 3, 12, 0, 4, 18, 21, 15, 0, 7, 16, 19, 16, 19, 20, 22, 3, 3, 7, 2, 25, 4, 22, 2, 3, 23, 25, 29, 0, 9, 14, 19, 0, 12, 20, 31, 18, 12, 7, 6, 7, 23, 2, 8, 21, 1, 17, 8, 19, 21, 17, 3, 7, 5, 11, 17, 20, 12, 2, 28, 14, 21, 1, 24, 21, 2, 30, 25, 19, 27, 25, 31, 2, 24, 28, 18, 2, 13, 24]</td>
<td>0.999959</td>
<td>0.999955</td>
</tr>
<tr>
<td>8</td>
<td>[29, 15, 3, 12, 0, 19, 3, 21, 15, 0, 7, 16, 19, 16, 19, 20, 22, 3, 3, 7, 2, 25, 4, 22, 2, 3, 23, 25, 31, 0, 9, 14, 19, 0, 12, 20, 31, 18, 12, 7, 6, 7, 23, 2, 8, 21, 1, 17, 14, 0, 21, 17, 3, 7, 5, 11, 17, 20, 12, 2, 28, 14, 21, 1, 24, 21, 2, 30, 25, 19, 27, 25, 31, 2, 29, 28, 8, 2, 11, 4]</td>
<td>0.999959</td>
<td>0.999955</td>
</tr>
</tbody>
</table>

Table 7.10: Solutions produced for DEP_H32_C80 with 25% tolerance setting
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<table>
<thead>
<tr>
<th>Id</th>
<th>Deployment Details</th>
<th>Rel. of Service 1</th>
<th>Rel. of Service 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[15, 19, 27, 31, 29, 0, 14, 19, 0, 29, 20, 21, 26, 0, 4, 11, 1, 28, 14, 18, 2, 21, 23, 13, 0, 10, 4, 2, 21, 2, 18, 1, 19, 23, 2, 13, 25, 2, 22, 2, 22, 7, 22, 19, 24, 18, 31, 7, 30, 22, 29, 4, 28, 8, 6, 12, 14, 11, 10, 5, 4, 17, 1, 24, 27, 4, 25, 12, 11, 23, 16, 14, 0, 5, 12, 16, 1, 27, 16, 18, 31]</td>
<td>0.999953</td>
<td>0.999944</td>
</tr>
<tr>
<td>2</td>
<td>[15, 19, 27, 31, 29, 21, 14, 0, 0, 29, 6, 4, 24, 0, 19, 11, 1, 28, 14, 18, 2, 21, 23, 13, 2, 10, 2, 21, 2, 18, 1, 19, 23, 2, 13, 25, 2, 22, 2, 22, 7, 22, 19, 24, 18, 31, 7, 30, 22, 29, 4, 28, 8, 6, 12, 14, 11, 10, 5, 4, 17, 1, 24, 27, 4, 25, 12, 11, 23, 16, 14, 0, 5, 12, 16, 1, 27, 16, 18, 31]</td>
<td>0.999948</td>
<td>0.999952</td>
</tr>
<tr>
<td>3</td>
<td>[15, 19, 27, 31, 29, 0, 14, 0, 0, 29, 6, 21, 24, 0, 19, 11, 1, 28, 14, 18, 2, 21, 23, 13, 2, 10, 4, 2, 21, 2, 18, 1, 19, 23, 2, 13, 25, 2, 22, 2, 22, 7, 22, 19, 24, 18, 31, 7, 30, 22, 29, 4, 28, 8, 6, 12, 14, 11, 10, 5, 4, 17, 1, 24, 27, 4, 25, 12, 11, 23, 16, 14, 0, 5, 12, 16, 1, 27, 16, 18, 31]</td>
<td>0.999951</td>
<td>0.999949</td>
</tr>
<tr>
<td>4</td>
<td>[15, 19, 27, 31, 29, 2, 14, 19, 0, 29, 20, 21, 26, 0, 4, 20, 6, 6, 6, 1, 0, 21, 0, 6, 19, 28, 24, 2, 12, 2, 18, 19, 19, 23, 2, 13, 25, 2, 22, 2, 22, 7, 22, 19, 24, 18, 31, 7, 30, 22, 29, 4, 20, 8, 14, 12, 14, 13, 10, 5, 4, 1, 13, 24, 27, 4, 25, 12, 11, 23, 16, 14, 0, 5, 12, 16, 1, 27, 16, 18, 31]</td>
<td>0.999951</td>
<td>0.999946</td>
</tr>
<tr>
<td>5</td>
<td>[15, 19, 27, 31, 29, 21, 14, 0, 0, 29, 6, 4, 24, 0, 19, 11, 1, 28, 14, 18, 2, 21, 23, 13, 2, 10, 2, 21, 2, 18, 1, 16, 16, 23, 2, 13, 25, 2, 22, 2, 22, 7, 22, 0, 24, 18, 31, 7, 30, 22, 29, 4, 28, 8, 6, 12, 14, 11, 10, 5, 4, 17, 1, 24, 27, 4, 25, 12, 11, 23, 16, 14, 0, 5, 12, 16, 1, 27, 5, 18, 31]</td>
<td>0.999948</td>
<td>0.99995</td>
</tr>
<tr>
<td>6</td>
<td>[15, 21, 27, 31, 29, 0, 14, 19, 0, 29, 20, 21, 24, 0, 19, 11, 1, 28, 14, 18, 2, 21, 23, 13, 19, 28, 24, 2, 12, 2, 3, 1, 19, 23, 2, 13, 25, 2, 22, 2, 22, 7, 22, 19, 24, 18, 31, 7, 30, 22, 29, 4, 28, 8, 6, 12, 14, 11, 10, 5, 4, 17, 1, 24, 27, 4, 25, 12, 11, 23, 16, 14, 0, 5, 12, 16, 1, 27, 16, 18, 31]</td>
<td>0.999952</td>
<td>0.999946</td>
</tr>
</tbody>
</table>

Table 7.11: Solutions produced for DEP_H32_C80 with 50% tolerance setting
### Table 7.12: Solutions produced for DEP_H32_C80 with 75% tolerance setting

<table>
<thead>
<tr>
<th>Id</th>
<th>Deployment Details</th>
<th>Rel. of Service 1</th>
<th>Rel. of Service 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[4, 5, 3, 12, 0, 16, 8, 19, 15, 19, 9, 0, 2, 2, 19, 20, 13, 3, 9, 7, 5, 12, 22, 2, 17, 2, 2, 24, 2, 1, 28, 31, 21, 21, 7, 0, 14, 23, 8, 14, 20, 0, 31, 30, 21, 27, 28, 22, 2, 4, 9, 14, 22, 25, 18, 1, 30, 26, 16, 7, 3, 0, 14, 15, 24, 21, 8, 16, 19, 13, 31, 4, 29, 31, 28, 7, 4, 14, 21]</td>
<td>0.999947</td>
<td>0.999948</td>
</tr>
<tr>
<td>2</td>
<td>[4, 21, 3, 12, 0, 16, 8, 19, 15, 19, 9, 0, 2, 2, 19, 20, 13, 3, 9, 7, 5, 12, 22, 2, 17, 2, 2, 24, 2, 1, 28, 31, 21, 21, 7, 5, 14, 23, 8, 14, 20, 0, 31, 30, 21, 27, 28, 22, 2, 4, 9, 14, 22, 25, 18, 1, 30, 26, 16, 7, 3, 0, 14, 15, 24, 21, 8, 16, 19, 13, 31, 4, 29, 31, 28, 7, 4, 14, 21]</td>
<td>0.999941</td>
<td>0.99995</td>
</tr>
<tr>
<td>3</td>
<td>[4, 5, 3, 12, 0, 21, 8, 19, 15, 19, 9, 0, 2, 2, 19, 20, 13, 3, 9, 7, 16, 12, 12, 22, 2, 17, 2, 2, 24, 2, 1, 28, 31, 21, 21, 7, 0, 14, 23, 8, 14, 20, 0, 31, 30, 21, 27, 28, 22, 2, 4, 9, 14, 22, 25, 18, 1, 30, 26, 16, 7, 3, 0, 14, 15, 24, 21, 8, 16, 19, 13, 31, 4, 29, 31, 28, 7, 4, 14, 21]</td>
<td>0.999949</td>
<td>0.999946</td>
</tr>
<tr>
<td>4</td>
<td>[4, 5, 3, 12, 0, 21, 8, 19, 15, 19, 9, 0, 2, 2, 19, 20, 13, 3, 9, 7, 16, 12, 12, 22, 2, 17, 2, 2, 24, 2, 1, 28, 31, 21, 21, 7, 0, 14, 23, 8, 14, 20, 0, 31, 30, 21, 27, 28, 22, 2, 4, 9, 14, 22, 25, 18, 1, 30, 26, 16, 7, 3, 0, 18, 15, 24, 21, 8, 16, 19, 13, 31, 4, 29, 31, 28, 7, 4, 14, 21]</td>
<td>0.999947</td>
<td>0.999947</td>
</tr>
</tbody>
</table>

The experiments over random problem instances illustrate the capability of the framework to cater for different architecture design problems. The relevant transformation operators for specific architecture design problem have been modelled and the framework was used to search for robust and (near-)optimal architecture candidates. The results of the first part of the experiments clearly showed that the approach is able to capture the different problem instances of various characteristics, successfully evaluates the service reliability attributes, and iteratively produce a set of non-dominated solutions with improved quality. Prevalent growth of hypervolume over the optimisation iterations indicates a promising contribution from the stochastic algorithm, and lead towards solutions which are robust as well as better in terms of quality attributes. The application of different optimisation algorithms over all problem instances shows the capability of the framework in adopting different solvers to the search of better solutions in the presences of uncertainty. The hypervolume growth results of different problem instances indicate that certain algorithms perform better when solving specific problem instances. ACO and
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NSGA-II perform competitively in many instances while the selected variant of simulated annealing algorithm’s performance is comparatively lower. One key reason behind this observation would be the difference in handling the search space where SA’s search technique is based on neighbourhood moves on a single solution while the other two algorithms use a collection of solutions. However, the focus of these experiments with different algorithms is to show the approach’s capability to use various optimisation strategies, and the detailed analysis of the performance of different algorithms over the different problem characteristics is considered out of the scope of this work. Overall, the first group of experiments validate the approach’s capability to cater for assorted parameter and problem characteristics as well as the use of different stochastic algorithms.

The solutions produced by the new approach were tested for robustness. By comparing the estimated 95% confidence service reliability values of the produced solutions against standard lower bound of very large number of variation samples, the experiments illustrated the suitability of 95% percentile as a pessimistic robustness indicator.

As the robust optimisation approach comprises a novel dynamic stopping criterion for probabilistic quality evaluation in the presence of uncertainty, the next set of experiments were dedicated to investigating its suitability, accuracy and computational benefit to the approach. The analysis of solutions produced from the approach showed that the number of Monte Carlo simulations conducted for different solutions and for different service reliability evaluations are not the same. A huge variability of the number of Monte Carlo runs could be observed. The results indicate that the dynamic stopping mechanism automatically controls the sampling process according to a given accuracy goal. To further verify the accuracy of the stopping mechanism, the estimated service reliability values produced by the dynamic-stopping Monte Carlo are compared with (near-) actual ones obtained from a very large number of samples. The accuracy test for all the solutions and for all the cases satisfied the threshold error tolerance, which is an input of the dynamic
stopping criterion. From these results, it can be concluded that the novel dynamic stopping criterion is accurate and has been successfully integrated into the robust optimisation approach. In addition, its performance has also been compared against experiments with fixed Monte Carlo runs. Note that the fixed number of MC runs has only been set to 100 while the dynamic stopping criterion had reported certain samples over 150 runs. However, the results clearly show that, the dynamic stopping criterion provides significant computational gain over the fixed Monte Carlo configuration while maintaining a configured level of accuracy, for all the case.

The next part of the validation was to investigate the support for diverse tolerance goals in the optimisation. Having fixed all the other settings, the experiments were conducted with different tolerance goals for the service reliability. For the same problem instance, the robust optimisation approach has produced different results for different desired tolerance levels. It is to be noted that the degree of uncertainty in the input parameters was the same for all, only the tolerance levels of the optimisation goals are different. By mere fact of the solutions being different, it illustrates that the approach is capable of search solutions that are specifically tailored for the desired level of robustness. When higher tolerance is required, the produced solutions are less sensitive to the uncertain input parameters where as when moderate tolerance is sufficient, the approach produces sensitive, but suitable enough trade-offs.

**Threats to Validity**

The generation of experiments has been aimed at capturing the diversity of characteristics of the architecture optimisation problem and uncertainty in the input parameter space. Instead of generating an instance for every possible combination of problem dimensions, the different aspects to be addressed have been abstracted, and instances were randomly generated from that abstract formulation. As explained in the experiment setup, the input parameters of the problem instances were generated randomly, but securing the realistic ranges for respective parameter. To represent diverse source and characteristics of uncertainty associated with a subset of pa-
rameters, certain generated parameters are specified as heterogeneous probability distributions. Problem instances were generated from different architecture design problem types in order to illustrate the approach’s applicability over diverse design problems. In addition to extensive experiments on deployment optimisation problems, a set of instances have been generated to represent other common architecture design problems. Redundancy allocation and component selection are important and widely used design problems in the context of component-based software engineering. In the deployment problem instance, the objectives to be optimised were set to service reliabilities, where a service is considered a randomly generated transition matrix over the software components. The cost-reliability trade-off under uncertainty is analysed with a series of redundancy allocation problem instances and a set of component selection problem instances which were created with the goal of a trade-off among cost, reliability and response time. When generating the instances, due measures were taken to ensure that the architectural assumptions and constraints are satisfied. By allowing randomness over defined abstract characteristics, the experiment design relaxes the assumptions from an instance-specific setting to much broader aspect.

The experiments have been designed with the intention to validate the framework’s capability in capturing heterogeneous and diverse characteristics of uncertainty. However, the estimation uncertainties in the practical architecture design problems may have different characteristics in comparison to the ones which were included in the experiments. As a precautionary measure, a mechanism has been used to create random distributions, even with random parameters to specify uncertainty, and due care has been made to ensure the ranges of the distributions. By selecting the distributions at random and including the random-discrete distributions, the experiments were encouraged to cover the scope of practical problem instances.

For accuracy testing of the solutions produced by the SCOUT approach, we have selected 10,000 Monte Carlo samples as a significantly large number which can
resemble the actual characteristics of uncertainty in the quality metrics (e.g., service reliability). It could be argued that the comparisons depend on the sample size, and the accuracy may change if even larger sample sizes are used. However, it could be seen that the robust reliability values with different tolerance levels are produced by the dynamic stopping criterion within sample ranges of 20-200. Furthermore, the variation of the percentile estimates have been individually observed even conducting various number of samples (by observing graphs similar to Figure 5.7c in Chapter 5). Considering the experience with the experiments on various problem sizes, 10,000 samples is a large enough sample to represent actual distributions.

Another threat to validity of the results is that the applicability of the contribution may be limited to problems of specific size or type. To reduce the risk regarding this threat, a series of problem instances were created with a variety of sizes. As opposed to manually setting specific problem characteristics, the common model of the problems has been abstracted out and instances are parametrically generated as presented before. By doing that, the experiments set themselves apart from an instance-specific setting to much broader applicability.

The validity of the presented experiments can be questioned on the grounds that the applicability to architecture design problems other than deployment, redundancy allocation and component selection. Even though the framework has been able to cater for the specific problem types and instances considered in the experiments, there is a threat that the framework may not be applicable to other problems. However, the framework is inherently generic and we have already compared the underlying model with prevailing methods in Chapter 6. Despite the validity to other problems may require experiments on specific problem types, we suggest that the SCOUT framework can be used for other architecture optimisation problems in component based software systems.

The experimental results presented in the chapter has a considerable dependency on the implementation. It is possible that implementation is erroneous or bias towards favourable results. However, in several occasions, we have consulted
experienced programmers and followed regular code-review sessions. Due measures were taken to cross check the implementation and the conceptual design. By taking these precautions, we have minimised the possibility of having erroneous or misleading results in the experiments.
Chapter 8

Conclusions

This thesis has focused on the issues arising from uncertainty in design-time parameter estimates that are used in architecture-based quality evaluation and optimisation of software-intensive systems. The baseline of the research has been set with a background study on software architecture, architecture-based quality evaluation and methods on design-time architecture optimisation. The work has specifically focused on reliability as a probabilistic quality attribute which is evaluated from the software architecture descriptions, and investigated the impact of design-time parameter estimates on the architectural decisions that are made based on them. The research goal was set to finding a (near-)optimal set of architectures in terms of a set of probabilistic quality attributes with a confidence guarantee against the heterogeneous uncertainties in design-time parameter estimates (type A uncertainties [55]). Specific research questions on capturing the uncertainty, propagation through the probabilistic quality model construction, treatment in architecture-based reliability evaluation and architecture optimisation have been emphasised with an analysis of existing work and experiments on industrial case study.

Contributions

The work presented in this thesis has made a contribution to reducing the impact of inaccurate design-time estimates for parameters, such as hardware and software
failure rates, call probabilities of different services and usage profile in an architecture
optimisation process. A novel robust optimisation approach has been presented that
extends the current practice of using point estimates for the model parameters in
architecture optimisation by allowing to include uncertain information available at
the early design phase, and combine with optimisation techniques to find better
architectures that can tolerate uncertainty. In summary, the work presented in this
thesis contains following novel contributions.

- The conventional parameter specification in the architecture element speci-
cation has been extended to incorporate heterogeneous characteristics of uncertain
information related to parameter estimation into the parameter specification of
the architecture optimisation problem. A generalised probabilistic specification
has been presented which can capture both the extent and the characteristics of
uncertain parameters. The conventional assumptions on input parameter distri-
butions have been relaxed with the support to include heterogeneous variability
features of the parameters estimated in software architecture design.

- An automated and scalable model evaluation technique has been introduced
which can be used to evaluate complex probabilistic quality models in the pres-
ence of uncertain model parameters. A Monte Carlo (MC) simulation technique
has been adapted to uncertainty analysis to cater for probabilistic quality evalu-
ation models which are hard to solve analytically for variable input parameters.
A novel dynamic stopping criterion has been introduced that automatically finds
the trade-off between time complexity and accuracy of MC simulation. Principles
of sequential statistical testing have been combined with continuous accuracy
monitoring mechanism in the MC simulation.

- A robust optimisation framework has been devised which can be used to model
and optimise various architecture decisions involved in embedded systems design.
The framework contains a model that integrates architectural elements, quality
objectives, design constraints, probabilistic quality evaluation models and optimi-
sation algorithms. The support has been provided to integrate various stochastic
algorithms into the framework for evaluation-expensive, multi-objective optimisation problems. The adaptation of three algorithms was presented, namely Non-dominated Sorting Genetic Algorithm-II, Ant Colony Optimisation and Simulated Annealing. Supporting the different application domains and requirements, a method has been presented for optimising architectures with a desired level of tolerance to uncertainty in the parameter estimation.

The novel robust optimisation approach has been implemented and validated with an illustrative case study from the automotive industry, as well as with a series of experiments with generated problem instances. The data obtained from these experiments have shown that the approach leads to robust designs, while also explaining the accuracy and scalability of the approach.

Goal Achievement and General Applicability of the Research

As a solution to the implications arising from the uncertainty associated with design-time parameter estimates, this work proposed to include uncertain characteristics into the specification as an extension to the current practice of providing them as point estimates. A probabilistic specification approach has been taken, relaxing the conventional assumptions on the distributions. The proposed approach has given the flexibility to use any probability distribution and in any combination to characterise uncertainty associated with each parameter. With the generalisation of the distribution and the ability to include discrete-interval distributions, the extension provided in this approach also subsumes the powers of current complementary techniques such as mean-variance and fuzzy uncertainty specification techniques. A set of guidelines have been given on using diverse uncertain information associated with each parameter to a formal specification as a distribution function. Due to this generic setting, our probabilistic approach to capturing uncertainties is theoretically capable of catering for any stationary variation. The scope of the thesis limits to the type-A uncertainties (model parameters) in architecture-based reliability models in the context of embedded systems design. The validity has been justified by spec-
ifying possible variations in an industrial case study as well as random variations in a series of generated problem instances. The empirical evidence and theoretical foundation presented in the thesis suggest that the SCOUT approach can be used to specify the uncertain characteristics associated with the parameters in practical problems within the scope of the thesis.

The architecture-based quality evaluation aspect of the research problem has been addressed considering the heterogeneous characteristics of uncertainty in the input parameter specification. Due to the use of non-linear and mathematically complex models such as DTMCs in architecture-based quantification of probabilistic properties, analytical methods used to propagate irregular variations through the models are less applicable. A Monte Carlo simulation technique is proposed in this approach in which the probabilistic model evaluation behaves as a black-box during the sampling. Even with the limited scope of reliability properties as the quality attributes, it has been shown that the variation of probabilistic properties under uncertain inputs does not follow a normal distribution. Hence, the SCOUT approach has adopted a non-parametric estimation method which can cater for probabilistic property estimation without prior knowledge of the distribution that the property may exhibit under uncertain inputs. Amongst the other descriptive figures, the author suggests that percentiles can be used as flexible indicators that can cover both pessimistic, optimistic and moderate ends of the property w.r.t. to cumulative effect of all the uncertainty in input parameter estimates. This extends the applicability of the approach to quantifying requirements in various application domains, including safety-critical systems as well as non-critical applications where moderate estimates are sufficient. The new method is further equipped with a dynamic stopping criterion which can control the number of Monte Carlo simulation automatically. With that, the approach has relaxed the assumptions on specific quality evaluation model or input characteristics, and brought the approach to a generic setting. It has been shown that the approach is able to cater for the industrial case study as well as the series of instances generated from a generic problem setting. Experiments with
all the problem instances have shown that the dynamic stopping criterion finds the appropriate threshold automatically and is able to provide accurate results with a given confidence. This further suggests that the architecture-based quality evaluation and dynamic stopping criterion can be applied to a variety of problem instances considering their various characteristics and sources of uncertainty.

In addressing the optimisation dimension of the research problem, this work has developed a framework for robust architecture optimisation which considers uncertainties in the input parameters. The requirements and different dimensions of a prospective framework were first analysed, and a high-level model has been devised based on a common understanding extracted from prevalent architecture optimisation approaches. The prior contributions on specification, evaluation and automated quantification of uncertainty-related aspects have been integrated into the high-level model. Resting on the fact that stochastic optimisation algorithms have shown consistent success in solving NP-hard and combinatorial design space exploration problems in software engineering, the framework was developed with the support for different stochastic algorithms. The integration of three widespread stochastic optimisation algorithms into the devised model has been described, leading to a high-level framework for architecture optimisation under uncertainty. During the development of the framework, a derivative modelling approach has been taken with a focus on justification in each step. The abstract model presented in the ISO 42010 international standard has been used as the starting point in systematically devising a high-level model to capture architecture optimisation related aspects. The validity of the model was also justified by bringing it into the context of related modelling approaches that address specific aspects in the domain. The new model’s ability to cater for the requirements in those modelling frameworks is discussed in order to pursue the uncertainty integration in the approach as a generic extension to the current methods. The applicability of the framework to a broader setting and its contribution to addressing the overall research problem has been justified with a detailed comparison with prevailing approaches. Furthermore, the approach was fully
implemented, and the capabilities have been illustrated by applying to an industrial case study and a variety of problem instances. Hence, the results indicate that the robust optimisation framework is able to cater for diversity of architecture design and optimisation problems that are in the scope of the thesis.

Future Work

With the probabilistic input specification scheme introduced in this work, a Monte Carlo simulation is used to estimate the quality of candidates considering the uncertainties. This requires probabilistic models to be re-evaluated for each MC run. As described in Chapter 2, the probabilistic model evaluation is a computationally expensive process. This has been further explained in the scalability analysis experiments given in Chapter 5 and Chapter 7. However, in many practical situations, not all parameters are subject to uncertainty and specified as probability distributions. On the other hand, the same quality evaluation model has to be re-evaluated with individual parameter samples in each MC run. Considering these characteristics of the problem, the performance of the Monte Carlo simulation can be further improved. With this motivation, we are currently working on efficient algorithms to probabilistic model evaluation for small changes, which we called Delta evaluation [290]. Furthermore, the recent work of Filieri et al. [150] on constructing close form formulas for probabilistic model evaluation and work of Kwiatkowska et al. [248] on incremental verification probabilistic properties would potentially provide a computational benefit to MC simulation. These approaches could easily be transferred and would improve the performance of the robust optimisation approach.

As it has been emphasised in the scope description, this work is specifically focused on reliability-related attributes and the scope of probabilistic models have been limited to the architecture-based reliability models. However, we suggest that the approach is inherently generic and could be extended to other probabilistic quality attributes and evaluation models. We have included two other quality attributes (response time and cost) in the experiments presented in Chapter 7 as an
indication of the extensibility. However, the generalisability of the approach to the spectrum of probabilistic quality attributes and their evaluation models require further research on specific challenges. It would be interesting to investigate further on the relationship of design-time parameter estimates, uncertainty in estimation and architecture-based quality evaluation models in more general context of probabilistic quality attributes.

Another interesting research direction continuing from this work is to apply robust optimisation at run-time. With the emerging trends on keeping quality evaluation models at run-time (KAMI) [139] and run-time monitoring of software-intensive systems [194], more efficient run-time optimisation techniques are being developed. The current approaches propose to monitor a running system and apply Bayesian estimation techniques to obtain the updated parameter values. However, the values are still treated as point estimates. Due to the stochastic nature of statistics in the run-time monitoring, it is desirable to have better run-time decisions that can tolerate variation while providing better quality of service. Analogies can be seen between this problem and the research presented in the thesis on robust optimisation. Instead of using the point estimates updated at run-time, the SCOUT approach can be adapted to use the probability distribution of the parameter. Further identification and addressing the specific issues related run-time could lead developing the approach into run-time robust optimization.

The term uncertainty is associated with many aspects in the general context of systems design. According to Beyer et al. [55], the uncertainties that a system designer has to face can be put into four categories, namely (A) Changing environmental and operating conditions, (B) Production tolerances and actuator imprecision, (C) Uncertainties in the system output, (D) Feasibility uncertainties. In this work, the scope was limited to the uncertainties associated with model parameters which in the form of Type A. However, the robustness of a software intensive system needs consideration of all four types. This work has identified and addressed specific issues within the limited scope of type A uncertainties. Extending the scope to consider
other uncertain aspects involved in software intensive design and optimisation would be a valuable research effort, which potentially benefit the industrial community.
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