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Abstract

This thesis is devoted to the study of exotic superfluid phases in strongly inter-

acting Fermi gases. While superfluidity in ultracold gases has many distinct mani-

festations we choose to address first a mean field approach to imbalance Fermi gas

and then, in the balanced case, we studied the dimensional crossover of a confined

gas and other relative feautures.

Firstly, we present an extensive study of the Larkin-Ovchinnikov (LO) phase in

a two-dimensional spin-polarized Fermi gas. In the context of Fulde-Ferrell-Larkin-

Ovchinnikov (FFLO) phase, we explore the availability of a very wide and generic

class of energy gap functions with explicit space dependency. We inspecte the nature

of the phase transitions that are available via a saddle point approximation: in

particular in between the fully paired Bardeen-Cooper-Schrieffer (BCS) state, an

exotic LO phase, and the partially polarized free Fermi gas (NPP). The order of

phase transitions has been carefully examined and has led us to reconsider the idea

of a second order phase transition between the exotic inhomogeneous phase and

the normal free imbalanced Fermi gas. The superfluid density of the LO phase

has been computed in the perpendicular direction with respect to the direction in

which the spatially dependend gap parameter appears, moreover we investigate the

relationship between superfluid density and the spin polarisation.

We then move to the theoretical description of the crossover from three dimen-

sions (3D) to two (2D) in a strongly interacting atomic Fermi superfluid through

confining the transverse spatial dimension. Using beyond mean field methods, we

determine the zero-temperature equation of state and Landau critical velocity as

functions of the spatial extent of the transverse dimension and interaction strength.

In the presence of strong interactions, we determine a criterion to distinguish three

dimensional regimes and we explicitly map out a dimensional crossover diagram us-

ing the location of the superfluid maximum critical velocity, which exhibits distinct

dependence on the transverse dimension from 2D to quasi-2D, and to 3D. Through

the dynamic structure factor we propose an experimental viable measurement to

probe the dimensional crossover diagram by using Bragg spectroscopy.

In the final part of the thesis, due to the recent experimental interests, we address
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the role played by dimensionality on the breathing mode quantum anomaly in a

harmonically trapped balanced Fermi gas at zero temperature. Based on our model

for the dimensional crossover for a strongly-interacting Fermi gas we employ periodic

boundary conditions (PBC) to simulate the dimensionality of the system and then

we impose a local density approximation (LDA), with two different schemes, to

achieve a model of a harmonically trapped Fermi gas. By using sum-rules techniques

we compute the breathing mode frequency associated with a small variation of the

transverse trapping frequency and we describe its behaviour as a function of the

dimensionality. We finally compare our results with previous predictions.
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Chapter 1

Introduction

This introductory chapter is devoted to outlining the content of this thesis and

provide an introductory explanation to all the topics this work deals with. We start

with a brief historical summary containing the major cornerstones of the research

in condensed matter and, in particular, the ultracold gases field of research. The

motivations of this thesis are then exposed followed by the scientific results and

conclusions achieved during the Ph.D. term. We will focus in particular, at the end

of the chapter, to emphasize the original contribution of our work presented to the

Condensed Matter scientific community in the form of published papers.

1.1 Historical background on superfluidity and su-

perconductivity

The foundations of condensed matter have a remarkably simple birthplace: the

paramount observation that the discretisation of the spin eigenvalues splits the par-

ticles, in which nature is composed, into two different sectors. The fermionic sector

has spin eigenvalues always equal to a half-integer multiple of the Planck constant

~, whereas the bosonic sector allows only integer multiples of ~. Such a difference

enriches physics of two systems which behave in completely different ways.

In 1925, Wolfgang Pauli formulated his Pauli exclusion principle for the electron,

basically stating that the wave function of a system of indistinguishable electrons

changes its phase by a factor eiπσ when we impose a permutation, with parity σ, on

the electrons. This successful idea turns out to be a feature the electron shared with

every half-integer spin field in Quantum Field Theory. Indeed it came to no surprise

when in the 50s, within the formalism of the G̊arding–Wightman axioms [1–3], the

spin-statistics theorem (i.e. the relation spin-phase) got proven for any spinorial

quantum field. From our point of view, since we will deal with ultracold gases, the

1



2 Introduction

fermionic nature of a system doesn’t allow the ground state of a many-body state

to be squeezed on the lowest energy eigenvalue of the Hamiltonian, but particles fill

up eigenstates up to the system’s Fermi energy.

On the other side of the fence, the bosonic sector, which enjoys the property of

not changing the wave function phase when indistinguishable particles are swapped

in a many-body system, had attracted the interests of Satyendra Nath Bose and

Albert Einstein in 1924 [4]. A many-body system of bosonic particles, when cooled

down enough, undergoes a phase transition to a new state of matter we now call

the Bose-Einstein condensate (BEC). Its predominant feature is that it can be rel-

atively macroscopic but still be described by a single wave function: it provides a

direct example of a Quantum system that verifies the Copenhagen interpretation

of Quantum Mechanics at the scale of the µm, interpreting the wave function as a

probability distribution.

Within the formalism of the canonical ensemble, the probability of populating

an excited state is given by the Bose-Einstein probability distribution,

fBE(ε) =
1

eβ(ε−µ) − 1
(1.1)

where β = (kBT )−1 is the inverse of the temperature, kB is the Boltzmann constant

and µ the chemical potential. The density of particles is always linked, in the

absence of interactions, to a critical temperature Tc that returns µ(Tc) = 0 (absence

of fugacity) and yields the famous equation

β−1
c = kBTc =

2π~2

m

(
n

(2s+ 1)ζ(3/2)

)2/3

(1.2)

where s is the integer spin of the particles we are considering, ζ is the Riemann’s zeta

function and n the particle density. Such critical temperature can be understood

as the energy at which the inter-particle spacing in the many-body system, n−1/3,

becomes comparable with the de Broglie wavelength, λdB(T ) =
√

2π~2
mkBT

, associated

with the particles. This idea became indeed very useful when a non-classical “su-

perfluid” phase of Helium below 2.2 K was discovered. Fritz London then suggested

that the Bose-Einstein condensation might have been the right tool to explain this

new phenomenon, though it took nearly 70 years to experimentally realise [5, 6]

the first BEC with alkali atoms, in 1995, and subsequently prove it undergoes a

superfluid transition.

In 1908 Heike Kamerlingh Onnes was the first to obtain liquid Helium close to

the temperature of 1.5 K. By using this superfluid Helium, in 1911, he managed to

cool down Mercury, at 4.2 K, and discovered that it displays a vanishing electrical

resistance [7]. Furthermore, increasing the electron scattering in such a regime, no

deviation from this behaviour could be observed. A similar peculiar characteristic
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was then found in Indium (3.4 K), tin (3.72 K) and lead (7.19 K). Moving further

towards other available compounds the critical temperature associated to this ab-

sence of electrical resistance was found to be even higher, for instance the nitrate

of Niobium pushed it to 17.3 K. This limit increased through decades, in 1973

was brought to 22 K in the Nb3Ge [8], and nowadays it stands stationary, at low

pressures, around 135 K in exotic Cuprates compounds [9–11] with a record critical

temperature 164 K when a specific Cuprate is brought to high pressure [12].

Figure 1.1: The evolution of the critical superfluid temperature Tc from Onnes experi-

ment (bottom left) to nowadays. From [13].

This phenomenon was called superconductivity but brought an even deeper nov-

elty in physics: a gas of electrons, or fermions in general, undergoes a superfluid

phase. The charge of the electron in the superfluid phase is responsible for the su-

perconductivity. At the time of the discovery of superconductivity, several properties

of this new phase of matter were tracked down: (a) Absence of DC Resistance:

persistent flowing electrical currents have been trapped in superconducting coils

with expected decay rate of 105 years [14]. DC current resistance can be considered

suppressed in any soft core superconducting material with a lower estimate of 10−15

times the normal phase resistance. (b) Critical Frequency for AC Current

Resistance: at zero absolute temperature has been observed a complete suppres-

sion of resistance whenever the AC frequency is less then νAC ≈ 3.5kBTc
2π~ , where Tc

is the superconducting phase transition temperature. Instead, at finite tempera-

ture, we observe a finite resistance for any frequency ν < νAC and a normal phase

behaviour when ν � νAC . (c) Meissner Effect: below a certain critical tem-

perature, external magnetic fields are expelled. Inside a core the superconductor
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behaves like an ideal diamagnet with magnetisation χm = −1 and outside the mag-

netic field has maximum penetration depth of 5× 10−6 cm, up to a critical value

of the magnetic field when superconductivity breaks. (d) Critical Magnetic

Field: the repulsion of a magnetic field H costs, per volume, an energy increase

H2/(8π) but a phase change must undergo, on the energetically favourable side, an

energy decrease. Hence it must exist a critical magnetic field Hc(T ). (e) Frozen

Internal Magnetic Field: a vanishing resistance requires only the magnetic

field time derivative to vanish, hence we still have the possibility of a magnetic field

captured inside the superconducting core. (f) Flux Quantisation: the magnetic

flux within a superconducting ring is discrete and constant in time. In the case of a

hollow superconductor, the discrete flux is multiple of hc/(2e) ≈ 4×10−6 gauss cm−3.

The picture of superconductivity was definitively more puzzling than the bosonic

superfluidity. With impressive intuition London suggested that superfluidity and su-

perconductivity were essentially peculiar quantum mechanical features that happen

on macroscopic scale. Again in 1950, London’s superfluid theory provided us a

paramount suggestion: to explain superconductivity, a theory that involves a new

kind of bound state between two fermions with total charge of twice the electron

charge was needed. Unfortunately while bosons are likely to occupy the same eigen-

state when at low temperatures, fermions not only obey the Pauli exclusion prin-

ciple, but, like in the case of electrons, strongly repel each other due to Coulomb

interaction. Finally, the degeneracy temperature of conducting electrons (the Fermi

temperature) is of the order of thousands of Kelvin, hardly a viable way to explain

an eventual “fermionic condensation” which would appear at very low temperatures.

As we know, the breakthrough came when it was realised by Cooper, in 1956,

that fermions on the rim of their Fermi sphere, in presence of an arbitrarily small

attractive potential, form weakly bound pairs. In metals, when the temperature is

low enough, the crystal structure screens the Coulomb interaction of far away distant

electrons and provides a phonon-mediated electron-electron interaction. In this way

it became clear that the Fermi sea (i.e. the ground state of the free Hamiltonian for

fermions) is unstable towards a ground state made of long range pairs of fermions by

adding an attractive interaction. Eventually, in 1957, Bardeen Cooper and Schriffer

published their theory of superconductivity (BCS) which provided the form of the

wave function associated with the new ground state for fermions [15]. When the

electron-electron interaction was tuned via the lattice phonon their theory was able

to explain the superconducting critical temperature of all the metals investigated

at that time. We describe the BCS theory within the field theoretical formalism in

Chapter 2 since it sets the stage for almost all the investigations presented in the

current work.
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1.2 Ultracold interacting gases

The first experimental realisation of a Bose-Einstein condensation was achieved

in 1995 [5, 6], and paved the way to the realisation of new states of matter. At low

temperature, as suggested before, the comparable size of inter-particle distance and

de Broglie wave-length induces macroscopic quantum effects. Despite an extremely

low atom density in these gases, they exhibit many-body correlations that affect

both their microscopic and macroscopic properties.

Ultracold gases then represented both a theoretical and experimental challenge,

but in return were expected to enlighten our comprehension of very interesting

and unknown physical phenomena, namely those phenomena that are related with

superfluidity and superconductivity but can be hardly investigated via ordinary su-

perfluids. Moreover, nowadays ultracold gases are believed to be a viable setup for

quantum computations and quantum simulations [16], i.e. an alternative way of

understanding strongly-interacting theories that cannot be perturbatively expanded

in orders of the interaction parameters. Furthermore, ultracold atoms may even

allow to create exotic states of matter, which cannot otherwise be observed in na-

ture. Ultracold atoms are also used as precision measurement tools as it is possible

to remove the thermal noise which is unavoidable when dealing with macroscopic

systems.

An impressive variety of experimental tools made ultracold gases relatively sim-

ple to investigate. The evaporative cooling technique allows to reach temperatures

of the order of 10−9 K and gases can be trapped with harmonic oscillator traps, hard

walls or even an arbitrary shape of the system’s boundaries. Exploiting different

trapping methods allows experiments to undergo different dimensional regimes, for

instance forcing the dynamics to evolve in a one- or two-dimensional landscape.

Quantum selection rules allow tunnelling through certain quantum states allowing

to select specific features and neglect others, such a way that it is easier to find

theoretical models that accurately describe a given experimental setup. The inter-

actions between atoms can be tuned and a highly controllable environment can be

achieved.

The first theoretical approach to study ultracold gases has been the mean-field

(MF) theory. The lack of computational control we experience, due to huge amounts

of particles or interactions, can be overcome, in some regime of weak interactions

between particles, by the approximation that each particle instead of interacting

with any other particle in the system, sees them as a whole, as an external aver-

age field. This approach is very reliable, at least for qualitative results in a large

variety of systems. For instance, we can remind that the Gross-Pitaevskii equation

is a mean-field theory. The BCS theory of superconductivity in weakly interacting
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(im-)balanced Fermi gases is also a mean-field theory. It is also correct to say that

mean-field theory cannot predict all the properties of systems quantitatively and

struggles in regimes in which inter-particle interactions are strong. In fact, a major

goal for condensed matter physics has been to find methods to go beyond the MF

framework.

There are two ways to create a beyond mean-field effect. Optical lattices can be

used to suppress the tunnelling through lattice sites, reducing the average kinetic

energy per particle [17, 18]. The resulting lower dimensionality of a system increases

the role of fluctuations (higher order corrections to a mean-field treatment), leading

to phenomena like the Berezinskii-Kosterlitz-Thouless phase [19, 20] or properties

like the Mermin-Wagner theorem [21] and so on. Alternatively, and Feshbach reso-

nances can be used [22, 23] to tune interactions described by the contact potential

model and its related scattering length.

Feshbach resonances can be understood using the theoretical framework derived

by Ugo Fano [24] and Herman Feshbach [25] which describes how it is possible

to couple a scattering state with a bound state. The Fano-Feshbach method of

controlling the scattering length in the scattering process of two particles (the open

channel) allows to tune the energy of such state close to the energy of a bound state

(closed channel). Such proximity allows resonance and the event of both particles to

fall virtually (oscillating from and towards the bound configuration) into the bound

state.

Figure 1.2: (Left) The scattering length of the open channel as a function of the

dissociation energy De, i.e. the distance to the closed channel matching resonance. The

dashed line is the binding energy of the closed channel [26]. (Right) The divergence of the

open channel scattering length when open and closed channel have the same energy and

undergo resonance [27].

Moreover, if the magnetic moments of a pair of particles in these two channels

are, as it often happens, different and in particular the bound state stands below

the continuous spectrum of excitations, the Fano-Feshbach resonance allows to raise
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such a closed channel above the continuous spectrum threshold. An experimental

paramount application of this phenomenon can be easily described: indeed the 6Li

has a favourable configuration to probe such resonance [26]. The open channel in

this case is given by two atoms with their valence electrons in the lowest angular

momentum eigenvalue (l = 0). The symmetry of the molecular state with respect

to nuclear exchange restricts the possible values of total nuclear spin to I = 1.

The total spin angular momentum (electron and nucleus spins) F = S + I of both

particles can couple in either a triplet or singlet state. We notice some remarkable

facts:

(i) the triplet state has a large and negative scattering length, i.e. in a certain

condition of proximity, atoms feel attracted;

(ii) there is a molecular bound state that is accessible from this scattering state

through absorption and emission of photons from the former triplet state. The

dissociation energy, De that the scattering state would have, if bound, is really

close to this molecular bound state energy

We usually refer to a Fano-Feshbach resonance when a closed channel has almost

the same energy of a scattering open channel. When tuning an external magnetic

field it is possible to modify the scattering length of the open channel. In this

case the dissociation energy of the open state can match exactly the closed channel

resonance (see Fig. 1.2). This discovery was experimentally proved in 2002 [28] and

it is often referred as stability of a strongly-interacting Fermi gas, when long-lived

Li2 molecules were observed.

When dealing with fermions, Fano-Feshbach resonances are the tools we are

mostly interested in, because the largest part of recent experimental achievements

have been obtained via the tuning of the scattering length. This scattering length

tuning procedure indeed admits to shift the system continuously from a weakly

interacting regime, where fermions have a weak and long-range binding, to a strongly

interacting regime where pairs of fermions behave like bosons.

1.2.1 BCS superfluidity and BEC-BCS crossover

We focus now on ultracold fermionic atoms whose interactions are controlled and

tuned according to the Fano-Feshbach protocol we just described. As we remarked

earlier, the free ideal Fermi gas ground state, obtained by piling up fermions into

single-particle states, is unstable in presence of arbitrarily weak interactions. The

BCS theory predicts a new ground state which is composed by pairs of fermions.

When these fermions are close enough they can be seen as a system of molecules

that behave like bosons and thus undergo Bose-Einstein condensation. Though, as
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pointed out by Schrieffer, the BCS Cooper pair cannot truly form a Bose-Einstein

condensation since it doesn’t obey, within the BCS theory, the bosonic statistics,

also when coupled. Roughly speaking, after a Bogoliubov transformation the cre-

ation/annihilation operators of the free ideal Fermi gas become quasi-particles cre-

ation/annihilation operators, but the commutators of the Cooper pair operators do

not fully verify the bosonic commutation rules. The physics involved in this transi-

tion process, from weakly to strongly interacting fermions can be studied experimen-

tally using the Fano-Feshbach resonance and qualitatively can be understood from

Figure 1.3. The idea of invoking some sort of BEC to understand superconductivity

Figure 1.3: The BEC-BCS crossover. By tuning the interaction strength between the two

fermionic spin states, one can smoothly cross over from a regime of tightly bound molecules

to a regime of long-range Cooper pairs, whose characteristic size is much larger than the

inter-particle spacing. In between these two extremes, one encounters an intermediate

regime where the pair size is comparable to the inter-particle spacing. From [29]

is dating back to Schafroth et al. [30]. Also Eagles [31] studied superconductivity in

doped semiconductors like SrTiO3 with a very low carrier density, where the attrac-

tion between electrons need not to be small compared with the Fermi energy. This

led to the first mean-field treatment of the BCS-BEC crossover. Independently,

Leggett [32] addressed the problem of the BCS-BEC crossover in a dilute gas of

fermions at T = 0 motivated by superfluid 3He. Although 3He is very much in the

BCS limit, Leggett wanted to understand the extent to which some of its proper-

ties, such as the total angular momentum of the superfluid, might be similar to that

of a BEC of diatomic molecules. A finite temperature analysis of the BCS-BEC

crossover, along with the evolution of the critical temperature was first presented

by Nozières and Schmitt-Rink (NSR) [33]. With the discovery of high temperature

superconductors in 1986 and the realisation that the pair size is only slightly larger

than the average inter-particle spacing, there was a resurgence of interest in the

BCS-BEC crossover.

Since the BCS-BEC crossover is the backbone of our thesis work we will devote

Chapter 2 to introduce all its features but it is worth outlining its MF interpretation

here. As pointed out by Cooper, in presence of a Fermi surface, a tiny attractive
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interaction makes the ideal Fermi gas ground state energetically unfavourable. A

new ground state is reached and the dispersion relation of the new ground state

quasi-particle components, the Cooper pairs, is characterised by a gap in the den-

sity of states between the Cooper pairs bulk and the excited states: such separation

is called the energy gap. In a broader sense, pairs of fermions are thought as inter-

acting through an auxiliary bosonic field that plays the role of phase transition order

parameter, from a phase diagram region where the normal Fermi gas is favourable

to one where the Cooper pair ground state has lower energy. At the mean-field level

the auxiliary field is approximated to an uniform constant parameter.

The BCS-BEC crossover order parameter has been investigated through vari-

ous techniques, at the MF level, beyond MF and via non-perturbative numerical

approaches, such as quantum Monte Carlo. Moreover, the BCS-BEC crossover

concept has been studied in low-dimensions, where the superfluidity experiences

disruptive interplay of beyond MF contributions and/or spin-population imbalance.

It is known that the BCS superfluid ground state cannot support a two-component

spin mixture when the populations are not equally balanced in the two components.

In this case, the system either forms two coexisting phases, a superfluid phase and a

normal phase or it is expected to display exotic superfluid phases [34]. Moreover, at

the BCS-BEC crossover, particles which experience p-wave interactions might dis-

play topological phase transitions [35]. Finally, the experimental realisation of the

BCS-BEC crossover appears to be very sensitive to dimensionality and the interplay

between inter-particle interaction and low-dimensionality is to be understood.

1.3 Research outline

As the thesis title suggests we will address the superfluid phase of Fermi gases

in lower dimensionality, in particular in two dimensions. We move in two different

directions: (1) the exotic superfluid phases that can be obtained when the spin-

populations are moved away from the balanced conditions and (2) the interplay of

interaction and dimensionality. Firstly, we remark that the theoretical and com-

putational models increase in richness while we proceed through the chapters and

will allow, when possible, a more accurate description of the superfluid phase phe-

nomena. The following section aims to describe the specific topics we addressed

according with the order they appear in the thesis.

1.3.1 Exotic superconducting states

Chapter 3 is devoted to the FFLO exotic superfluid phase in a low dimensional

Fermi gas. The presence of an external magnetic field in gases, a microwave sweeper,



10 Introduction

which is a microwave drive [36], between two different (pseudo-)spin populations can

lead to two Fermi surfaces of different spin populations as in regular superconduc-

tors, which don’t overlap. This is a simple and naturally occurring example of

an imbalanced mixture of a two-spin populations system. The BCS theory, in the

grand-canonical ensemble, at the mean field level, doesn’t allow a good description

of a unique superfluid phase. In fact a coexistence of two different phases has to

be taken into account [34]. Namely, when the chemical potentials associated with

different spin populations are different, it is impossible to find both a finite energy

gap and a finite particle density polarisation. In fact, the difference of the chemical

potentials, δµ = (µ↑−µ↓)/2, where ↑, ↓ are labelling the (pseudo-)spin state, doesn’t

correspond to a population imbalance but to the repulsion of an external magnetic

field. However, in the canonical ensemble, the imbalance of spin populations is not

a problem by itself when undergoing a phase transition from a normal state to a

superfluid BCS phase. The superfluid state may just discard the amount of particles

that provide the imbalanced fraction by leaving them in the normal phase and will

undergo a superfluid phase with the remaining balanced populations (see Fig. 1.4).

It turns out that the favourable configuration, i.e. the state occupancy distribution

with lower total free energy, is given by a spatially non-uniform gap parameter.

A family of exotic phases and spatially dependent order parameters was theo-

retically introduced by Fulde and Ferrell (FF) [37] in 1964, but also independently

by Larkin and Ovchinnikov (LO) [38] in the same year. They showed that, due

to the not overlapping nature of Fermi surfaces in an imbalanced Fermi gas, the

Cooper pairs with a non-vanishing centre-of-mass momentum leads to a favourable

energetic configuration with respect to both the normal phase and the BCS phase.

A large variety of studies is devoted to this topic for many different reasons: the

FFLO phase may explain some features of high transition temperature supercon-

ductors [39–42]. It could also give another point of view on the BEC-BCS crossover

[43, 44] because of its possible interplay with the Berezinskii-Kosterlitz-Thouless

transition specialised in 2D [45, 46].

Fulde and Ferrell proposed to model the spatial dependence of the pairing gap

with a plane wave. Instead, Larkin and Ovchinnikob proposed a double plane wave

with the same momentum going in opposite direction, i.e. a cosine function. In

general we can refer to the FFLO family as any choice that describes an order

parameter like

∆FFLO(x) =
∑

q∈Zν
∆q e

iq·x (1.3)

where ν indicates the dimensionality of the system and Zν declares q to be a discrete

momentum of the free Hamiltonian. Hence, for a box with the same edges L, we

have q = 2π
L

(n1, . . . , nν) with ni ∈ Z. It can easily be understood that no analytical
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Figure 1.4: The phase diagram of the FFLO exotic phase. The parameters are

−(kFas)
−1, the interaction strength tuning parameter, in 3D, with Fermi momentum

kF and scattering length as, and the difference of particle densities, P = n↑ − n↓, of

the two spin population. The phase separation allows the coexistence of BCS and normal

phas, while the tiny red region is reserved to the FFLO phase. From [44].

solution without specific choices of q can be computed. With the FF choice (single

fixed q and constant ∆q = ∆0), the form of the order parameter allows analytic

calculations and it is used to describe the areas of the phase diagram that should

be occupied by a generic FFLO phase (see Fig. 1.4). The LO ansatz instead often

leads to computational complexity but it has been proven to be more stable and even

favourable with respect to the FF counterpart. From Fig. 1.4, it is also straightfor-

ward to notice that the FFLO region, for 3D gases is expected to be available in a

weakly interacting regime, not too close to the BEC-BCS crossover. Unfortunately,

the window of imbalance needed to probe the FFLO phase is extremely narrow.

However, the situation in low dimensions opens the possibility of probing a similar

phase diagram, but with a larger region associated with the FFLO phase due to

Fermi surface nesting [47, 48].

According to [47], it has been proved that in 1D the FFLO region is, in percent-

age, spanning a wider region in the phase diagram and we dedicate Chapter 3 to

address the FFLO phase for 2D Fermi gases. We show how a generic FFLO family

has lower energy configurations than the BCS ground state and discuss the signature

of FFLO phases. The results are summarised in a published paper [49].

1.3.2 The interplay of dimensionality and interactions

Chapter 4 is devoted to the dimensional crossover of a trapped strongly-interacting

Fermi gas. The experimental realisation of an ultracold Fermi gas, by sympathetic

cooling with a bosonic atomic species, requires a confinement. The ideal Fermi gas,
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i.e. a collection of non-interacting fermionic particles with an intrinsic (pseudo-)spin,

is a good zeroth-order approximation that encapsulates the Pauli exclusion princi-

ples. The interplay of such system with a trapping potential turns out to be, as

well, easy to handle from both the theoretical and experimental point of view. It is

possible to maintain an ultracold gas inside a volume bound by harmonic oscillators

and study the ideal Fermi gas in this new scenario. The physical properties of the

ultracold gas however are strongly modified when we consider interacting particles.

As we described before, a Fano-Feshbach resonance can be employed in order to

control the interaction strength between pair of particles and allows, via an external

magnetic field, to address the investigation of different interacting regimes. This

setup represents an experimental realisation of the BCS-BEC crossover of a trapped

ultracold fermionic gas.

We can identify, for each direction in the 3D space, a set of frequencies {ωx, ωy, ωz}
that regulate the harmonic traps. In particular each particle in the system will be

experiencing a trapping potential given by

V (x) =
1

2
m
(
ω2
xx

2 + ω2
yy

2 + ω2
zz

2
)

(1.4)

where m is the mass of the fermionic particle. This framework allows us to introduce

a dimensionless parameter called aspect ratio, λ = ωz/ωρ, by fixing ωρ = ωx = ωy.

The single particle picture suggests that when λ is large, i.e. ωz � ωρ, the separation

between the harmonic oscillator states, in the z or axial direction,

En = ~ωz
(
n+

1

2

)
, (1.5)

for each natural number n, requires a large amount of energy to axially transfer

particles from a state to the other. When the temperature of the experimental

apparatus is low and in particular

kBT �
~ωz
2
, (1.6)

the fermionic gas is confined to the axial harmonic oscillator ground state. Indeed

a thermal fluctuation doesn’t possess enough energy to send particles into excited

states in the axial direction. The result of this confinement scheme, as pictured

in Fig. 1.5, is a quantum system which is allowed to displace its dynamics only

in the transverse directions, namely x and y. This confinement system has been

experimentally tested s [51] and led to a better understanding of the criterion that

separates the two- and three-dimensional regimes beyond the single particle picture

previously described. It is expected, when the particles are interacting, that a slight

modification of the Hamiltonian spectrum will occur. Thus by observing the ratio

between the particle density and the expected 2D particle density, an experimental
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Figure 1.5: Tightly confinement of an atomic cloud via harmonic trapping. The dashed

parabola represents the transverse confinement ωρ along x and y while the axial trap has

higher frequency. The result is a low dimensional system which lies on the ground state

of the axial confinement. From [50].

criterion for the dimensional transition can be obtained. From the theoretical point

of view, instead, it is not so simple to go beyond the mean-field treatment for

harmonically confined systems, mainly due to the non-uniformity of the particle

density. Moreover, the listed criteria do not contain information about the interplay

of the BCS-BEC crossover and the dimensionality. In fact, when we approach a 2D

regime we expect the interaction picture to radically shift with respect to its 3D

counterpart. This is due to the need of mapping the 3D scattering length, which

regulates the Fano-Feshbach resonance in 3D, onto the interaction parameter in 2D,

which contains a logarithm (see Chap. 2).

Due to the interests of the scientific community [51–65] and, in particular, of

our experimental research group at Swinburne [50, 66], we addressed the theoretical

study of the criterion required for a Fermi gas, prepared in a confined chamber,

in order to reach a true 2D dimensionality. Despite most of the experiments deal

with this problem in a harmonically trapped setup, we overtake the disadvantage

of a globally non-uniform particle density with an alternative confining scheme [67].

Recently, it has been shown that it is possible to confine ultracold gases within hard

walls (see Fig. 1.6) such that, away from the traps boundaries, the system appears

to be uniform in density [68].

Utilizing a periodic boundary conditions (PBC) ansatz we characterise the di-

mensional crossover between a 3D and a 2D Fermi gas. The periodicity on the

boundaries allows a straightforward extension beyond the mean field theory on such
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Figure 1.6: The transverse direction is confined by hard walls that allow the particle

density to be almost uniform when away from the boundaries. This setup can be theo-

retically treated with Gaussian pair fluctuations in the central region of the trapped gas.

From [68].

confined system and describes some experimental features that can be employed to

mark the signature of the dimensional crossover, i.e. the continuous change of dimen-

sionality from three- to two-dimensions. We extract the thermodynamic quantities,

such as the chemical potential and the superfluid order parameter, that describe the

BCS-BEC crossover phase diagram. We introduce a criterion to keep track of the

BCS-BEC crossover evolution while the dimensionality is modified and we describe

an experimental protocol to observe the transition amongst different dimensional

regimes. The study is summarised in a published article [67].

1.3.3 The breathing mode frequency of a confined Fermi gas

The last contribution to this thesis is the study, in low dimensionality of the

so-called “quantum anomaly” associated with the breathing mode frequency of a

confined Fermi gas. In general, we refer to a quantum anomaly when a classical

symmetry of a given system is broken during the process of quantisation of the

theory, namely when we correct the Fourier spectrum of the Hamiltonian according

to a renormalisation scheme.

Let’s consider a scale invariant Hamiltonian and its Schrödinger equation for a

single particle, (
− ~2

2m
∇2

x + V (x)

)
ψ(x) = Eψ(x) (1.7)
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where the dimensionality is not fixed, V represents the external potential, ψ is the

wave function with energy eigenvalue E. A scale invariance is a mapping x 7→ λx

with λ > 0 and the potential must either be V (x) ∝ δ(x) in two-dimensions, or

V (x) ∝ |x|−2. In this case it can be manifested that ψ̃(x) = λ−2ψ(x) is again

solution of the Schrödinger equation with eigenvalue Ẽ = λ2E. This feature in the

theory of unbounded linear operators is referred to as a failure in the symmetry of the

Hamiltonian operator (which implies a failure in self-adjointness). The procedure

of renormalisation allows the selection of a self-adjoint extension that returns a real

valued energy spectrum.

This scale invariance, in many body problems can be obtained with a broader va-

riety of potentials and in particular [69, 70] it is interesting to consider an interacting

many body Hamiltonian in a first quantised fashion

H0 = −
∑

i

~2

2mi

∇2
xi

+
∑

i,j>i

V (xi − xj) (1.8)

and to break the scale invariance with a confining harmonic trap

Hpot =
∑

i

1

2
miω

2|xi|2. (1.9)

When we consider equal masses for each particle, a dilation operator appears

[H0,Hpot] = iω2Q Q = − i

2

∑

i

(∇xi · xi + xi · ∇xi) (1.10)

Then it is possible to construct ladder operators L± to solve the spectrum of the

Hamiltonian and any perturbation in time of the external harmonic oscillator trap

will de-phase such ladder operator by [69]

L±(t) = e∓ i2ωtL±. (1.11)

The operator associated with the displacement of particles, in time, now averages

to a stationary quantity, I0, plus an extra oscillatory term which can be explicitly

computed in the case when the internal interaction V has a λ−2-type scale invariance.

In particular one can show that

〈∑

i

|xi(t)|2
〉

= I0 + A cos(2ωt+ φ). (1.12)

The appearance of a constant frequency of oscillation, 2ω, which is twice the

frequency of by the confinement is a marker of a hidden symmetry in the system

associated with the Lorentz group of boosts and rotation in dimension 2 + 1 (2

spatial + 1 time). The oscillation in the displacement field is usually referred to as
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breathing mode. Such a symmetry though is not expected to survive in a context

in which the interaction has to undergo a renormalisation procedure. In the case

of ultracold diluted Fermi gases, when we have perfect balance of two-spin popu-

lations we know that a good model for interactions is given by a contact potential

gV (x). In three-dimensions the contact potential suffers from non self-adjointness,

which doesn’t imply a symmetry failure. Thus it requires only a so-called ultraviolet

renormalisation.

In two-dimensions, the contact interaction amongst particles suffers from a ultra-

violet divergence but, more important, also from a symmetry failure. It was realised

that the contact potential in 2D doesn’t actually scatter particles. Namely, for

small incoming momentum the scattering cross-section tends to disappear. In order

to make it scatter we introduce a bound state εB which, upon quantisation, removes

the symmetry failure and hence the exact relation, ωB = 2ω, between breathing

mode frequency and harmonic trapping frequency is violated. Hence upon quanti-

sation, the deviation δω = (ω−ωB)/ωB is a marker of the quantum anomaly. Since

the seminal work done by Johannes Hofmann [71] we expect, in two dimensions, to

detect a deviation of the breathing mode frequency around log(k2D
F a2D) ∼ 0, where

k2D
F is the 2D Fermi momentum and a2D the 2D scattering length introduced upon

quantisation to renormalise the contact potential. Since the experimental observa-

tion of this phenomenon is achieved in a quasi-2D environment, by squeezing the

axial harmonic trap, we address in Chapter 5, the interplay of the quantum anomaly

with the dimensional crossover scheme of Chapter 4. We study the breathing mode

frequency as a function of both the interaction strength between a pair of particles

and the dimensionality intrinsic to the system. The resulting picture may be of

extreme help to the large experimental community which is addressing the problem

nowadays. This study is summarised in a published paper [72].



Chapter 2

Ultracold Fermi gases

In this chapter we outline the theoretical models used to describe an interacting

Fermi gas that undergoes extreme cooling, close to the absolute zero temperature (we

mainly follow the first chapters of Ref. [73]). In particular we present here the field

theoretical approach to the BCS theory of superconductivity [74], the framework for

describing trapped gases and the Fano-Feshbach resonance which allows tunability

of the interaction amongst fermions.

2.1 Fermi systems formalism

From the axioms of Quantum Mechanics we recall that a quantum system must

allow the description of its dynamics by a self-adjoint operator bounded from below,

the Hamiltonian, H, which acts on a Hilbert space, H, of square summable functions,

moreover let (·, ·)H be its hermitian product. The single particle picture obtained

from the Schrödinger equation anyway doesn’t suit many-particle systems and/or

systems in which the number of particles is free to vary.

It serves this second purpose the introduction of the Fock space of H, which is

defined by steps as follows. We define for each n ∈ N the n-particle Hilbert space

H⊗n, meaning the tensor product of n identical copies of H. When n = 0 we have

H⊗0 = C. Then a pre-Hilbert subspace is simply obtained as graded direct sum of

the former objects

F =
⊕

n∈N
H⊗n. (2.1)

The Fock space can be projected onto two very special subspaces, i.e. the symmet-

ric and anti-symmetric sector. To do so we introduce two orthogonal self-adjoint

17
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projectors by defining them on each H⊗n as

P+(f1 ⊗ · · · ⊗ fn) =
1

n!

∑

σ∈Sn
fσ(1) ⊗ · · · ⊗ fσ(n),

P−(f1 ⊗ · · · ⊗ fn) =
1

n!

∑

σ∈Sn
εσfσ(1) ⊗ · · · ⊗ fσ(n),

(2.2)

where σ’s are elements of Sn, the space of all permutations of n elements and εσ is

the parity of the σ permutation. Hence the bosonic (+) and fermionic (−) sectors

of the Fock space are given by

F± = P± (F) (2.3)

where P± are extended by linearity on the whole Fock space.

Given any self-adjoint operator, H, or any unitary operator, U , defined over H, it

is straightforward to extend them to the Fock space and, meanwhile, maintain their

respective properties of self-adjointness and unitarity. The rules to obtain these new

operators are given by

HF± =
⊕

n∈N
Hn Hn(P±(f1 ⊗ · · · ⊗ fn)) = P±

(
n∑

i=1

f1 ⊗ · · · ⊗ Hfi ⊗ · · · ⊗ fn
)
,

(2.4)

and

UF± =
⊕

n∈N
Un Un(P±(f1 ⊗ · · · ⊗ fn)) = P± (Uf1 ⊗ · · · ⊗ Ufn) . (2.5)

Finally, to describe the algebras of observables we apply to a many-body system,

we are aided by the “creation” and “annihilation” operators. Being neither unitary

nor self-adjoint, though one the adjoint of the other, we can follow a similar chain

of definitions as we did previously. Let f ∈ H a single-particle wave-function. Let

(ψ(n))n a Fock space vector, we define a(f)ψ(0) = 0 and a∗(f)ψ(0) = f , also

a(f)(f1 ⊗ · · · ⊗ fn) =
√
n(f, f1)Hf2 ⊗ · · · ⊗ fn, (2.6)

a∗(f)(f1 ⊗ · · · ⊗ fn) =
√
n+ 1f ⊗ f1 ⊗ · · · ⊗ fn. (2.7)

Since, for each n ∈ N, we have ψ(n) ∈ H⊗n, then a(f) and a∗(f) are defined by

linear extension on the whole Fock space. Moreover the interplay between the cre-

ation/annihilation operators and the symmetric or anti-symmetric projectors leads

to the rules

a±(f) = a(f)P± a∗±(f) = P±a
∗(f) (2.8)

where we defined the symmetrised (+) and anti-symmetrised (-) counterparts of the

creation/annihilation operators. We will focus now on the fermionic sector only, or
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the anti-symmetrised part, and we will set φ(f) = a(f) to simplify the notation. We

observe that for each f ∈ H we have

φ∗(f)φ∗(f) = 0 (2.9)

which means we cannot create two fermions in the exact same state with wave-

function f . Moreover it is straightforward to prove that

{φ(f), φ(g)} = {φ∗(f), φ∗(g)} = 0 {φ(f), φ∗(g)} = (f, g)H1 (2.10)

where {·, ·} represents the anti-commutator of operators, namely {A,B} = AB +

BA, also referred as canonical anti-commutation relations (CARs).

In the vast majority of cases, the Fock space formalism can be reduced to the

Schrödinger representation, which sets H = L2(Rν), being ν the spatial dimension-

ality of the system and the Hilbert space is given by the square-summable functions

over Rν . Let (ψ(n))n be a (anti-symmetric) Fock space vector, then we have

(φ(f)ψ)(n)(x1, . . . , xn) =
√
n+ 1

∫

Rν
dxf(x)ψ(n+1)(x, x1, . . . , xn) (2.11)

and

(φ∗(f)ψ)(n)(x1, . . . , xn) =
1√
n

n∑

i=1

(−1)i−1f(xi)ψ
(n−1)(x1, . . . , x̂i, . . . , xn) (2.12)

where each coordinate xi belongs to Rν and x̂i denotes a coordinate that has been

omitted. The Lebesgue measure of the Hilbert space and the Riesz’s theorem al-

low us to write each operator as a operator-valued distribution, namely we denote

formally

φ(f) =

∫
dxf(x)φ(x) φ∗(f) =

∫
dxf(x)φ∗(x) (2.13)

through which it is possible to write most of the observables we use in the current

theories. The simpler case of this class of operators described by operator-valued

distributions is the particle number counter

N =

∫
dx φ∗(x)φ(x) (2.14)

Another operator is the kinetic energy given by

K =

∫
dx φ∗(x)

(
− ~2

2m
∇2
x

)
φ(x) (2.15)

or the free grand-canonical Hamiltonian

H0 = K − µN =

∫
dx φ∗(x)

(
− ~2

2m
∇2
x − µ1

)
φ(x) (2.16)
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We observe that the CARs become

{φ(x), φ(y)} = {φ∗(x), φ∗(y)} = 0 {φ(x), φ∗(y)} = δ(x− y)1. (2.17)

Given a self-adjoint single-particle Hamiltonian we can build the many-body

counterpart, H, which acts on the Fock space, as described above. A many-body

quantum state is then described by all the expectations values on every observable

A, weighted by the grand-canonical ensemble probability weight. Given an inverse

temperature β = (kBT )−1 we have the β-state

ωβ(A) = Z−1Tr(e−βHA) (2.18)

where we introduced the grand-canonical partition function,

Z = Tr(e−βH) (2.19)

which returns the (grand-canonical) thermodynamic potential

Ω = − 1

β
logZ (2.20)

One can show that the ωβ states are Kubo-Martin-Schwinger (KMS) states, i.e.

their two-point functions exhibit a peculiar periodicity when the time is analytically

extended to the complex plane. For instance, if H doesn’t depend explicitly on time,

we can also define time-dependent creation/annihilation operators

φ(x, t) = e− itH/~φ(x, 0) (2.21)

and then the two-point correlation function

ωβ(φ(x, t)φ(y, 0)) =
1

Z
Tr
(
e−βHφ(x, t)φ(y, 0)

)
= ωβ(φ(y,− iβ)φ(x, t)) (2.22)

thus we analytically extend t to a complex variable and we study it on the pure

imaginary line t 7→ τ = i t, which returns

ωβ(φ(x, τ)φ(y, 0)) = ωβ(φ(y, β)φ(x, τ)) (2.23)

but the CARs then force the creation/annihilation operators to verify

φ(x, 0) = −φ(x, β) (2.24)

This (anti-)periodic behaviour of the creation/annihilation operators allows a Wick

rotation of the Hamiltonian that modifies the definition of the theory’s action into

S [φ∗, φ] =

∫ β

0

dτ

∫
dx {φ∗(x, τ)~∂τφ(x, τ) +H[φ∗(x, τ), φ(x, τ)]} (2.25)
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where H[φ∗(x, τ), φ(x, τ)] is the integral kernel of H and the partition function is

now given by the integration on paths

Z =

∫
Dφ∗Dφ e−S [φ∗,φ]/~ (2.26)

The easiest way to construct all the expectation values of the quantum state is

to extend Z to a generating functional Z[J, J∗] that is given by

Z[J, J∗] =

∫
Dφ∗Dφ e−S [φ∗,φ]/~+

∫ β
0 dτ

∫
dx (φ∗(x,τ)J(x,τ)+φ(x,τ)J∗(x,τ)) (2.27)

then the functional derivatives

1

Z

δ

δJ∗(x, τ)

∣∣∣∣
J=0

Z[J, J∗] =
1

Z

∫
Dφ∗Dφ φ(x, τ)e−S [φ∗,φ]/~ = ωβ(φ(x, τ)) (2.28)

are able to give a closed form to any observable that is given by an algebraic com-

bination of the creation/annihilation operators. The computation of path integrals,

according to the spin sector in which the system lives, can be done through various

techniques. In the case of fermions, it is possible to introduce Grassmann vari-

ables to replace the operators. A Grassmann algebra is an algebra generated by

anti-commuting elements.

The simplest case in which the Fock space formalism can be used analytically,

through the integral in Eq. (2.26), is the study of a Fermi gas, with spin s, in which

the particles are not interacting. It is well known that, in the case of the ideal Fermi

gas, the thermodynamic quantities can be expressed as regular sums or integrals.

In particular, if we require the spatial configurations to be constrained in a box of

volume V instead of the whole Rn, we perform the Fourier transform F on the

operator H0 and we have

Ĥ0 = FH0F
−1 =

1

V

∑

k,σ

(εk − µσ)a∗σkaσk (2.29)

where the σ label introduces the s spin degeneracy and εk = ~2|k|2/(2m). The

thermodynamic potential then assumes the closed form

Ω0 = − 1

β

∑

σ,k

log
(
1 + e−β(εk−µσ)

)
(2.30)

Despite the Fock space method works well in the ideal case, the truth is that it

doesn’t help when we attempt treating more complicated cases, namely when the

interaction is turned on. To overtake these limitations we move to a path integral

formalism which employs a recombination of spinorial fields via an auxiliary bosonic

field.
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2.2 Field theory formalism for the BCS theory

We introduce in this section the BCS theory viewed from the point of view

of quantum fields. The many body Hamiltonian is given by the kinetic energy

and a simple contact interaction. We address the description of a Fermi gas with

two spin components that interact via a contact potential. Since it will be useful

to address both the two- and three-dimensional case we will keep the notation as

generic as possible and we will remark where the dimensionality comes into play

in the description of the dynamics of the systems. The field theoretical approach

allows also to treat the mean-field level and beyond mean-field level through the

same formalism.

When the fermionic mixtures of particles is kept at low temperature and we

can consider a diluted regime, i.e. the inter-particle distance is larger compared to

the de Broglie thermal wavelength, the particles are forced to interact through an

s-wave scattering channel. This simplification brings several advantages. Firstly,

a single scattering length is enough to describe the interacting regime, whether it

is repulsive, weakly-attractive or strongly-attractive. Secondly, we want to model

an experimental setup in which the interacting regime is tuned by a Fano-Feshbach

resonance. That means an external magnetic field is directly responsible of the

tuning of the s-wave scattering length.

Finally, we expect the experimental system to possess two spin states only. Ex-

perimentally this is realised by forcing the particles in two hyperfine levels. By

doing so a microwave sweeper is often employed to balance or imbalance the spin

populations. Such imbalance is controlled in the Hamiltonian by the presence of two

chemical potentials which can be set equal in case of perfect population balance. We

will address an imbalanced case when addressing the Fulde-Ferrell superfluid phase

in Chapter 3.

We label the selected two (pseudo-)spin states of the system as ↑ and ↓, then the

Hamiltonian of the system, in terms of the creation/annihilation operators of the

fermionic fields is given by

H =

∫
dx

∑

σ=↑,↓
φ∗σ(x)

(
− ~2

2mσ

∇2
x − µσ

)
φσ(x)

+
∑

σ,σ′=↑,↓

∫
dxdx′ φ∗σ(x)φ∗σ′(x

′)Vσ,σ′(x− x′)φσ′(x′)φσ(x)

(2.31)

where the integration is, according to the case, wither two- or three-dimensional.

The potential is modelled as a contact interaction, hence we can write

Vσ,σ′(x− x′) =
g

2
δσ,σ̄′δ(x− x′) (2.32)
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where σ̄′ is the opposite spin of σ′, thus we obtain

H =

∫
dx

∑

σ=↑,↓
φ∗σ(x)

(
− ~2

2mσ

∇2
x − µσ

)
φσ(x) + g

∫
dx φ∗↑(x)φ∗↓(x)φ↓(x)φ↑(x)

(2.33)

It is well known that the contact potential lacks of self-adjointness in both 2D

and 3D, while in 2D only it displays a dilation symmetry. This latter symmetry

is responsible for the introduction a 2D binding energy. First of all, in order to

renormalise the interaction potential we introduce the two-body T -matrix, obtained

from the Lippmann-Schwinger equation

T−1
2B (E) = g−1 − Π(E) (2.34)

where Π(E) is the two-particle bubble, or equivalently the retarded Green’s function

of the two-body problem, which reads

Π(E) =
1

V

∑

k

1

E + iε− 2εk
. (2.35)

The dimension is controlled by the sum over the components of k and the dispersion

relation is set to εk = ~2|k|2/(2m). The left hand-side, in the thermodynamic limit,

for V → ∞ of Eq. (2.34) must match the correct scattering amplitude f(E) =

4π~2T2B(E)/m

f2D(E) =
1

log(ε2D
B /E) + iπ

f3D(E) =
1

a−1
3D + i

√
2mE/~2

(2.36)

where we introduced, in 2D the binding energy of the contact potential bound state

ε2D
B and, in 3D, the 3D s-wave scattering length a3D. Since the integral in Eq. (2.35)

is divergent in both 2D and 3D, we need to balance it with the magnitude of g which

becomes

g−1
2D = − 1

V

∑

k

1

2εk + ε2D
B

g−1
3D =

m

4π~2a3D

− 1

V

∑

k

1

2εk
. (2.37)

In order to solve the partition function, Z, according to Eq. (2.25) and Eq. (2.26),

we plug the Hamiltonian (2.33) in the action

S [φ∗, φ]

~
=

∫ β

0

dτ

∫
dx
∑

σ

φ∗σ∂τφσ +

∫ β

0

dτH[φ∗, φ] (2.38)

and we introduce the bosonic pairing field Φ(x) = gφ↓(x)φ↑(x). We can also re-

organise the fermionic fields into Nambu-Gor’kov spinors by setting

ψ∗ =
(
φ∗↑ φ↓

)
ψ =

(
φ↑

φ∗↓

)
(2.39)
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The Hubbard-Stratonovich transformation modifies the partition function into

Z =

∫
Dψ∗DψDΦ∗DΦ e−S [ψ∗,ψ,Φ∗,Φ]/~ (2.40)

with action

S [ψ∗, ψ,Φ∗,Φ] = −
∫
dx
|Φ(x)|2
g

−
∫
dxdx′ ψ∗(x)G−1(x, x′)ψ(x′). (2.41)

The operator-valued distribution spinorial Green’s function assumes the form

G−1(x, x′) = δ(x− x′)
(
−∂τ + ~2∇2

x

2m
+ µ1 Φ(x)

Φ∗(x) −∂τ − ~2∇2
x

2m
− µ1

)
(2.42)

and the Nambu-Gor’kov spinors now present themselves in Gaussian integral form.

By considering a Grassmann algebra formed by such spinors as Grassmann variables

we can perform the path integral analytically and obtain an effective action which

depends on the bosonic pairing field only

S [Φ∗,Φ] = −
∫
dx
|Φ(x)|2
g

− Tr[logG−1] (2.43)

2.2.1 BCS mean-field theory

We can now proceed to simplify the bosonic pairing field. The prescription for

the BCS mean-field theory is to consider the pairing as a constant field. In this case

it represents the energy gap that the Cooper pairs onto the Fermi surface have to

overcome in order to reach excited states outside the superfluid fraction. Namely,

this amounts to

Φ(x) = ∆1. (2.44)

We will see in Chapter 3 that it is interesting to consider the bosonic pairing field

as a non-uniform classic field by enforcing a dependency on a spatial coordinate.

Anyway the BCS theory with constant gap parameter allows a very simple form for

the partition function due to the fact that the measures DΦ∗DΦ are now regular

Lebesgue measures. We obtain the grand-canonical thermodynamic potential, at

the mean-field level as

ΩMF = −∆2

g
− 1

βV

∑

ikn,k

log{det[βG−1(ikn,k)]}+
1

V

∑

k

ξk (2.45)

where the Fourier transform of the spinorial Green’s function reads,

G−1(ikn,k) =

(
ikn − ξk ∆

∆ ikn + ξk

)
. (2.46)
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We introduce some very useful notation here. The Matsubara frequencies, which

correspond to the Fourier mode in the imaginary time space, are written as kn =

(2n + 1)π/β for each n ∈ Z. The resulting inverse Fourier transform, in imaginary

time, is then anti-periodic with period β. Moreover we introduce the shifted disper-

sion relation ξk = εk − µ and the BCS dispersion relation Ek =
√
ξk + ∆2. Finally

we ask the pairing gap to assume only real values such a way it is the complex

conjugate of itself. We thus obtain

ΩMF = −∆2

g
+

1

V

∑

k

(ξk − Ek) (2.47)

when at zero temperature we set β → ∞ and we exchange the sum β−1
∑

ikn
with

the integral (2π)−1
∫
dω being ω the analytically continued variable associated with

ikn. It is very simple to compute the particle density which can be inferred from

the thermodynamic potential as

nMF = −dΩMF

dµ
=

1

V

∑

k

(
1− ξk

Ek

)
(2.48)

By explicitly minimising the thermodynamic potential is also important to remind

that the gap equation can be written as

0 =
∂ΩMF

∂∆
= 2∆

(
1

g
+

1

V

∑

k

1

2Ek

)
(2.49)

which has trivial solutions for ∆ = 0 and finite positive solutions when the content

of the brackets goes to zero. The normal phase of the BCS theory, i.e. when there

is no superfluidity, appears when the solution ∆ = 0 becomes more energetically

favourable.

We will use the mean field approach across Chapters 3 and 4 by introducing

also other computational methods such as the Bugoliubov-de Gennes equations and

a hybrid dimensional scheme that allows to continuously span from three- to two-

dimensional systems. Anyway the generic results, with periodic boundary condi-

tions, where the momentum space assumes discrete values on a lattice, will turn out

to be the starting point of all the results henceforth discussed.

2.2.2 Gaussian pair fluctuations theory

The BCS theory is well known to describe qualitatively well the BCS-BEC

crossover for ultracold Fermi gases in three dimensions. As this remarkable re-

sult is obtained only with a crude mean field approach, we expect it to fail while

describing low dimensional system. We already commented the disruptive role of
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fluctuations and the Mermin-Wagner theorem which asserts the impossibility of

breaking a continuous symmetry, in low dimensions, at finite temperature, and the

arise of quasi-long range order parameters beneath the BKT temperature. To take

into account such deviation from the mean-field results, we enrich the bosonic aux-

iliary field, introduced in Eq. (2.40), with a true bosonic oscillation around the

mean-field pairing gap

Φ(x) = ∆1 + χ(x). (2.50)

In particular we discard all the terms in the action which are linearly depended on

the fluctuation field χ and any term which is of order strictly greater than 2 in χ.

The new effective action will return a mean-field and a Gaussian pair fluctuations

component

S [Φ∗,Φ] ∼ SMF + SGPF[χ∗, χ] + . . . (2.51)

where SMF is given by plugging Eq. (2.44) into Eq. (2.43) and the fluctuations part

can be formally expanding the logarithm in Eq. (2.43)

SGPF[χ∗, χ] =
1

2

∑

Q

(
χ∗(Q) χ(−Q)

)
M(Q)

(
χ(Q)

χ∗(−Q)

)
. (2.52)

where we are employing a multi-index notation Q ≡ (iql,q), ql = 2πl/β for each

integer l ∈ Z and q a vector in R2 or R3, according with the selected dimensionality.

The matrix M(Q) is thus given by components as

M(Q) =

(
M11(Q) M12(Q)

M21(Q) M22(Q)

)
(2.53)

The entries of the matrix are second order functions of the spinorial Green’s function

from Eq. (2.46) and in particular we obtain

M11(iql,q) = M22(− iql,q) = −1

g
+

1

βV

∑

K

[G11(K +Q)G22(K)] (2.54)

M12(iql,q) = M21(iql,q) =
1

βV

∑

K

[G12(K +Q)G12(K)] (2.55)

where a term Gij represents the ij-th entry of G and the symmetry suggested by

the previous equations can be inferred from the symmetries of the spinorial Green’s

function. The Matsubara sums in ikl can be carried out and be obtained in compact

form,

M11(iql,q) = −1

g
+

1

V

∑

k,kz

(
u2

+u
2
−

iqν − E+ − E−
− v2

+v
2
−

iqν + E+ + E−

)
(2.56)

M12(iql,q) =
1

V

∑

k,kz

(
− u+u−v+v−

iqν − E+ − E−
+

u+u−v+v−
iqν + E+ + E−

)
(2.57)
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Here, we use the notations [75–77]

u2
± = 1− v2

± =
1

2

(
1 +

ξ±
E±

)
. (2.58)

with

E± =
√
ξ2
± + ∆2 ξ± ≡ ξk±q

2
(2.59)

The path integration in χ and χ∗ can be formally solved and we obtain a direct

characterisation of the thermodynamic potential correction beyond the mean field

level which can be written compactly as

ΩGPF =
1

2βV

∑

Q

log[detM(Q)] (2.60)

Although simple, the previous formula is only formal in the sense that it contains

a diverging sum in the bosonic Matsubara frequencies, i ql. To obtain a physically

convergent expression we need to regulate the pathologic part of M, which is the

entry 11 due to renormalised interaction strength g. A convergence factor is defined

as

MC
11 (iql,q) = MC

22 (− iql,q) = −1

g
+

1

V

∑

k

u2
+u

2
−

iqν − E+ − E−
(2.61)

By mean of the gap equation (2.49) we can correct the interaction strength with the

proper T -matrix

MC
11 (Q) =

1

V

∑

k

(
u2

+u
2
−

iqν − E+ − E−
+

1

2Ek

)
(2.62)

Note that, we consider the case T = 0, or equivalently β →∞, which continuously

maps the Matsubara frequencies on the imaginary line of the complex plane. We

introduce a complex variable to integrate out the Matsubara frequencies and by a

Wick rotation onto the real line we have, for a holomorphic generic function f

1

β

∑

l∈Z
f(iql)→

1

2π

∫

R
dω f(ω) (2.63)

which in the specific case returns

ΩGPF =
1

V

∑

q

∫ ∞

0

dω

2π
log

[
M11 (iω,q)M22 (iω,q)−M12 (iω,q)2

MC
11 (iω,q)MC

22 (iω,q)

]
(2.64)

One can show that the pairing gap ∆ needs to satisfy the mean-field equation

∂ΩMF

∂∆
= 0 (2.65)

in order to have the gapless Goldstone phonon excitation spectrum. The equation

of state at the GPF level can be obtained from a correction to the mean field result

of Eq. (2.48)

n = −dΩ

dµ
= nMF −

∂ΩGPF(µ,∆)

∂µ
− ∂ΩGPF(µ,∆)

∂∆

d∆(µ)

dµ
(2.66)





Chapter 3

The FFLO phase in a

two-dimensional Fermi gas

Amongst the first theoretical attempts that dealt with imbalanced fermionic sys-

tems was proposed independently by P. Fulde and R. A. Ferrell [37] and by A. Larkin

and Y. Ovchinnikov [38]. The resulting spatially inhomogeneous superfluid has since

then been referred to as FFLO phases [34, 78]. The idea was to start from the Cooper

solution of a fermionic pair over a Fermi surface and consider the case where fermions

could have a finite net centre-of-mass momentum. This idea in the balanced case

is energetically costly; it was pointed out by Cooper that finite net centre-of-mass

momentum pairs are energetically unfavourable because of an increase of internal

energy due to the pair drift velocity [15]. In the case of an imbalanced system,

where the Fermi surfaces of different components do not fully overlap, the most

favourable energetic configuration of the ground state is a spatially inhomogeneous

order parameter, while the BCS prediction is a constant parameter. In practical

experiments involving superconductors, the presence of an external magnetic field

may lead to a polarized system that still is superfluid and eventually probe a super-

fluid state with a non-constant pairing gap parameter. Unfortunately, the required

magnitude of these magnetic fields is too high and superconductivity is limited by

orbital pair-breaking effects with much smaller upper critical fields than the regime

under investigation [79].

The lack of clear-cut evidences of the FFLO phase can be explained by invoking

the fragile nature of the FFLO phase due to the tiny assigned region in the phase

diagram of a polarized Fermi gas and a very small bunch of stable configurations

that the FFLO can display [80–82] . Various attempts to enhance the effects of an

FFLO phase have been carried out both theoretically and experimentally. Follow-

ing the idea of the Fermi surface nesting, the study of the FFLO family has been

addressed in both one and two dimensions. The former has been theoretically dis-

29
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cussed in a full one-dimensional space [47] and a suitable experimental setup has

been investigated [83] providing new interesting hints for the FFLO phase observa-

tion and detection. In two dimensional systems the problem has been theoretically

analysed testing the LO proposal [84], on square lattices [85], within both FF and

LO theories, beyond the MF theory [45] including the FF ansatz only. Two di-

mensional Fermi gases can be approximated by squeezing a three dimensional gas

along one direction and this scenario has nowadays a consolidated state of the art

in experimental apparata [50, 60, 66]. Many theoretical results suggested however

that the FF proposal is not the most energetically favourable choice and that the

LO phase, although preferable to the FF one, could be enhanced.

For the sake of clarification we provide a summary of the definitions of the main

cases in the FFLO family. The mean field theory and its consequent saddle point

approximation requires us to study the average of the interaction subsidiary field

that drives pair interactions. The standard Hubbard-Stratonovich transformation,

performed on the contact potential Hamiltonian, provides the pairing field ∆̂. The

saddle point approximation, averaging on the energetically favourable ground state,

produces the pairing gap profile ∆(x) which is the order parameter for the superfluid

transition. The BCS theory requires an order parameter that is constant, which in

two-dimensions at zero temperature, for instance, is given by

∆0(µ) =
√
εb(εb + 2µ) (3.1)

where µ is the chemical potential and εb is the 2D contact potential binding energy

that will be described later. The most generic ansatz for the order parameter can

be stated as a Fourier transform of a space dependent function that is decomposed

into plane waves or any complete orthonormal Hilbert basis. In this new frame the

FF ansatz is given by ∆(x) = ∆0 exp(iQ · x) where ∆0 is a constant parameter

and Q plays the role of the Cooper pair center-of-mass non-vanishing momentum.

Improving the form of the FF phase, Larkin and Ovchinnikov proposed the sum of

two opposite plane waves with the same momentum ∆(x) = ∆0 cos(Q · x). It is

pretty straightforward that, although we can justify sums of opposite plane waves

with symmetry arguments, we cannot a-priori exclude that many different momenta

might contribute to the definition of the inhomogeneous order parameter basically

giving it the shape of a Fourier transform of a generic even function. A combina-

tion of these methods, generalization of the order parameter function and a lower

dimensionality, could show a new path to probe the FFLO phases [49].
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Figure 3.1: Thermodynamic potential per particle for the FF ansatz in 2D. The appear-

ance of the FF minimum indicates a first order phase transition with the BCS minimum

while the transition with the partially polarized normal state is a second order one when

the FF minimum merges with the free Fermi gas line (∆ = 0). The z axis is smeared by a

logarithmic function f(x) = log(1 + αx/(2πNεF )), with α = 9.916 and N the number of

particles, to enhance the FF absolute minimum. The FF phase depends on the frequency

Q = |Q| and the order parameter amplitude ∆ here scaled via the two-dimensional BCS

constant order parameter ∆0 in equation (3.1). Moreover we set µ = εF and εb = 0.10εF .

From [49].

3.1 The FFLO family

If we put the system in a box with side L and volume V = Lν , with an arbitrary

dimension ν > 1 that exhibits periodic boundary conditions, then the most generic

order parameter is indeed the result of a Fourier transform over the discretised modes

of the box

∆FFLO(x) =
∑

Q

∆Q exp(iQ · x) (3.2)

with Q ∈ Zν , that is the FFLO family’s order parameter. In this family many

further approximations and simplifications can be done. In Fig. 3.1 we show the

thermodynamic potential of the the FF ansatz

∆FF(x) = ∆Q exp (iQ · x) (3.3)

being the easiest choice that can be performed in (3.2) by selecting a single vector Q.

This case has been intensively studied and most of the times remains the paramount

ansatz to study generic features of the FFLO phase. Anyway the FF choice is neither

the best in terms of quantity of stable configurations nor the most energetically

favourable. This fact has been shown in one and two dimensions and basically led
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to consider another subfamily: the LO.

If we consider Q and −Q, the opposite momentum, we actually may argue, by

symmetry, that the associated coefficients in ∆(x) = A exp(iQ · x) + B exp(iQ · x)

must verify A = B providing the LO ansatz

∆LO(x) = ∆Q cos(Q · x) (3.4)

The LO ansatz suffers from the loss of an analytic formula for the thermodynamic

potential: as long as a single mode k can couple two different ones, namely −k±Q,

the fermionic path integral cannot be solved any-more by using the Nambu spinors

techniques.

We might further specialize the LO phase in other cases that are actually the

target of our research. It has been shown, in 2D and 3D, that the spontaneous break

of symmetry due to the LO transition essentially occurs in a random direction only,

and moreover in 3D it occurs in a very narrow region of the phase diagram. However,

when the system experiences high population imbalance, the order parameter can

actually depend on 2 or 3 directions in the space. Eventually the study of the

FFLO phases can be greatly simplified by taking into account this effective mono-

dimensional symmetry breaking. If we require the order parameter to depend only

on a single direction the cost of the diagonalisation of the system Hamiltonian can

be reduced and a complete study even in 2 and 3 dimensions becomes available just

by avoiding complicated multidimensional integrations. Given x = (x,x−xe1), this

new order parameter is referred usually as the LO1 phase parameter

∆LO1(x) = ∆Q cos(Qx) (3.5)

The approach we used lets us model the order parameter as a much more detailed

function as long as we keep the phase transition symmetry breaking in one direction.

In particular, we were able to study the best generalization of the LO1 phase that

will be called LOg throughout the chapter. The Fourier transform entails the most

generic form for the order parameter as

∆LOg(x) =
∑

Q

∆Q cos(Qx) (3.6)

where Q here is summed over the periodic boundary conditions (PBC) box modes

in a single direction. This choice (perhaps combined with a multidimensional coun-

terpart) represents possibly the broader exotic phase in the imbalanced case of the

Fermi gas and in the meantime the most energetically favourable of the FFLO phases

so far studied.

For our purposes we are going to consider a two-dimensional Fermi gas. Due

to the imbalance, we studied the various features and properties of its LOg phase
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choosing a preferred x direction, namely it’ll be the first component of x, and com-

puting the best choice, in terms of energy of the order parameter. The transition

between a constant order parameter (BCS theory), a spatially inhomogeneous pa-

rameter (LOg phase) and a partially polarized non-interacting Fermi gas (NPP phase)

are investigated. In particular, at very high polarization the LOg and LO1 merge

together.

3.2 Description of the model

We consider the case of a polarized Fermi gas in an exact 2D regime. Such a

condition can be realized via a combination of harmonic traps alongside a radial and

an axial direction. The tuning of the harmonic constants is often expressed in the

anisotropic aspect ratio λ = ωz/ωρ that measures the size of the axial confinement,

with frequency ωz, over the radial counterpart denoted by ωρ. In the case of a

polarized Fermi gas, a Feshbach resonance (see Chap. 1) can couple two different

hyperfine states that will be labelled with pseudo-spins σ =↑, ↓. Fermions must

have an anti-symmetric wave function, hence in a scattering process where only

opposite spins interact, at a sufficiently low temperature, we can consider the s-

wave scattering only, leading to the effective Hamiltonian (see Chap. 2):

H =
∑

σ

∫

V

dx ψ∗σ(x)

(
− ~2

2m
∇2 − µσ

)
ψσ(x) + g

∫

V

dx ψ∗↑(x)ψ∗↓(x)ψ↓(x)ψ↑(x)

(3.7)

where ψσ(x) is the Fermi field operator of the σ component, V the volume of the

system, g the interaction coupling constant and, of course, m the mass of the con-

sidered species. We also introduce several variables which we will use throughout

the chapter, namely the chemical potentials µ↑,↓ = µ ± δµ in the grand canonical

ensemble, and, in the canonical ensemble, the polarization

p =
N↑ −N↓
N↑ +N↓

(3.8)

where N = N↑ + N↓ is the total population of the system split into the two spin

families and the population densities are given by

nσ =
N

V
(1 + sgn(σ)p) (3.9)

defining sgn(↑) = − sgn(↓) = +1. The interaction is modelled as a contact potential

interaction through the distribution gδ(x − x′) that in the peculiar case of where

two dimensions leads to issues of renormalisation discussed further in Chap. 2. The

s-wave 2D channel has a scattering amplitude given by

fs(k) = − 4π

2 log(ka2D)− iπ + O(k2)
(3.10)
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as a function of the 2D scattering length a2D. The scattering amplitude can be

recovered, from the contact potential, by setting

1

g
= − 1

V

∑

k

1

2εk + εb
(3.11)

and defining

εb =
~2

ma2
2D

(3.12)

We notice that, in order to have a well defined scattering amplitude, both a2D and

εb are required to be positively defined. The binding energy in particular cannot

vanish in order to ensure dilation correction and, on the other side, the 2D scattering

length cannot prevent the blow up of log(ka2D) at low energy. The energy of the

bound state is negative and given by E = −εb.
The sign of the scattering length in two dimensions then discloses the problem

of how to relate a 3D scattering length in an actual experimental setting with its 2D

counterpart, when a system is brought towards low dimensionality, using a proper

aspect ratio. The 3D scattering length describes either a weakly-interacting regime

(when small and negative), a strongly-interacting regime (if small and positive)

or the unitarity when diverging. Integrating out the unessential direction in the

system (namely in this case the axial one) we can relate the 3D scattering length to

an effective quasi-2D scattering length [86]

a2D

lz
=

√
π

B
exp

(
−
√
π

2

lz
a3D

)
(3.13)

where lz =
√

~/(mωz) represents the axial harmonic oscillator typical length, B =

0.905 is a constant, moreover the previous approximation is valid when the scattering

energy is negligible compared with the strength of the confinement. Typically [50, 60]

in 2D, or quasi-2D experiments, the aspect ratio can reach the regime ωz � ωρ with

values around λ ≈ 60 − 200, an axial frequency of ωz/(2π) ≈ 2.8kHz − 9kHz and

ωρ/(2π) ≈ 47Hz − 440Hz. The axial separation produces layered pancake-shaped

clouds that can contain orders of thousands of atoms. When the two dimensional

regime is reached, the scale of energies can be therefore analysed in terms of the

2D Fermi energy that grows as the square root of the number of particles verifying

the law εF =
√

2N~ωρ that has the order of 10−11eV. In actual experiments we

remark that the lowest binding energy achievable is strongly related to the lowest

temperature that the system can experience. The reference value is around βεb =
TF
T

εb
εF
≈ 0.26 − 0.46. Proceeding in this direction, the need for low temperature in

an effective 2D, or quasi-2D regime, requires the study of interaction regimes that

are neither weak nor close to log(kFa2D) = 0. It is indeed pretty straightforward
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that under these conditions a pair-fluctuations approach will be essential to treat

both critical temperatures of the phases under inspection varying the imbalance

in the system. Moreover, since we are considering an imbalanced Fermi gas, we

also note that in a quasi-2D regime (where interactions between different clouds of

the layered stack are partially occurring) the broadest range of polarisations has

been achieved: the ratio of the two populations involved may vary accordingly to
n↓
n↑

= 1−p
1+p
≈ 0.1− 1.1.

3.2.1 BdG self-consistent method

We considered the most generic LOg order parameter, accordingly to (3.6). The

dependence of the mean field has to be set in a chosen direction, namely the first

component of x = (x, y). The lack of spacial symmetry suggested us to solve

the model in the real space rather than in momentum space. We consider the

Bogoliubov-de Gennes equations, starting from the Heisenberg equation of motion of

the Hamiltonian (4.1). Without any trapping potential, we obtain for the fermionic

fields ψσ(x, t)

i∂tψσ =

(
−~2∇2

2m
− µσ1

)
ψσ − g(sgn σ)ψ∗σ̄ψ↓ψ↑ (3.14)

Via the mean-field theory, we can replace the coupled terms with the expectation

values

− g(sgn σ)ψ∗σ̄ψ↓ψ↑ ≈ gnσ̄(x)ψσ − (sgn σ)∆(x)ψ∗σ̄ (3.15)

where we defined the order parameter and the density profiles to be

∆(x) = −g〈ψ↓(x)ψ↑(x)〉
nσ̄(x) = 〈ψ∗σ(x)ψσ(x)〉 (3.16)

The effective Hamiltonian has now a spin dependency Hσ = −∇2
x + gnσ̄(x)1, but

the renormalisation procedure will send g−1 to infinity, hence we can systematically

neglect any linear dependency in g when we restore the renormalisation cut-off to

infinity: in that case the Hamiltonian lacks the Hartree term gnσ̄(x)1. Indeed we

can set H0 = −∇2
x obtaining

i
∂ψσ
∂t

(x, t) = (H0 − µσ1)ψσ(x, t)− sgn(σ)∆(x)ψ∗σ̄(x, t) (3.17)

We insert the standard Bogoliubov transformation

ψ↑(x, t) =
∑

η

[
uη↑(x)cη↑e

− iEη↑t − vη↓(x)c∗η↓e
iEη↓t

]

ψ∗↓(x, t) =
∑

η

[
uη↓(x)c∗η↓e

iEη↓t + vη↑(x)cη↑e
− iEη↑t

] (3.18)
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that also requires the new quasi-particle operators to be fermionic under the usual

anti-commutation rules

{cση, cσ′η′} = 0 {c∗ση, c∗σ′η′} = 0 {cση, c∗σ′η′} = δσσ′δηη′1 (3.19)

and such that the modes are normalised by the choice

∫

V

d2x (|uση(x)|2 + |vση(x)|2) = 1 (3.20)

The BdG equations, written in the form

Aσ

(
uησ

vησ

)
=

(
H0 − µσ −∆(x)

−∆(x) −(H0 − µσ̄)

)(
uησ

vησ

)
= Eησ

(
uησ

vησ

)
(3.21)

explicitly show a particle-hole symmetry given by the relations

A↑ = −D−1A↓D D =

(
0 1

−1 0

)
(3.22)

Hence the ↓ problem is related to the ↑ problem through the particle-hole transfor-

mation

−D
(
uη↑

vη↑

)
=

(
uη↓

vη↓

)
=

(
−vη↑
uη↑

)
Eη↑ = −Eη↓ (3.23)

Without loss of generality, we can define uη = uη↑, vη = vη↑ and Eη = Eη↑ and the

BdG equations become

(
H0 − µ↑ −∆(x)

−∆(x) −H0 + µ↓

)(
uη

vη

)
= Eη

(
uη

vη

)
(3.24)

The Bogoliubov transformations redefined the order parameter ∆ and the density

profiles nσ through the new quasi-particles creation/annihilation operators. We

impose fermionic statistics for excitations, with a defined inverse temperature β =
1

kBT
. The average of an excitation has probability given by the Fermi-Dirac statistics

f(Eση) = 1
1+eβEση

that leads to the self-consistent definitions of the density profiles

n↑(x) =
∑

η

uη(x)uη(x)f(Eη) (3.25)

n↓(x) =
∑

η

vη(x)vη(x)f(−Eη) (3.26)

and the energy gap order parameter

∆(x) = −g
∑

η

uη(x)vη(x)f(Eη) (3.27)
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The complete study of this system, either at zero or finite temperature, can be

done in the canonical ensemble, fixing a total density n and a polarisation p = δn/n.

Similarly, we will perform calculations in the grand canonical ensemble, fixing the

chemical potential µ and its variation δµ as described above. The latter case requires

us to find the absolute minimum of the thermodynamic potential Ω = Ω(µ, δµ, β) =

U − TS − µN − δµδN , where U is the internal energy and S is the entropy. The

former case instead requires more effort: since the BdG equations depend on µ and

δµ, we must self-consistently compute them using the number equations

N = −∂Ω

∂µ
δN = − ∂Ω

∂(δµ)
(3.28)

obtaining µ(n, δn, β) and δµ(n, δn, β). The Helmholtz free energy F = F (n, p, β) =

U−TS is now the quantity to be minimized, otherwise we would have a spontaneous

thermodynamic process from the computed ground state towards a more stable

state. Any prediction we want to compute of the system requires the knowledge of

both the density of the grand canonical Hamiltonian and the entropy. Through the

Bogoliubov transformations we can define the profiles for the energy density e(x)

and the entropy density s(x) on quasi-particles modes as

e(x) =
1

V
〈H 〉 =µ↑n↑(x) + µ↓n↓(x)− |∆(x)|2

g

+
∑

η

[
(|uη(x)|2 + |vη(x)|2)f(Eη)− |vη(x)|2

] (3.29)

s(x) = −kB
∑

η

[f(Eη) log(f(Eη)) + f(−Eη) log(f(−Eη))] (|uη(x)|2 + |vη(x)|2)

(3.30)
Ω

V
=

∫

V

dx

(
e(x)− s(x)

β
− µ↑n↑(x)− µ↓n↓(x)

)

=
F

V
−
∫

V

dx (µ↑n↑(x) + µ↓n↓(x))

(3.31)

In order to obtain concrete results, we discuss the treatment of this system in terms

of a hybrid algorithm that considers high-energy contributions to the system as

though they were free states, or single-plane-wave functions.

3.2.2 LOg ansatz implementation

We apply the previous formalism to a two-component Fermi gas with fixed, even

though big, number of atoms. In particular, we consider a two-dimensional periodic

boundary condition box with side L and area V = L2. The thermodynamic limit to

study the Grand Canonical Ensemble will be restored by increasing the size of the

box. The high-energy states must be truncated via a cut-off and a renormalisation
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procedure that is enforced by checking the independence of the model from the

chosen cut-off value.

A two-dimensional fermionic system enjoys the linear relation between the den-

sity and the free Fermi energy k2
Fσ

= 4πNσ
V

hence, to approximate the thermody-

namic limit, we choose to fix the Fermi energy at vanishing polarisation and establish

a linear relation between area and number of particles. Therefore, to approach the

limit the number of particles must increase. The periodic boundary conditions allow

us the choice of a completely real-valued Hilbert orthonormal basis, that combined

with the further choice of a real-valued order parameter, reduces the complexity of

the system. We fixed for each n = (n1, n2) ∈ N× N

φ(2)
n (x) = φ(1)

n1
(x)φ(1)

n2
(y) (3.32)

using the tensor product properties on multidimensional boxes and set

φ(1)
n (x) :=





L−1/2 if n = 0

(2/L)1/2 cos [nπx/L] if n is even

(2/L)1/2 sin [(n+ 1)πx/L] if n is odd

(3.33)

with n1 and n2 running on non-negative integers. (φ
(1)
n (x))n is an eigenvector system

for the one-dimensional free Hamiltonian − ~2
2m

d2

dx2
with eigenvalues

εn :=

{
π2n2/L2 if n is even

π2(n+ 1)2/L2 if n is odd
(3.34)

returning an eigenvector basis for H0 with eigenvalues εn = εn1 + εn2 . Both uη and

vη are projected on this basis

uη(x) =
∑

n

A(η)
n φ(2)

n (x) vη(x) =
∑

m

B(η)
m φ(2)

m (x)

Equation (3.24), because of orthonormality, can be closed on the left side with a

scalar product on every n and it becomes

∑

m

[
(εn − µ↑)δnmA(η)

n −∆nmB
(η)
m

]
= EηA

(η)
n (3.35)

and also ∑

m

[
−(εn − µ↓)δnmB(η)

n −∆nmA
(η)
m

]
= EηB

(η)
n (3.36)

where

∆nm =

∫

V

d2x φ(2)
n (x)∆(x)φ(2)

m (x) (3.37)

Notice that so far we didn’t imply any other approximation other than the mean field

one. We consider now the LOg ansatz in (3.6). The periodic boundary conditions
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force the Fourier transform of ∆(x) to be dependent on the discretised modes of

the box only. This fixes Q = 2πn/L for each non-negative integer n ∈ N. Albeit

the modes might have negative indexes, the LOg choice rejects them due to the

even symmetry of the order parameter. From equation (3.37), using φ
(2)
n basis sub-

orthogonality under projection, we can integrate, for each n = (n1, n2) and each

m = (m1,m2), over the variable y defining

∆nm = δn2,m2

∫ L/2

−L/2
dx φ(1)

n1
(x)∆(x)φ(1)

m1
(x)

= δn2,m2∆n1,m1 (3.38)

Moreover, the dependence on the x direction only, through definition (3.27), reduces

the complexity of the entire system since giving, for all η

uη(x)vη(x) =
∑

n,m

A(η)
n B

(η)
m φ(2)

n (x)φ(2)
m (x)

=
∑

n1,n2

∑

n2,m2

(
A(η)
n1,n2

B
(η)
m1,m2φ

(1)
n2

(y)φ(1)
m2

(y)
)
φ(1)
n1

(x)φ(1)
m1

(x)
(3.39)

The internal part (the content of round brackets in equation (3.39)), depending on

n2 and m2 has to be constant. In particular, it is constant for n2 = m2 = 0 with a

contribution equal to 1/L. Moreover, for every combination n2 = m2 added up with

the n2 + 1 = m2 + 1 term, when n2 is odd, equation (3.39) verifies

φ(1)
n2

(y)φ(1)
m2

(y) =
2

L
sin

(
(n2 + 1)πy

L

)2

(3.40)

φ
(1)
n2+1(y)φ

(1)
m2+1(y) =

2

L
cos

(
(n2 + 1)πy

L

)2

(3.41)

Hence we just need to require

A(η)
n1,n2

B
(η)
m1,m2 = A

(η)
n1,n2+1B

(η)
m1,m2+1 = cδn2,m2 (3.42)

with c ∈ R. The n2 6= m2 terms must disappear for sure in order to ensure the y

independence and we can conclude that either B
(η)
m1,m2 is the complex conjugate of

A
(η)
n1,n2 or B

(η)
m1,m2 is real. The former case is not possible because the equations they

solve, i.e. (3.35) and (3.36) are not complex conjugate of one another, hence the

latter case infers that off-diagonal terms in n2 and m2 are both vanishing. Instead

of (3.35) and (3.36), we fix n2 and for notational simplicity we call A
(η)
k,n2

= Ak,

B
(η)
k,n2

= Bk and summing m2 we get the most simplified form for the BdG equations
∑

m

[−∆k,mBm] = (Eη − εk,(n2) + µ↑)Ak (3.43)

∑

m

[−∆k,mAm] = (Eη + εk,(n2) − µ↓)Bk (3.44)

for any n1 non-negative integer and any η.
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3.2.3 Treatment of states beyond the cut-off

In the spirit of [47], we introduce a cut-off energy Ec to deal with both renor-

malisation of the contact potential and the high-lying states that we cannot handle

in the eigenvalue problem given by (3.43) and (3.44). We then split each quantity

in a discrete part, below the cut-off, that maintains the very same definition stated

previously, and a “continuous” part above the cut-off that is treated as a plane wave

approximation. From equations (3.25), (3.26) and (3.27) we truncate the sums to

get the discrete parts

nd↑(x) =
∑

|Eη |<Ec

uη(x)uη(x)f(Eη) (3.45)

nd↓(x) =
∑

|Eη |<Ec

vη(x)vη(x)f(−Eη) (3.46)

∆d(x) = −g
∑

|Eη |<Ec

uη(x)vη(x)f(Eη) (3.47)

The high-lying states are then recognized by using the condition |Eη| ≥ Ec and in

this regime we consider the quasi-particles modes, since they are very high energy

excitations, as plane waves

uη(x)→ 1√
V
uk(x)eik·x vη(x)→ 1√

V
vk(x)eik·x (3.48)

These prescriptions allow us to solve (3.24) again and recompute the part that

was neglected above the cut-off. In particular we can define the energies Ek(x) =√
(εk − µ)2 + ∆(x)2 and obtain the continuum corrections

nc↑(x) =
1

V

∑

|k|2>Ec

(
1

2
− εk − µ

2Ek(x)

)
ϑ(Ek(x) + δµ− Ec) (3.49)

nc↓(x) =
1

V

∑

|k|2>Ec

(
1

2
− εk − µ

2Ek(x)

)
ϑ(Ek(x)− δµ− Ec) (3.50)

G(x) =
1

V

∑

|k|2>Ec

1

2Ek(x)
ϑ(Ek(x) + δµ− Ec) (3.51)

with
1

geff(x)
=

1

g
+G(x) (3.52)

In the thermodynamic limit, due to the high density of states beyond the cut-off,

we swap to a continuous integration that luckily has an analytic primitive. We

introduce the cut-off function on the momentum given by

kc(x) =
(
µ+

√
(Ec − δµ)2 −∆(x)2

)1/2
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and we have

nc↑(x) =
1

8π

[
Ec − δµ+ µ− kc(x)2

]
(3.53)

nc↓(x) =
1

8π

[
Ec + δµ+ µ− kc(x)2

]
(3.54)

g−1
eff (x) = − 1

8π
log

(
Ec − δµ− µ+ kc(x)2

εb

)
(3.55)

Gathering together all these results we achieved the final form for profiles and order

parameter, merging the different contributions

n↑(x) = nd↑(x) + nc↑(x) (3.56)

n↓(x) = nd↓(x) + nc↓(x) (3.57)

∆(x) =
geff(x)

g
∆d(x) (3.58)

Since both energy density and entropy density depend on sums over the eigen-

values Eη, we can extend the discrete plus continuous strategy to those quantities as

well. It is possible to show that the continuous correction to the entropy density is

absolutely negligible for high-lying states. Instead, the correction to the free energy

is fundamental to ensure the convergence when we restore 1/g →∞ by sending Ec

to infinity. Treating the high energy states in the thermodynamic limit we can write

e(x) = ed(x) + ec(x) and we get

ec(x) =
∆2

8π


1

2
+ log




√
E− +

√
E2
− −∆2

√
E+ +

√
E2

+ −∆2

εb






+
∑

σ=±

1

8π

(
Eσ
2

√
E2
σ̄ −∆2 − E2

c + δµ2

) (3.59)

where for simplicity we defined E± = Ec ± δµ.

Despite that we decisively reduced a 2D problem to a simpler 1D one, it is

intuitive that the introduction of a cut-off is controlling the effective cost of compu-

tations in terms of the number of modes that we are going to use in the Bogoliubov

transformation of the fermionic fields. Indeed, once a certain mode is fixed in the y

direction, let us call it n2, the problem is directly affected by the cut-off that imposes

us to consider any x direction mode such that

n1 <

√
EcL2

π2
− n2

2 = n̄ (3.60)

It is easy now to cast the Bogoliubov equations into their truncate form starting
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from (3.43) and (3.44), for each n2 < Ec

M =




ε00,n2 − δµ↑ · · · 0 −∆00 · · · −∆0n̄

...
. . .

...
...

. . .
...

0 · · · εn̄n̄,n2 − δµ↑ −∆n̄0 · · · −∆n̄n̄

−∆00 · · · −∆0n̄ −ε00,n2 + δµ↓ · · · 0
...

. . .
...

...
. . .

...

−∆n̄0 · · · −∆n̄n̄ 0 · · · −εn̄n̄,n2 + δµ↓




(3.61)

M




A
(η)
0,n2

...

A
(η)
n̄,n2

B
(η)
0,n2

...

B
(η)
n̄,n2




= Eη




A
(η)
0,n2

...

A
(η)
n̄,n2

B
(η)
0,n2

...

B
(η)
n̄,n2




(3.62)

The solutions to the BdG equations were carried out following an iterative al-

gorithm in order to compute self-consistently the order parameter and the density

profiles. Such an algorithm works either in the grand canonical ensemble, fixing the

parameters µ and δµ and computing the number of particles N and the polarization

p, or in the canonical ensemble, fixing N and p and iteratively computing the right

value of µ and δµ. These values have to solve the number equations (3.28) and

then preserving the number of particles until the convergence is reached. It is im-

portant to remark that the nature of the quantities we want to investigate, like the

Helmholtz free energy and thermodynamic potential, shows very small variations

while changing the thermodynamic variables.

3.3 Results

The results of this work fix the range of critical values, like critical transition

temperature for the LOg phase, not so far away from the ultracold temperature nowa-

days achievable. In the specific case we studied the model described in the previous

section, with a choice of parameters as close as possible to the experimental data

currently available. The reference parameter for a 2D system, to control whether

the system lies in the quasi-2D regime or in the exact 2D approximation, is the pure

number βεb. We then decided to study the model in both the weakly-interacting

regime εb ≤ 0.10εF and in a hybrid regime of εb = 0.25εF , that experimentally can

be reached, but possibly requires a further study due to Gaussian pair-fluctuations

being neither in the weakly-interacting nor in the inherited unitary regime in 2D. In-

deed, we mentioned that the 2D case acquires a definition of unitary regime through
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the relationship (3.13) and then the unitary regime is defined as an approximation of

a three-dimensional behaviour. The results which we are going to provide show that

the mean field theory of the LOg phase is still a very good descriptive starting point

for the scenario that we are investigating in a qualitative and, overall, quantitative

sense.

The self-consistent method to compute the order parameter gave us a very good

insight into the behaviour of the LOg phase in a broad variety of initial conditions

and thermodynamic variables. In actual calculations we also set natural units such

that ~ = 2m = kB = 1. Moreover, in case of a non vanishing polarisation we set

kF = 1 where kF is, at fixed number of particles, the Fermi wave vector of one of

the populations when the polarisation is brought to zero. This configuration allowed

one of the main computational bottlenecks of the system to arise: the linear relation

between the Fermi energy and the density of particles. An increase in the number

of particles entails, at least, a quadratic increase of the BdG equations matrix. In

a fully parallelised code we have been able to achieve results for N = 2000, which

means kFL ≈ 112. This is comparable with similar results in the 1D case [47].

On the other hand, the cut-off energy Ec must be kept high enough to ensure the

independence of the model from the renormalisation procedure: we have been able

to achieve this condition setting Ec ≥ 10εF . The required precision of the algorithm

forced us to pick such a value in the interval 16εF ≤ Ec ≤ 35εF . A higher Ec

slows down the runtime but reduces the number of iterations before convergence,

while a small Ec behaves in the opposite way. Since the truncation of a matrix can

affect the accuracy of the diagonalisation process, we add extra rows and columns

beyond the cut-off and we discard them at the end of the diagonalisation procedure

for Eq. (3.62). The integrations performed needed a very large lattice of sampling

points that was fixed, depending on the integration routine, in order to achieve the

relative error 10−7 in the of the thermodynamic potential. The model modifies an

initial LO1 ansatz for ∆(x) that is provided according to equation (3.5). The finite

size of our box forces the frequency Q of the LO1 ansatz to be less precise than

the periodic boundary condition factor 2π/kFL ≈ 0.05. This limitation prevents us

from being able to check very low polarizations when p < 0.02, but this is relevant

in the zero temperature case anyway.

3.3.1 Structure of the LOg order parameter

At temperature T/TF = 0 and hybrid binding energy εb = 0.25εF , the LOg phase

is present and energetically favourable (with respect to the BCS and FF minima)

on a broad range of polarizations 0.02 ≤ p ≤ 0.58. Above p > 0.58 the system falls

into the free Fermi gas case unless more complicated LO2 phases are considered. In
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Figure 3.2: At zero temperature and εb = 0.25εF , the structure of the inhomogeneous or-

der parameter ∆(x)/εF as a function of the x direction (solid line) and the local imbalance

p(x) (dashed line) calculated via the self-consistent method, from (a) to (c), increasing

the polarization p. From [49].
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the composite Fig. 3.2 the structure of the order parameter is pictured as a function

of the x coordinate. Through the different panels, from (a) to (c), the increasing

polarization p leads to a higher frequency Q and likewise an increasing matching

among effective self-consistent solutions and the original LO1 initial ansatz. The

very same figure presents also the local imbalance as a function of space

p(x) =
n↑(x)− n↓(x)

n↑(x) + n↓(x)
(3.63)

It is interesting to observe the structure imposed to the system by the LOg phase. It

turns out that the most favourable ground state configuration places the imbalanced

part of the gas where the pairing gap is lower and keeps the superfluid part firmly

under the peaks and valleys. Excitations are most probable to occur on the imbal-

anced part instead of the superfluid part beneath the pairing gap. If compared with

the Helmholtz free energy of both BCS and free Fermi gas theories, the LOg phase

provides the system either with a single absolute minimum of free energy, at low

polarization, or many local minima (absolute minimum included) at high polariza-

tion. The configuration is energetically favourable in a broad region of polarizations

and for finite temperatures always below T = 0.15TF . For a fixed polarization p we

define the free Fermi gas Helmholtz free energy at zero temperature Ffree(T = 0, n, p)

and we introduce a rescaling constant F0 = 2π × 10−2εFN , with N the number of

particles, such that we can plot the dimensionless quantity

δF/F0 = (FLOg(T, n, p)− Ffree(T = 0, n, p))/F0 (3.64)

In Fig. 3.3 we show the Helmholtz free energy in two different cases: in panel (a)

at zero temperature we let the polarization vary and we show that the minimum of

the free energy always lies away from Q/kF = 0 (that is the BCS theory) and keeps

increasing proportionally to the polarisation. In panel (b) the polarization is fixed at

p = 0.07 and we increase the temperature: we notice that there is a transition point

between the LOg phase and the BCS theory roughly around 0.15TF < T < 0.20TF .

It is easy to observe that the increase of polarization pushes the minimum to high

Q values, while instead the increase of temperature pushes it back towards the

BCS phase. In particular we notice that the condition εb = 0.25εF requires a pair-

fluctuation treatment because it predicts the transition temperature BCS to normal

state at 0.41TF that is well above the experimental observations.

The LOg can be compared with the LO1 ansatz via a simple Fourier transform.

In particular the pairing gap order parameter has to be an even function of the

selected direction in 2D and can be treated with a cosine Fourier transform

∆LOg(x) =
∞∑

n=1

∆n cos

(
2πn

L
x

)
(3.65)
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Figure 3.3: Choosing εb = 0.25εF , the Helmholtz free energy difference between the

LOg (for Q 6= 0 and BCS at Q = 0) and the free Fermi gas free energy rescaled by F0 =

2π× 10−2NεF : (a) at zero temperature varying the polarization, (b) at fixed polarization

p = 0.07 increasing the temperature. The semi-transparent bullets indicate the absolute

minimum position for each configuration. The dashed horizontal line in panel (a) is the

free Fermi gas free energy: every time Q is too high the model mimics the free Fermi gas

destroying the order parameter. From [49].

It is straightforward that the LOg and the LO1 are the same phase when such Fourier

transform has only one mode that doesn’t vanish. The self-consistent LOg phase is

a superposition of many Fourier cosine modes and has a main mode occupation that

is provided by the LO1 ansatz that has been given to the model as initial datum. A

comparison between the LOg phase configuration versus the LO1, choosing the main

mode, indicates that the LOg choice is always energetically favourable. This fact

is true at both low and high polarizations where the LOg and LO1 phases almost

match. In order to enlighten this overlap we studied the percentage of occupation

of the main mode and we observe, in Fig. 3.4, that the overlapping between the

phases never fully occur. We can then conclude that there is always a combination of

modes that enhances the LO1 phase recombining it in a more energetically favourable

LOg phase.

3.3.2 Phase diagram in the canonical ensemble

The phase transitions can be observed in the canonical ensemble at zero tem-

perature. Theoretically we know that a finite non-zero polarization destroys the

BCS phase. Then we expect a transition at very low polarizations p < 0.02. Above

pc1 = 0.02, the Helmholtz free energy can be used to check the most favourable

configuration amongst the BCS, LOg and NPP. In Fig. 3.5 it is easy to under-

stand the shape of the phase diagram: the LOg is dominant in a very broad range

0.02 < p < 0.58. Above the highest threshold pc2 the Helmholtz free energy matches

the free Fermi gas one and the pairing gap order parameter disappears. In partic-
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Figure 3.4: At zero temperature, fixing εb = 0.25εF and according to (3.65), for each

polarization p, the weight of the main Fourier mode at that polarization is compared in

percentage with respect to the other non vanishing modes. An occupancy of 100% denotes

the overlapping between the LOg and LO1 phase that never occurs, although the inset

graphs show that the energy gap parameter, ∆(x), approaches a perfect cosine function

for high values of polarization. From [49].
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whole transform. From [49].



48 The FFLO phase in a two-dimensional Fermi gas

 0
 0.5

 1
 1.5

 2
 2.5

 3
 3.5

 4

-2 -1  0  1  2  3  4  5  6

NFP

SF

NPP

Vacuum

δ
µ

/ε
b

µ/εb

C.Ens.
G.C.Ens

Figure 3.6: δµ as a function of µ. The blue stars represent the computations δµ(µ)
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ular, at high polarizations 0.40 < p < 0.58 the LOg and LO1 phase are basically

merged.

Although the canonical ensemble can tell us most of the properties of the model

at zero temperature, it is interesting mainly from the experimental point of view to

know the nature of phase transitions and the transition temperature of the phases

we described so far. The self-consistent method we used to compute the real order

parameter ∆ in the Canonical Ensemble, at fixed density n and polarization p, grants

us to compute the functions µ(n, δn) and δµ(n, δn) where δn = np at least at zero

temperature. The knowledge of those values helped us to perform a proper choice

of the chemical potential µ and its variation δµ during the further investigations

in the grand canonical ensemble. The underlying theory in 2D for the equation of

state of the BCS mean field theory has been studied in [87] in the zero temperature

case where the 2D integral measure allows to carry out most of the integrations

analytically and study the regions of the δµ versus µ phase diagram that involve the

transition between BCS phase and the free Fermi gas. In Fig. 3.6 we observe that

the region close to µ = 4εb shows configurations where the LOg phase is present

and energetically favourable. The choice we kept throughout the chapter sets the

binding energy εb = 0.25εF that suggested us to study the chemical potential around

µ ≈ εF (it will be numerically justified in the next section). The distinction between

the fully polarized normal Fermi gas NFP and the partially polarized NPP, which
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occurs when δµ > µ, is not taken into account here and we will use the notion of

free Fermi gas for the NPP phase. We observe that both µ and δµ achieve an almost

direct proportionality with the density n and the polarization p whenever δµ is high

enough. Although, the model could then be affected too much by a rigid choice of µ

and δµ we will observe that the phase transitions will occur in such high δµ regime.

3.3.3 Phase diagram in the grand canonical ensemble

The phase transitions can be properly studied by looking at the grand canonical

ensemble. The position of the absolute minimum of the thermodynamic potential, at

a fixed temperature, denotes the most energetically favourable state for the system.

Moreover, the absolute minimum moves through the landscape of the thermody-

namic potential, giving us an insight as to the order of each phase transition.

Instead of computing the chemical potentials µ↑,↓ self-consistently through the

number equations (3.28) in the canonical ensemble, in the current grand canonical

setting we must set an appropriate value for the chemical potentials that redirects

to an appropriate density of particles and polarization. Thus, we need to study

the behaviour of µ and δµ with respect to a fixed density n = 2πk2
F and varying

polarization. At zero temperature, the BCS phase is favourable only at p = 0. In

2D we can analytically obtain

µBCS =
π~2

m
n− εb

2
0 ≤ δµ <

∆0√
2

(3.66)

In particular δµ may take any value below the Clogston-Chandrashekar (CC) limit

and we cannot appreciate any net polarization. The picture, in either the FF or

LOg phase, changes and close to the CC limit a new phase arises. We consider

the case of µ/εF = 1 and then vary δµ through the CC limit at different binding

energies. The case of the FF ansatz in 2D has been recently studied [88] and we

know that there is a transition line, for each εb < 0.8εF , between the FF phase

and the NPP gas. In particular this line is above the CC limit. The LOg phase

shows a similar behaviour at least in a range of binding energies that represent the

weakly-interacting regime and the region close to the 2D-inherited unitarity. As

previously discussed, from equation (3.13), once we fixed the ratio lz/kF , we could

send (kFa3D)−1 to zero and obtain a reference position for the three-dimensional

unitary regime in the two-dimensional case. We take as a reference for lz/kF the

typical values of [50].

Without an exotic phase with an inhomogeneous pairing gap, the BCS theory

predicts the CC limit, in two dimensions, to occur, at zero temperature, when

δµCC =

√
ε2
b

2
+ µεb (3.67)
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binding energy εB. From left (weakly-interacting regime) to the right (inherited unitary

regime), the LOg phase embraces the CC limit (3.67) providing two different phase tran-

sition critical values: δµ1 from the BCS superfluid (SF) to LOg and δµ2(εB) from LOg to

NPP. The bold blue vertical line represents the inherited unitary regime for the 2D exper-

imental setting suggested by [50]. From [49]

From Fig. 3.7 we can observe that the LOg phase provides two transition lines that

we will denote with δµ1 below the CC limit and δµ2 above it. In particular the

δµ2 line is in agreement with the results provided by the FF line in [88], despite

the LOg critical line that suffers an intrinsic difficulty to be computed due to the

smooth nature of the LOg-NPP transition as we will discuss later. It is interesting to

observe how the reduced dimensionality of the problem, at least at zero temperature,

enhances the effect of both the FF and the LOg phase. In particular, in 3D it is

possible to estimate that the FFLO phase is available for roughly 4% of the δµ

values for which a superfluid phase is favourable, either BCS or FF. This percentage

can be evaluated from the phase diagram temperature versus magnetization in [89].

Instead, the LOg phase occupies, at a fixed binding energy, roughly 17% of the phase

diagram in Fig. 3.7 at zero temperature.

The main property of the LOg phase is that it is largely energetically favourable

with respect to the FF phase computed in [88]. In Fig. 3.8 we intersect the absolute

minima of the thermodynamic potential of three different theories: BCS, FF and

LOg self-consistent results. Varying the difference of chemical potentials δµ we span

the region that is affected by the LOg phase: the contact points of different ansatzes

are the critical values δµ1, BCS to LOg transition, and δµ2, LOg to NPP transition

as referred in Fig. 3.7 in two different binding energy configurations. The FF line of

minima is always above the LOg line close to the BCS line. Instead, at high δµ values,



3.3 Results 51

-1.5

-1

-0.5

 0

 0.5

-0.16 -0.12 -0.08 -0.04  0

BCS

NPP
(1)

FF

(a)
(b)

(c)
(d)

δ
Ω

/Ω
0

(δµ-δµ2)/∆0

FF
BCS
NPP
LOg

LOg

-1.5

-1

-0.5

 0

 0.5

-0.15 -0.12 -0.09 -0.06 -0.03  0

(2)

δ
Ω

/Ω
0

(δµ-δµ2)/∆0

FF
BCS

NP
LOg

LOgBCS

NPPFF
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panel (1), labels from (a) to (d) refer to Fig. 3.9 and denote the configurations for which

we studied the shape of the thermodynamic potential itself. From [49]

the model accuracy doesn’t allow us to conclude whether there is, or isn’t, another

transition FF-LOg. Besides, we must say that it is very inessential because at high

δµ the pairing gap parameter reduces continuously its amplitude until it vanishes

and the difference between the magnitude of the two ansatzes might be negligible.

Moreover, at high δµ values it is, as discussed in Section 3.1, the presence of an

LO2 phase even more likely. The latter might actually be favourable with respect

to both FF and LOg.

A closer look at Fig. 3.8 suggested to us that the phase transitions at δµ1 and

δµ2 might have been of a different nature. A second order phase transition moves

the absolute minimum of the thermodynamic potential with continuity. It appears

that the LOg to NPP transition is smooth while the BCS to LOg one entails a certain

discontinuity. Although not easy to observe, the order of the latter transition is easy

to probe when we increase the binding energy εb towards the inherited unitary limit.

In Fig. 3.9, we combine the shape of the thermodynamic potential at εb = 0.10εF and

its sections sliced at different δµ values. The comparison between panels (c) and (d)

indicates the second order nature of the LOg-NPP phase transition. In this part of

the phase diagram, an increase of δµ leads to: (i) an increase of the order parameters

main frequency, (ii) the order parameter amplitude squeezes until it vanishes in δµ2

and (iii) the order parameter matches the LO1 initial ansatz. The BCS-LOg phase

transition can be studied by observing the evolution of the thermodynamic potential

through panels (a) and (b). It is known that the FF ansatz undergoes a first order
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Q. The dashed line is the evolution of the absolute minimum that is emphasized by the
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limit that is completely substituted by the first order phase transition BCS-LOg through

δµ1(T ) and the second order phase transition LOg-NPP through δµ2(T ). The graph is

scaled with respect to the BCS critical temperature TBCS
c at δµ = 0 and the BCS energy
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line is the BKT transition temperature. From [49].

phase transition with the BCS and, in a weakly-interacting regime, it appears to

be the same case as well. Anyway, the presence of a maximum is required for a

first order phase transition and at low binding energy this maximum is represented,

within our accuracy, by a single point only. Indeed, it is possible to increase the

binding energy thereby enhancing the shape of the phase transition and actually at

εb = 0.35εF the maximum becomes more evident, supporting the first order nature

of the BCS-LOg transition.

3.3.4 Finite temperature

With the zero temperature model, including the Fermi-Dirac statistics, we have

actually opened up the possibility of studying the LOg phase at finite temperatures.

A rough estimation of the BCS critical temperature TBCS
c can be approximated from

the pairing gap equation in 2D and provides

TBCS
c ≈ 2

π
eγ−log(kF a2D)TF (3.68)

where γ is the Euler-Mascheroni constant. Moreover, we can estimate the tri-critical

point (TCP) temperature, where BCS, CC limit and FFLO phase intersect, with

the numerical value

TTCP ≈ 0.56TBCS
c (3.69)

We observe from Fig. 3.10 the critical temperatures at which the phase transi-

tions occur. The BCS theory infers a second order phase transition between BCS
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phase and NPP when the temperature is above the TCP. The CC limit, that would

be first order, is at finite temperature, and is entirely contained in between the

LOg transition temperatures at any relevant δµ value. Moreover, the order of the

phase transitions is preserved: the second order phase transition between the BCS

and NPP phase is unaffected by an increasing temperature below TCP; the second

order LOg-NPP is preserved within the accuracy described before. In the weakly-

interacting regime εb = 0.10εF , the TBCS
c is roughly 0.25TF . It appears that the

mean field treatment requires a pair fluctuation approach to take into account the

fact there is no superfluid behaviour below the BKT temperature TBKT = 0.125TF .

Besides, we observe that most of the LOg phase lays below TBKT providing prelimi-

nary interesting results at least in the weakly-interacting regime.

3.4 Superfluid density of the LOg phase

According to [90] the superfluid density of a Fermi gas can be studied, in the

canonical ensemble, by fixing the total density and the polarization. Fig. 3.5 shows

that when the polarization is larger than p ' 0.02, at zero temperature, we actually

meet the LOg phase. If we fix neither µ nor δµ we might encounter a system where

different phases coexist (the so-called phase superposition). The superfluid part of

the system, if it exists, cannot react to small excitations like a normal gas: it must

create a superfluid current that is related to the actual magnitude of the superfluid

density contained in the coexistent phases. The case of a pairing gap order parameter

that is provided with a “phase twist” must produce a superfluid current, according

to [91]. Hence we modify the pairing gap in equation (3.24) using

∆(x) 7→ ∆(x)eiQs·x (3.70)

The superfluid velocity vs associated to the twist frequency Qs is given by

vs =
Qs

2m
(3.71)

Moreover the Helmholtz free energy F must increase if we impose an extra flow in

the superfluid phase. The shape of the free energy for small twists is shown [90]

to behave like a square of the phase twist frequency magnitude around the point

F (Qs = 0). In particular

δF

V
=
F (Qs)− F (0)

V
≈

|Qs|→0

|Qs|2
2V

(
∂2F (Qs)

∂|Qs|2
)

Qs=0

(3.72)

The superfluid density ρs then can be computed from the parabolic coefficient and

it is given by

ρs = 4m

(
∂2F (Qs)

∂|Qs|2
)

Qs=0

(3.73)
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Figure 3.11: Effect of a phase twist attached to the pairing gap parameter. The parallel

direction (red line) doesn’t produce any current velocity, while the perpendicular (blue line)

doesn’t disturb the regions where the imbalance is high (in between a valley and a peak in

Fig. 3.2(a)) and lets the current flow. From [49].

while the normal part density must be nn = n−ρs. The definition of the macroscopic

quantity superfluid velocity vs gives us also a useful picture of what could mean, in

our two-dimensional system, to induce a superfluid current. Due to the particular

case of the LOg order parameter, the symmetry breaking, induced by neglecting a

spatial direction, leads to interesting consequences in terms of the superfluidity. We

can observe in Fig. 3.11 an idea of what actually might happen when we induce a

superfluid density that is either parallel or perpendicular to the order parameter.

We recall, from our knowledge of the LOg order parameter in Fig. 3.2, that the

local imbalance is peaked where ∆ is vanishing and then travels in the y direction

as a barrier. Hence we cannot force a macroscopic velocity alongside x without

intersecting the regions where the LOg phase is placing the imbalance. We expect

instead a massive presence of superfluid density alongside the y direction where the

superfluid is free to flow without touching regions where the energy gap is vanishing

and could allow low-energetic excitations. In particular we define two different phase

twists in equation (3.72) forcing Qs to be either parallel to the pairing gap function

or perpendicular. The setting Qs = Qsx̂ doesn’t produce any superfluid density.

The numerical results in this case return a superfluid density that is larger than

the total density. This is due to the fact that the twist method is inaccurate to

predict the 4th order Taylor coefficient, hence it cannot really reproduce a vanishing

2nd order Taylor coefficient. The perpendicular case instead, choosing Qs = Qsŷ,

allows us to compute the superfluid density via the equation (3.73). Thus we briefly

explain how it is possible to modify the model of Section 4.3. The matrix (3.21)

now is complex valued and needs to be re-cast in a real-valued form. In order to
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achieve it we have to consider again the Heisenberg equations (3.17) and perform a

brand-new Bogoliubov transformation attaching the twist, as in equation (3.70), to

the order parameter. The new modes will be decomposed as follows

ψ↑(x) =
∑

η

[
uηQ↑(x)cηQ↑e

− iEηQ↑t − vηQ↓(x)c∗ηQ↓e
iEηQ↓t

]

ψ∗↓(x) =
∑

η

[
uηQ↓(x)c∗ηQ↓e

iEηQ↓t + vηQ↑(x)cηQ↑e
− iEηQ↑t

] (3.74)

that yield

M↑

(
uηQ↑

vηQ↑

)
=

(
−∇2

x − µ↑1 −∆(x)eiQ·x

−∆(x)e− iQ·x ∇2
x + µ↓1

)(
uηQ↑

vηQ↑

)
= Eη

(
uηQ↑

vηQ↑

)
(3.75)

Again we expect the ↑ and ↓ problem to be unitary related and that through a

slightly modified transformation we can get rid of the complex exponentials in the

order parameter definition. This good feature can be obtained using

A =

(
e−

i
2
Q·x 0

0 e
i
2
Q·x

)
M↑ 7→ AM↑A

∗ (3.76)

and we get

AM↑A
∗ =

(
−
(
∇− i Q

2

)2 − µ↑ −∆(x)

−∆(x)
(
∇+ i Q

2

)2
+ µ↓

)
(3.77)

As it happened before we can study the ↑ problem only and we define uηQ↑ = uηQ and

vηQ↑ = vηQ. We decompose these modes on a new basis to restore a real-valued BdG

matrix. It is pretty obvious that now a complex-valued function basis is required

and for instance we can choose

φk(x) =
eik·x
√
V

defining consequently

uηQ =
∑

k

A
(ηQ)
k φk vηQ =

∑

k

B
(ηQ)
k φk

We plug this choice into the BdG equation and apply the Hermitian product of the

Hilbert space L2(V, dx) to isolate a single mode. We require ∆(x) to be real-valued,

one-direction dependent only and to be an LOg function. Moreover we define

∆k′1k1 =
1

L

∫ L/2

−L/2
dx1 cos((k′1 − k1)x1)∆(x1) (3.78)

As in Section 4.3 we obtain a diagonal matrix in k2 that can be fixed and removed

from the equations

∑

k1

{[(
k− Q

2

)2

− µ↑
]
A

(ηQk2)
k1

δk′1k1 −∆k′1k1B
(ηQk2)
k1

}
= EηQk2

∑

k1

A
(ηQk2)
k1

δk′1k1

(3.79)
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Figure 3.12: The perpendicular variation of the Helmholtz free energy δF⊥ as a function

of the phase phase twist, for various polarizations. The free energy variation is given by

Q⊥ = Qsŷ and δF⊥ = F (Q⊥) − F (0) over a rescaling constant F0 = 2π × 10−3NεF .

The continuous lines are data fits of a two-parameter polynomial curve ax2 + bx4. The

parabolic dependency in Qs can only be seen in the perpendicular case. The parabolic

coefficient a is proportional to the superfluid part of the system using the equation (3.73).

From [49].

∑

k1

{
−∆k′1k1A

(ηQk2)
k1

−
[(

k +
Q

2

)2

− µ↓
]
B

(ηQk2)
k1

δk′1k1

}
= EηQk2

∑

k1

B
(ηQk2)
k1

δk′1k1

(3.80)

Finally we define a new energy function

εσk′1k1(k2,Q) = δk′1k1

[(
k− sgn(σ)

Q

2

)2

− µσ
]

(3.81)

and we re-introduce a cut-off |k1| ≤ n̄(k2). The model can be solved numerically

in the same way as before, using the diagonalisation of matrix (3.62). However,

the choice of the cut-off energies has to be matched between the two methods to

obtain the same results of the free Helmholtz energy in the original model and the

superfluid one at Qs = 0. Once done it is necessary to double check that the new

model has the same accuracy and independence from the cut-off. In Fig. 3.12

we show the shape of the variation of Helmholtz free energy under a phase twist

Qs in the perpendicular direction, increasing the twist frequency magnitude. The

results have been tested with a fit containing a linear term in Qs that turned out

to be null within the errors on δF⊥ and Qs. As previously remarked, the only

way to increase the precision of this method is to reduce the gap between the box

modes. This can be done by increasing the number of particles but might cause

several troubles in terms of computational costs. Previous computations related to
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Figure 3.13: The ratio between the superfluid density ρs and the total density n with

respect to the polarization p. At εb = 0.25εF the polarization is rescaled by the critical

polarization pc2 = 0.58 at which the LOg-NPP transition occurs. The green and yellow

regions correspond to the LOg→LO1 and BCS regions of Fig. 3.5 respectively. The bold

line is a guide line. From [49].

the FF phase [92], using similar methods, have been able to dramatically increase

the accuracy of Qs, to be roughly 10 times better that our resolution. Anyway,

the parabolic coefficients, at least in the perpendicular case are meaningful and

give a good idea of the superfluidity of the LOg phase in 2D. We observe that

an increase of polarization increases the frequency of the pairing gap, as remarked

in Fig. 3.2(c). The local imbalance becomes more spread in space and triggers

the decrease of the superfluid density. Using these results it has been possible to

compute, with sufficient precision, the shape of the superfluid density as a function

of the polarization. Fixing εb = 0.25εF , at zero temperature, we can increase the

polarization between the critical values pc1 ≈ 0.02 and pc2 = 0.58 and study the

variation of the parabolic coefficients in Fig. 3.12. In Fig. 3.13 we present the results

of the superfluid density ρs and normal phase density nn at different polarizations.



Chapter 4

The dimensional crossover of a

strongly-interacting Fermi gas

In this chapter we address the interplay between the BCS-BEC crossover and

the reduction of dimensionality below three dimensions (3D). Experimentally an

ultracold gas is contained in a chamber by employing different trapping methods

and it occurs that a well engineered geometrical combination of traps grants the

access to regimes [93, 94] in which the dynamic of the system happens on a two-

dimensional plane (2D) or in one dimension. Reaching these configurations involves

typically three harmonic traps that freeze out one or two directions depending on the

ratio between the harmonic oscillator frequencies along the orthogonal axes. Specific

techniques can be used in the 2D case in order to obtain either a single 2D disk [95]

or a pancake of almost-independent 2D layers utilizing a CO2 laser standing wave

trap [60, 65]. An eventual residual presence of coupling between different layers, in

the latter case, or a similar magnitude between the typical confinement energy and

the Fermi energy of the system is often called quasi-2D regime.

The interest for these low-dimensional systems is mainly due to the fact that they

provide a benchmark to explore phenomena that are boosted or triggered by strong

fluctuations of the superfluid phase. Also, the presence of the Berezinskii-Kosterlitz-

Thouless quasi-long range phase transition recovers the superfluidity [96–98] that

would be otherwise denied by the Mermin-Wigner theorem in 2D and 1D, while a

2D Fermi gas with spin population imbalance may reveal the existence of exotic

inhomogeneous superfluid phases since they would produce an enhanced signature

with respect to their 3D counterparts [49, 99, 100].

Although the BCS-BEC crossover has been investigated both in 3D and pure 2D

regimes [51, 66, 95], and the 3D case has been widely experimentally probed, the

behaviour of the BCS-BEC crossover when a third direction is progressively frozen

out is still to be understood. Theoretically it is known that when approaching 2D,

59
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the mean field (MF) theory of the crossover fails to predict the behaviour of the ther-

modynamic quantities [87] when the dynamics spans from a weakly to a strongly

interacting regime. Though the implementation of beyond MF methods, quantum

Monte Carlo simulations [101–106] and Gaussian pair fluctuations (GPF) [47, 107]

provided a remarkable improvement. Moreover, experimentally, the trapping tech-

niques previously described must deal with an intrinsic non-uniform particle density

and, at the same time, with how properly the extra directions have been frozen out.

These limitations open up the need for an effective theory that connects the BCS-

BEC crossover in the 3D to the 2D regime via a continuous squeezing of a selected

direction. It is also important to establish criteria and conditions that quantitatively

separate different dimensional configurations.

The recent implementation of a hard-wall (HW) trapping potential [68, 95] as a

confining configuration for ultracold gases allowed to obtain apparata that display

uniform particle density and don’t rely on models involving local density approx-

imation methods. It better reproduces dilute gases and reduces the occurrence

of three-body scattering events. Motivated by these developments we address the

study of an ultracold interacting atomic Fermi gas with two balanced spin popula-

tions when the dimensionality is brought from 3D to 2D. When the interactions are

tuned by a broad Feshbach resonance, we explore the BCS-BEC crossover and how

it is affected by the progressive reduction of dimensionality.

In 3D, the interacting system can be characterized, through the BCS-BEC

crossover, by a unique dimensionless tuning parameter, 1/(k3D
F a3D), where k3D

F is

the 3D Fermi wave vector and a3D is the 3D s-wave scattering length. The weakly-

interacting regime is denoted by a negative a3D. Strong interactions occur when it

is positive and its divergence, for 1/(k3D
F a3D) = 0, is denoted as unitarity. In 2D, the

BCS-BEC crossover is tuned by ln(k2D
F a2D), where k2D

F is the 2D Fermi wave vector

and a2D is the 2D s-wave scattering length. Moreover, the 2D BCS-BEC crossover

doesn’t have an evident definition of unitarity. On the other side, if we choose to

confine the gas through a HW potential box, we can describe the dimensionality of

the system by the ratio of the side lengths of such box.

Realizing a quasi-2D environment is a task that experimentally has been suc-

cessfully accomplished, via different techniques. In particular, we would like to

stress how the combination of HW potential shape (impenetrable outside a fixed

radius) can be employed in all three directions with different methods, e.g. an in-

plane configuration (xy plane), with large radius, compared with an optical lattice

confinement on the remaining axial direction. The latter confinement, alongside z,

provides a profile of the particle density, n(z), that mimics a narrow HW poten-

tial. We can address the theoretical description of this setup combining different

methods to reach a satisfactory qualitative description of the BCS-BEC crossover,
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beyond MF theory, varying the axial confinement length.

A balanced 2-spin population Fermi gas, when confined in a HW box, gives

rise to finite volume effects that can be studied, at the MF level, by solving the

appropriate Bogoliubov-de Gennes (BdG) equations. A beyond MF approach, in

this case, is not straightforward viable for an actual self-consistent computation of

the superfluidity’s order parameter, but we will show that it is possible to identify

an effective region, in the centre of the axial side, in which both particle density

and order parameter display a uniform constant behaviour. This remarkable feature

allows us to investigate the system via a hybrid thermodynamic limit, with in-plane

infinite area plus periodic boundary conditions (PBC) on the axial direction. The

side length, lz, must then play the role of a tuning parameter for the dimensional

crossover from 3D to quasi-2D and eventually to 2D, since when it is of similar

magnitude to the other two side lengths it represents a full 3D thermodynamic

limit.

We show that the case of a non-interacting Fermi gas, with HW or PBC on a

selected direction, gives clear motivations to the use of the axial side length, lz, as

dimensional tuning parameter. We discuss the proper interaction parameter, lz/a3D,

that tunes the BCS-BEC crossover for several values of lz and we compute the

thermodynamic variables from weak to strongly-interacting regime. The chemical

potential matches the values expected for the 3D and 2D regimes when the suitable

limit for lz is taken. The quasi-2D regime is shown to be a dimensional configuration

in which the thermodynamic variables behave differently from the 3D and 2D cases

and, moreover, distinguish the quasi-2D configuration as a separate environment.

The study of the superfluid critical velocity turns out to be the pivotal parameter

to quantitatively separate the different dimensionality. It is well know that in 3D

the MF predicts a maximum value for the superfluid critical velocity, vmax
c , very

close to the unitarity, at 1/(k3D
F a3D) ' 0.07. The behaviour of the location of

this maximum in the BCS-BEC crossover, (lz/a3D)vmax
c

, while varying lz, marks the

transition between different dimensional configurations. The quasi-2D regime also

predicts the presence of pair-breaking excitations along the z direction, according to

what is experimentally expected from a system that is almost-2D-confined but fails

to freeze out completely the z direction. The dynamic structure factor, that can be

directly probed by Bragg spectroscopy, is computed and provides a good description

of these axial excitations due to the quasi-2D regime.
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4.1 BdG equations for an axially confined Fermi

gas

We start our investigation dealing with the case of a balanced 2-spin population

Fermi gas confined in a 3D box. In particular, we model the in-plane xy-directions

using PBC with a large length L, in order to mimic the thermodynamic limit, while

in the z-direction the fermionic fields are treated with two different conditions, firstly

with HW potential, which implies that such fields must vanish at a certain distance,

lhw
z /2, from the centre. This setting is then compared with the case of PBC, with

lpbc
z length, on the axial direction as well. In both cases we consider the conditions

lhw
z � L and lpbc

z � L.

4.1.1 Theoretical model

In presence of a broad Feshbach resonance and in the regime of a dilute Fermi gas,

at zero temperature, we model the interactions via a two-body contact potential,

with spatial in-plane coordinates, x = (x, y), plus the axial z, combined in the short-

hand notation (x, z). The system is then well described by the grand canonical

Hamiltonian density (see Chap. 2),

H =
∑

σ=↑,↓
ψ†σ(x, z)

(
− ~2

2m
∇2 − µ+ Vext(z)

)
ψσ(x, z)

− U0ψ
†
↑(x, z)ψ†↓(x, z)ψ↓(x, z)ψ↑(x, z),

(4.1)

where ψσ are the annihilation field operators for the two spin populations labelled by

σ =↑, ↓, µ is the chemical potential, m is the mass of the fermions, and U0 > 0 is the

s-wave attractive interaction coupling constant of the contact potential. Moreover,

in the case of HW potential we define the external potential

Vext(z) =

{
0 if |z| < lhw

z /2

∞ otherwise.
(4.2)

which instead is set to zero, all over the real axis, in the case of PBC alongside

z. We can solve the associated BdG problem in the Heisenberg picture by moving

the external potential constraint onto the initial data of the BdG equations, setting

Vext = 0, and obtaining




i∂tψσ(x, z, t) = [H, ψσ(x, z, t)]− ,

ψσ(x,−lhw
z /2, t) = ψσ(x, lhw

z /2, t) = 0,

(4.3)

where [ , ]− is the operators commutator. The initial data in the PBC instead reads

ψσ(x,−lpbc
z /2, t) = ψσ(x, lpbc

z /2, t). (4.4)



4.1 BdG equations for an axially confined Fermi gas 63

The MF approximation in Eq. (4.1) is introduced via the order parameter,

∆(x, z) = U0〈ψ↓(x, z)ψ↑(x, z)〉GS, (4.5)

where GS is the ground state, which simplifies Eq. (4.3) to

i∂tψσ(x, z, t) =

[
− ~2

2m
(∇2

x + ∂2
z )− µ

]
ψσ(x, z, t) + + sgn(σ)∆(x, z)ψ†σ̄(x, z, t).

(4.6)

denoting with σ̄ the opposite of the σ-spin and defining sgn(↑) = − sgn(↓) = 1.

We use the Bogoliubov automorphism on the fermionic fields that defines the quasi-

particle modes uησ and vησ altogether with the quasi-particle creation and annihila-

tion operators c†ησ and cησ via

ψ↑(x, z, t) =
∑

η

[
uη↑(x, z)cη↑e− iEη↑t + +vη↓(x, z)c†η↓e

iEη↓t
]
,

ψ†↓(x, z, t) =
∑

η

[
uη↓(x, z)c†η↓e

iEη↓t +−vη↑(x, z)cη↑e− iEη↑t
]
,

(4.7)

which leads to the familiar form of the BdG equations
(
− ~2

2m
(∇2

x + ∂2
z )− µ ∆(x, z)

∆(x, z) ~2
2m

(∇2
x + ∂2

z ) + µ

)(
uησ

vησ

)
= Eησ

(
uησ

vησ

)
. (4.8)

We reduce the complexity of the problem via the standard particle-hole symmetry

unitary transformation,
(
uη↓

vη↓

)
=

(
−vη↑
uη↑

)
, Eη↓ = −Eη↑, (4.9)

remove the ↓-components, and set uη = uη↑ and vη = vη↑. Due to the balanced

condition on the spin populations, the particle density profile is given by

n(x, z) = 2
∑

η

|uη(x, z)|2f(Eησ), (4.10)

and the order parameter profile by

∆(x, z) = U0

∑

η

uη(x, z)vη(x, z)f(Eησ), (4.11)

introducing the zero temperature Fermi-Dirac distribution,

f(x) =
1

1 + ex/(kBT )
−→
T→0

Θ(−x), (4.12)

where T is the temperature and Θ is the Heaviside step function. The phase choice

on uη and vη allows us to decompose them on a real-valued Hilbert basis. For the
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in-plane part of the system we use an all-real-valued Hilbert space basis which runs

over non-negative integers,

χn(x) =





1/
√
L if n = 0,√

2/L cos (βnx) if n 6= 0 and n is even,√
2/L sin (βn+1x) if n is odd,

(4.13)

where βn = nπ/L. A further combination of this basis maps the 2D portion of the

system (along x and y) via the tensor product,

χ(2)
n (x) = χn1(x)⊗ χn2(y), (4.14)

with free eigenvalues

2m

~2
εn =

{
β2
n if n is even,

β2
n+1 if n is odd.

(4.15)

solving −~2/(2m)∂2
xχn(x) = εnχn(x).

The HW boundaries are recovered through

Φq(z) =

{ √
2/lhw

z cos (αqz) if q is odd,√
2/lhw

z sin (αqz) if q is even,
(4.16)

for each q ∈ N0 (excluding q = 0), introducing the Fourier modes αq = qπ/lhw
z that

solve −∂2
zΦq(x) = α2

qΦq(x). We define the eigenenergies,

εn,q = εn1 + εn2 + ~2/(2m)α2
q (4.17)

where n ∈ N2 and q ∈ N0 and decompose all the quantities onto this basis getting

uη(x, z) =
∑

n,q A
(η)
n,q

[
χ

(2)
n (x)⊗ Φq(z)

]

vη(x, z) =
∑

n,q B
(η)
n,q

[
χ

(2)
n (x)⊗ Φq(z)

] (4.18)

The BdG equations (4.8) then reduce to the matrix form

∑

q′∈N0

(
(εn,q − µ)δqq′ ∆qq′

∆qq′ (−εn,q + µ)δqq′

)(
A

(η)
n,q′

B
(η)
n,q′

)
= Eη,n

(
A

(η)
n,q

B
(η)
n,q

)
for each n ∈ N2,

(4.19)

where δqq′ is the Kronecker symbol and we defined

∆qq′ =

∫ lhwz /2

−lhwz /2

dzΦq(z)∆(z)Φq′(z), (4.20)
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since, due to the symmetry of the system, the order parameter must be constant on

x. The PBC case can be solved with the same formalism of Eq. (4.19), just replacing

Φq(z) with

χpbc
q (z) =





1/
√
lpbc
z if q = 0√

2/lpbc
z cos (γqx) if 0 6= q is even√

2/lpbc
z sin (γq+1x) if q is odd

, (4.21)

and the free eigenvalues

2m

~2
εpbc
q =

{
γ2
q if q is even

γ2
q+1 if q is odd

, (4.22)

defining γq = qπ/lpbc
z , which substitutes αq in Eq. (4.17), and re-defining

∆qq′ =

∫ lpbcz /2

−lpbcz /2

dzχpbc
q (z)∆(z)χpbc

q′ (z), (4.23)

which, anyway, is kept independent from the in-plane coordinates.

We solve both problems, HW and PBC, computing the order parameter and the

axial particle density profile self-consistently, in the canonical ensemble, fixing the

total number of particles N . The contact interaction, in the HW case, cannot be

straightforwardly renormalized, as explained in the next section, while the renormal-

isation of the PBC case is treated in details in Sec. 4.2.2. However, we can introduce

an energy cut-off Ec on Eq. (4.19). A large cut-off cures the ultra-violet divergence

of the interaction and allows us to neglect the dependency on z of the bare interac-

tion strength U0. It is possible to renormalise U0 to a constant interaction strength

g (see Sec. 4.1.2) by relating them through

1

g
=

1

U0

+O(U0, Ec). (4.24)

for large Ec values. The g parameter then can be fixed as a constant and tuned to

span the BCS-BEC crossover. Despite that the PBC case can be exactly renormal-

ized, establishing a relation between the scattering length and the binding energy, in

this section we treat both HW and PBC with large cut-off and constant g in order

to ensure a useful comparison of the two cases across the BCS-BEC crossover. An

iterating routine can solve Eq. (4.19) updating the chemical potential, µ, until the

exact number of particles is reached.

4.1.2 Renormalisation with HW boundaries

We describe how to exactly treat the renormalisation of the contact potential

when the system boundaries are assumed to be hard walls. The renormalisation
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typically provides a connection between the bare interaction strength, U0, and the

binding energy. Alternatively, like in the 3D BCS regime, U0 becomes a function of

the scattering length. We show why to fully treat the HW case requires the solution

of a system with an extra variable, namely the centre-of-mass coordinate, which

would make our BdG equations to be very hard to compute. Moreover, we show

how to obtain the constant interaction strength, g, from the bare U0, in order to

make sense of Eq. (4.24).

In the 3D thermodynamic limit, the two-body scattering cannot explicitly de-

pend on the centre-of-mass position of the colliding particles. For a system with in-

finite volume, we can examine the scattering process from the centre-of-mass frame

without loss of generality, while for the PBC it can be thought of as a system with

infinite copies of itself placed one next to the other, again falling in a case in which

the centre-of-mass frame can be used, removing such coordinate from the problem.

It becomes clear from the last remark that both centre-of-mass and relative position

must be affected by HW boundaries: the scattering occurring close to the bound-

aries (centre-of-mass position) must be highly suppressed because there are very few

particles in that region (almost zero particle density). In other words, the scattering

close to the boundaries counts less in the relation between bare interaction strength

and the scattering length.

The two-body problem can be, anyway, fully solved in the HW case, where the

resulting two-body time-independent free Schrödinger equation is

H(0)
hwΨ(x, z) = EΨ(x, z), (4.25)

with E ∈ R and Hamiltonian

H(0)
hw = − ~2

2m

[
2∇2

x + ∂2
z1

+ ∂2
z2

]
+ Vext(z1) + Vext(z2) (4.26)

where Vext is defined in Eq. (4.2) for a fixed lhw
z , z1 and z2 are the axial positions of

the two particles and x is the in-plane components of the relative position. The free

Green’s function, G0(x, z1, z2;E), is defined as the inverse of the resolvent operator

of H(0)
hw, which amounts to solve

(H(0)
hw − E)G0(x, z1, z2;E) = −δ(x)δ(z1)δ(z2) (4.27)

The anti-Fourier transform, in presence of HW confinement, can be computed using

the HW case’s Hilbert basis Φq and its eigenvalues αq, given by Eq. (4.16), combined

with the plane wave basis to map out the in-plane part, treated with PBC. We can

obtain the anti-Fourier transform of the Green’s function as

G0(x, z1, z2;E) =
∑

k∈Z2

q,q′∈N0

G̃0(k, q, q′;E)Φq(z1)Φq′(z2)
eik·x

L2
, (4.28)
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as well as the distribution kernel of the Dirac delta

δ(x)δ(z1)δ(z2) =
∑

k∈Z2

∑

q,q′ odd

Φq(z1)Φq′(z2)
eik·x

L2
. (4.29)

Plugging Eq. (4.28) and Eq. (4.29) back in Eq. (4.27) we obtain the Fourier modes

G̃0(k, q, q′;E) =





− (Ek,q,q′ − E)−1 q, q′ odd

0 otherwise

(4.30)

where we introduced the dispersion relation Ek,q,q′ = ~2
2m

(2k2 + α2
q + α2

q′). We then

consider the interacting case which defines the full scattering Hamiltonian by

Hhw = H(0)
hw − U0δ(x− y)δ(z1 − z2), (4.31)

The interacting Green’s function G(x− y, z1, z2;E) is then given by

G(x− y, z1, z2;E) = G0 (x− y, z1, z2;E)− G0(x, z1, 0;E)G0(y, 0, z2;E)

U−1
0 + G0(0, zcm/2, zcm/2;E)

(4.32)

where zcm = z1 +z2 is the the centre-of-mass position. The bare interaction strength

must create a pole in the interacting Green’s function, at a negative binding energy,

−|E|, solving

0 = U−1
0 + G0(0, zcm/2, zcm/2;−|E|), (4.33)

which returns U0 as a function of the binding energy, −|E|, as follows

1

U0(zcm)
=

1

L2

∑

k∈Z2

∑

q,q′ odd

Φq(zcm/2)Φq′(zcm/2)

Ek,q,q′ + |E|
. (4.34)

The bare-interaction strength assumes an explicit dependence on the centre-of-

mass position and such two-body scattering cannot be implemented directly in our

solution scheme of Eq. (4.3) as the fields would take a dependency from another co-

ordinate. This would require to solve a system with four variables, both in the HW

and PBC case. The computational complexity would rise too much. Also, including

zcm, raises the dimensionality of U0(zcm)−1 to energy×(length)4 and cannot be com-

pared with the bare interaction strength in the 3D case, which is energy×(length)3,

as it has been done in Ref. [108].

Despite these hurdles we successfully attempted a different renormalisation scheme,

introducing a cut-off energy Ec. It has been shown [49, 76] that a cut-off energy

renormalises, the order parameter, in the BdG equations scheme, into

∆(z) = geff(z, Ec)
∑

|Eη |<Ec

uη(x, z)vη(x, z)f(Eη), (4.35)
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Figure 4.1: The particle density profile n(z) as a function of the axial displacement z,

for hard-wall boundaries at k3D
F lhw

z = 10 (solid blue) and PBC at k3D
F lpbc

z = 5 (dashed

red) across the BCS-BEC crossover tuned by g/α and α = 2mk3D
F /~2: (a) far BCS, (b)

at the ratio ∆(0)/εbox
F ∼ 0.65 and (c) far BEC. The vertical dashed black lines represent

the portion of the system that is compared with the PBC case. From [67].

where
1

geff(z, Ec)
=

1

U0

+ f(z, Ec) (4.36)

with a function f(z, Ec) that explicitly depends on z. The choice of a large cut-

off reduces the dependency on spatial coordinates providing a constant factor, g,

according to
1

geff(z, Ec)
∼Ec→∞

1

g
+Of (z, Ec) (4.37)

where Of � g−1 for large Ec. In the case of an explicit dependency on zcm as well,

we follow exactly the same procedure obtaining the constant parameter g used in

Eq. (4.24).

4.1.3 Results and comparison

The presence of a finite volume effect, in the case of HW confinement, leads

to non-uniform profiles for particle density and order parameter, in the axial di-

rection. This behaviour is, however, different from the case of a quasi-2D system

that is realized using harmonic oscillator confinement with a suitable aspect ra-

tio of the harmonic frequencies. When the experimental setup relies on harmonic

confinement, the effective chemical potential must be corrected with a local den-

sity approximation, which makes it non-uniform all over the axial direction. HW

boundaries, instead, preserve locally the uniformity of the particle density, and thus

a constant chemical potential, in a finite part, say lz < lhw
z , in the centre of the axial

side span [−lhw
z /2, lhw

z /2].
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Figure 4.2: The order parameter ∆(z), in units of the Fermi energy of the box εhw
F ,

as a function of the axial displacement z, for HW boundaries at k3D
F lhw

z = 10 (solid

blue) and PBC at k3D
F lpbc

z = 5 (dashed red) across the BCS-BEC crossover tuned by g/α

and α = 2mk3D
F /~2: (a) far BCS, (b) at the ratio ∆(0)/εhw

F ∼ 0.65 and (c) far BEC.

From [67].

We know that the PBC case, in return, predicts constant density and order

parameter all over the axial span [−lpbc
z /2, lpbc

z /2]. Hence it is natural to compare

the results of HW boundaries for a fixed length lhw
z with the PBC case by setting

lpbc
z = lz (see Fig. 4.1).

In actual computations we introduce a length scale by fixing the number of

particles to N = 2× 104, such that if we solve for lhw
z ∼ L, we obtain

N

L2lhw
z

∼ n3D =
1

3π2
(k3D
F )3 (4.38)

where n3D is the free Fermi gas 3D density and k3D
F the corresponding Fermi mo-

mentum. Moreover, we fix the cut-off to Ec = 35ε3D
F in order to satisfy the requests

of the constant g renormalisation procedure (see Sec. 4.1.2). Finally, to ensure the

independence of the theory from Ec, we tested our routines for several values of

Ec > 15ε3D
F .

In Fig. 4.1 we plot the profiles of the particle density as a function of the axial

coordinate, z. The HW range is fixed to k3D
F lhw

z = 10, then the bare interaction

strength, g, is tuned from the BCS to the BEC regime. In the far BCS regime, we

measured the effective k3D
F lpbc

z = 5, solved the related BdG problem and compared

the profiles. In particular, the role of g in spanning the BCS-BEC crossover can be

probed by checking the magnitude of the order parameter in the centre of the axial

direction ∆(0), in terms of the HW case intrinsic energy unit, εbox
F , that is defined

as the chemical potential when g = 0 (free Fermi gas). Figure 4.1 then combines (a)

the BCS regime when ∆(0) is around 10−2εbox
F , (b) the unitarity-like configuration

∆(0)/εbox
F ∼ 0.65 and (c) the BEC regime for large values of g.

Figure 4.3 completes the description of the thermodynamic variables by showing
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F lhw
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at k3D
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z = 5 (dashed red) mapping the full BCS-BEC crossover. The inset shows the

the chemical potential, µ, with the same parameters lhw
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z varying g. The dashed-

dotted black lines mark the free Fermi gas regime µ = εbox
F and transition to a negative µ.

From [67]

the overall behaviour of ∆(0) and µ (inset) across the BCS-BEC crossover tuned

by g. We observe a remarkable matching between the two boundary conditions,

provided we select the correct ratio lhw
z /lpbc

z . In particular, the minor discrepancies

of density and order parameter are small enough to be well within the experimen-

tal measurement errors. In the PBC case, where the renormalisation assumes an

analytic form, we observe that the interaction strength is modulated by an inverse

hyperbolic sine. This means that small values of g would cover a larger part of

the BCS-BEC crossover, namely the whole BCS regime and a large portion around

µ = 0. Enlightened by this fact we can also minimize the problem of the increasing

mismatch of ∆(0), in Fig. 4.3, between HW and PBC, for very large values of g.

We finally stress the fact that the described HW configuration has been experi-

mentally investigated in an ultracold Fermi gas setup. The density profile alongside

the axial axis can be probed and the definition of an effective lpbc
z is, as well, exper-

imentally viable. Typical values for experimental applications implement a circular

in-plane HW confinement, with diameter D ∼ 50 − 200 µm, and a HW axial con-

finement, with length lhw
z ∼ 2.9 µm, obtaining a ratio lhw

z /D ∼ 0.06 − 0.014. By

comparison, if we set L to be of the same magnitude of D, both larger than 1/k3D
F ,

HW and PBC are almost identical in the in-plane directions (we treated the in-plane

still with PBC), and our ratio takes values around lhw
z /L = 0.1− 0.05. Indeed, the

strategy to associate an lpbc
z to an lhw

z , can be easily extended and applied to smaller

values of k3D
F lhw

z ∼ 5 in order to better approach the experimental data.
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4.1.4 Order parameter in the HW case and the extension

to smaller lhwz

We address in more details the behaviour of the order parameter in the HW

case, which extends the general discussion held in the previous section. We also

show that the strategy to define an effective lpbc
z inside lhw

z provides good results

also when k3D
F lhw

z < 10. In particular we approach better the experimental ratio

lhw
z /D mentioned in Sec. 4.1.

In Fig. 4.2 we observe, for k3D
F lhw

z = 10 and k3D
F lpbc

z = 5 the comparison of the

order parameter’s profiles across the BCS-BEC crossover, as a function of the axial

coordinate k3D
F z. The order parameter is normalized in units of the HW case Fermi

energy, εhw
F , and we observe again, as in the case of the density profile in Fig. 4.1

a good agreement in (a) far BCS regime, (b) when ∆(0) approaches values similar

to the 3D unitarity, and (c) the far BEC regime. When the system is in BCS

regime we notice how the interactions are not strong enough to flatten the profiles

of both Fig. 4.1(a) and Fig. 4.2(a). This fact weakens the matching between the

HW and PBC case that anyway is strongly recovered when we access a region of

the BCS-BEC crossover with larger g. The strategy of an inner lpbc
z , smaller than

lhw
z , performs well in order to describe all the relevant quantities, such as the profiles

in Fig. 4.1 and Fig. 4.2, the overall order parameter in the centre of the system, in

Fig. 4.3 and the chemical potential in the inset of the latter.

In Fig. 4.4 we show the results for the density profile when we reduce the HW

length to k3D
F lhw

z = 5. Again we observed such profile and we matched the HW case

with a smaller PBC length. In particular, we choose k3D
F lpbc

z = 2 and we observe

and increasing matching when the interaction strength gets to large values. The

same behaviour, like in Fig. 4.2, can be found in the k3D
F lhw

z = 5, as well as the

matching behaviour of the chemical potential, completely equivalent to the case

shown in Fig. 4.3. Moreover such matching evaluates the quality of our choice of

the matching lpbc
z for a given lhw

z .

Remarks on the HW and PBC interplay

We introduce an energy cut-off, Ec > 10ε3D
F , large enough such that the renor-

malisation of g doesn’t depend on z and zcm. We are not able to compute the exact

dependence of the renormalised g on a3D, lz and the cut-off, but a large value is

enough to control the BCS-BEC crossover by tuning directly g.

In the presence of the box the density of particles is not anymore a constant

function, hence the equation n2D/lz = n3D doesn’t reproduce the 2D limit of the

dimensional crossover. The only alternative is to fix the number of particles N to

a large enough number compared with our scales of L and lz. In Fig. 4.1 we show
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how to compare the hard-wall boundaries with the PBC, solving the systems with

the following steps:

(i) We fix the number of particles to N = 2×104 (of the same order as our effective

thermodynamic limit for lz = L = 100/k3D
F in order to have a 3D density of

(k3D
F )3/(3π2)).

(ii) We first solve the hard-wall case for a fixed k3D
F lz tuning the dimensionless

parameter ~2g/(2mk3D
F ), defining the BEC-BCS crossover.

(iii) In the far BCS regime we estimated the region (see Fig. 4.1(a)) in which the

density profile is almost constant, defining a k3D
F leff

z , we then integrate the

density on leff
z and obtain the number of particles in that region, Neff.

(iv) We then solve, with the same range of g, the PBC problem for a system of

axial periodicity leff
z and density Neff/(V l

eff
z ) and compare when the densities

are similar.

(v) When we have carried out the computations of the PBC case we can compare

the order parameter across the BCS-BEC crossover (Fig. 4.2) and at the centre

of the box (Fig. 4.3)), and the chemical potential (inset of Fig. 4.3), confirming

that we span the whole interacting regime.

The comparison of all the thermodynamic quantities strongly suggests that the

BCS side, for very weak interaction, is the most affected by the hard-wall potential,

but as soon as we increase the order parameter around the order of 0.2εbox
F we

observe a satisfying similarity between the two systems. The BCS side suffers more

differences when we shrink lz further, but the majority of the crossover is in general

not affected. In Figs. 4.4-4.5 we present the case of k3D
F lz = 5 and k3D

F leff
z = 2, which

further shows that the hard wall and PBC systems can be compared.

4.2 Dimensional crossover with PBC

We have seen how it is possible to study a Fermi gas confined in a HW potential,

with axial size lhw
z , via a smaller axial length lpbc

z and changing the boundary condi-

tions to the PBC. The thermodynamic quantities and the superfluid order parameter

maintain a good agreement in these two cases, but the study of the PBC opens up

many different techniques to go beyond the MF theory presented in Sec. 4.1. Hence

we are going to address in details the PBC confinement, fixing a new generic axial

length lz = lpbc
z .

We start with a Fermi gas in the in-plane plus PBC axial configuration. The

in-plane part will be sent to the thermodynamic limit and the axial kept with PBC
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Figure 4.4: The particle density profile n(z) as a function of the axial displacement z,

for hard-wall boundaries at k3D
F lz = 5 (solid blue) and PBC at k3D

F leff
z = 2 (dashed red)

across the BCS-BEC crossover tuned by g/α and α = 2mk3D
F /~2: (a) far BCS, (b) at the

ratio ∆(0)/ε
(box)
F ≈ 1.5 and (c) far BEC.
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length lz. In momentum space we use a combined coordinates notation, (k, kz),

merging the in-plane directions in k and, aside, the axial dependency with kz. The

plane waves of the axial direction are discretised and they have a momentum,

kz =
2πnz
lz

(4.39)

where nz is an integer number. We address here the choices of the tuning parameter

for the dimensional crossover and the BCS-BEC crossover.

4.2.1 Dimensional crossover parameter η

The non-interacting case, at zero temperature, can be addressed comparing the

particle densities in the 3D, quasi-2D and 2D regimes. The PBC choice doesn’t

influence the 3D particle density, n3D, and thus we set,

n = n3D =
n2D

lz
(4.40)

where n and n2D respectively represent the particle densities in the quasi-2D and

2D cases. In the free Fermi gas model, these densities have a direct relation with

the Fermi momenta, k3D
F and k2D

F ,

k3D
F = (3πn3D)1/3 and k2D

F = (2πn2D)1/2. (4.41)

The quasi-2D density is obtained by the number equation, N = −∂Ωfree/∂µ, on the

free thermodynamic potential at zero temperature, Ωfree,

Ωfree = 2
∑

k,kz

(
~2(k2 + k2

z)

2m
− µ

)
Θ

(
~2(k2 + k2

z)

2m
− µ

)
(4.42)

where the chemical potential, µ, is by definition the quasi-2D Fermi energy, εF =

~2k2
F/(2m) and kF is the quasi-2D Fermi momentum for a fixed lz. We obtain a non

trivial dependence of n on kF ,

n =
1

2πlz

nmax∑

nz=−nmax

[
k2
F −

(
2πnz
lz

)2
]
, (4.43)

where nmax is the largest integer smaller than kF lz/(2π). We solve Eq. (4.40) and

we obtain,

k2D
F

k3D
F

=

√
2k3D

F lz
3π

, (4.44)

kF = k2D
F if k3D

F lz ≤ π61/3. (4.45)
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Figure 4.6: The quasi-2D and 2D Fermi momenta, kF and k2D
F , with respect to the 3D

Fermi momentum, k3D
F , as the dimensional parameter η (in logarithmic scale) varies from

the 3D to the 2D regime. The vertical line at η = π61/3 denotes the transition between

the quasi-2D and the 2D regime while the perfect 3D is obtained in the limit η →∞ only.

Higher values of k3D
F lz lead to more a complicated dependence of the ratio kF/(k

3D
F )

on the parameter k3D
F lz. Beside, Eq. (4.45) suggests the primary role of the parameter

η ≡ k3D
F lz as a good tuning quantity to describe the crossover. Figure 4.6 shows the

sharp transition at η = π61/3 from the quasi-2D and the 2D regime that it is due to

the fact that the PBC forces the second lowest energetic eigenfunction of the box

to be placed outside the first Brillouin zone. When η < π61/3, the system is forced

to be composed by copies of the same 2D system with a unique state available in

the z direction. Restoring the 3D thermodynamic limit, for η →∞, we obtain that

the 2D and quasi-2D Fermi energies are not anymore comparable and the quasi-2D

Fermi momentum approaches the 3D one.

4.2.2 Exact renormalisation of the PBC case and BCS-BEC

crossover parameter lz/a3D

We recall the Hamiltonian that describes the Fermi gas from Eq. (4.1) and, since

we are treating the PBC case, we set Vext = 0. The contact potential of Eq. (4.1) is

given by the distribution,

U((x, z)− (x′, z′)) = −U0δ(x− x′)δ(z − z′), (4.46)

which is essentially 3D and hence it doesn’t require dilation correction. Moreover

the renormalisation of U shows some resemblance with the 2D contact potential

renormalisation supporting always a bound state with binding energy −B0 and
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B0 > 0. Starting from the Schrödinger equation over the space R2 × [−lz/2, lz/2],

[
−~2

m

(
∇2

x + ∂2
z

)
− U0δ(x)δ(z)

]
ψ(x, z) = −B0ψ(x, z), (4.47)

we obtain the regularization

1

U0

=
1

(2π)2lz

∑

kz

∫

R2

d2k

~2(k2 + k2
z)/m+B0

. (4.48)

which, as mentioned before, is convergent for small |(k, kz)| values but needs to be

cured by a cut-off at large momenta. In order to give meaning to the quasi-2D

binding energy −B0, we require that when the 3D thermodynamic limit is restored,

for lz → ∞, that we obtain B0 = ε3D
B , where the 3D binding energy, ε3D

B , is related

to the 3D s-wave scattering length, a3D, by

ε3D
B =

{
0 if a3D < 0

~2/(ma2
3D) if a3D > 0

(4.49)

The study of such relation is carried out by comparing the two-body T -matrix in

the quasi-2D and 3D case in the 3D thermodynamic limit [70, 108],

lim
lz→∞

(∫

R3

dkdkz
~2(k2 + k2

z)/m+ ε3D
B

− 2π

lz

∞∑

nz=−∞

∫

R2

dk

~2(k2 + k2
z)/m+B0

)
= 0.

(4.50)

The binding energy B0 can be written as a function of a3D with a clear dependency

on lz giving,

B0 =
4~2

ml2z
arcsinh2

(
elz/(2a3D)

2

)
. (4.51)

It appears from Eq. (4.51) that the contact potential in the quasi-2D regime sup-

ports, for any finite positive value of lz and any finite non-zero value of a3D, a bound

state with binding energy −B0. In Fig. 4.7 we plot the behaviour of B0 over a3D

and we observe that Eq. (4.51) becomes dependent on the ratio lz/a3D only. While

1/(k3D
F a3D) is the tuning parameter of the BCS-BEC crossover in 3D, lz/a3D, featur-

ing a length scale change towards a more suitable quasi-2D parameter, is the natural

candidate for the role of tuning parameter of the BCS-BEC crossover. This elegant

change of length scale turns out to be even more interesting when we study the limit

for the 2D regime, attempting the η → 0 limit. The similarities between the 2D

and quasi-2D T -matrices suggest to define the 2D binding energy ε2D
B = ~2/(ma2

2D)

through the limit,

lim
lz→∞

(∫

R2

dk

~2k2/m+ ε2D
B

−
∞∑

nz=−∞

∫

R2

dk

~2(k2 + k2
z)/m+B0

)
= 0. (4.52)
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3D scattering length, a3D, as a function of the quasi-2D BCS-BEC crossover tuning

parameter, lz/a3D. When a3D > 0, the graph is equivalent to the ratio B0/ε
3D
F and

approaches 1 for large lz values.

Curing the divergence with a cut-off renormalisation on both integrals, it is possible

to show that B0 must verify,

lim
lz→0

B0 = ε2D
B (4.53)

This further remark suggests to introduce a quasi-2D s-wave scattering length, a,

that is related with the binding energy through,

B0 =
~2

ma2
(4.54)

and converges to the exact 2D scattering length when η is sent to zero. This choice

turns out again to be very useful to describe the BCS-BEC crossover when η is close

to zero. The presence of a proper quasi-2D scattering length allows us to define

the parameter ln(kFa) that converges, for η → 0, to the BCS-BEC crossover tuning

parameter in 2D, ln(k2D
F a2D), according to Eqs. (4.45) and (4.53).

4.3 Quasi-2D BCS-BEC crossover: Theory

4.3.1 Mean field theory

Once we obtained the combination of parameters that spans both the dimensional

and BCS-BEC crossover, we can address the study of the quantities that characterize

the strongly interacting regime. For a fixed value of lz, we consider the Hamiltonian

density in Eq. (4.1) and we compute the thermodynamic potential at the mean field
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level at zero temperature. We follow a similar scheme to Chap. 2, by introducing

the Hubbard-Stratonovich transformation which introduces the auxiliary bosonic

quantum field ∆̂(x, z) = −U0ψ↓(x, z)ψ↑(x, z) that is approximated, at the mean

field level by its average on the ground state ∆ = 〈∆̂〉. The themodynamic potential

is now composed by its mean field contribution, ΩMF, that is given by,

ΩMF

V
=

∆2

U0

+
1

V

∑

k,kz

(ξk,kz − Ek,kz) (4.55)

where V is the volume of the box. We also introduced a modified version of the

notation in Eq. (2.59) due to the quasi-2D case, where for a generic momentum

k we have εk = ~2k2/(2m) and we subsequently define ξk,kz = εk + εkz − µ and

Ek,kz =
√
ξ2
k,kz

+ ∆2.

The order parameter, ∆, in the ground state configuration has to be a point of

minimum of the thermodynamic potential by solving the gap equation,

0 =
∂ΩMF

∂∆
= ∆

∑

k,kz

(
1

εk + εkz +B0/2
− 1

Ek,kz

)
. (4.56)

Then it is possible to compute µ through the number equation, n = −V −1∂µΩMF,

fixing the density n to the real density of Eq. (4.43).

A very useful simplification occurs on ∆ and ΩMF when we send the two trans-

verse directions to the thermodynamic limit. It is possible to shift the chemical

potential to µz = µ−εkz and analytically solve the 2D integration, as it is well know

that the 2D MF is analytically solvable. The gap equation then becomes,

0 = ∆
∑

kz

ln

(
−µz +

√
µ2
z + ∆2

2εkz +B0

)
(4.57)

The gap equation has a non trivial solution when ∆ = 0 and the chemical potential

assumes the critical value,

µc = −B0

2
(4.58)

that, as in the 2D case, denotes the transition between the particle vacuum and a

finite particle density. Moreover, the MF part of the thermodynamic potential can

be simplified further obtaining,

ΩMF

V
=

m

2π~2lz

∑

kz

[
∆2

2
ln

(
−µz +

√
µ2
z + ∆2

2εkz +B0

)
− 1

4

(
µz +

√
µ2
z + ∆2

)2
]
. (4.59)

In Fig. 4.8 we plot the behaviour of the chemical potential, µ, shifted by the

binding energy B0. The large η cases, in panel (a), show, as expected, that it is

possible to recover the actual 3D thermodynamic limit by increasing the thickness
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Figure 4.8: The chemical potential µ, shifted by the binding energy B0/2 across the

BCS-BEC crossover for several values of η. (a) For large η values the crossover is tuned

by the 3D parameter, 1/(k3D
F a3D), and the energy is in units of the 3D Fermi energy. (b)

For small η the crossover is tuned by the function ln(kFa) that recovers the 2D tuning

parameter for η → 0, while the energy is in units of the quasi-2D Fermi energy that is

equal to the 2D Fermi energy when η ≤ π61/3.
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of the axial direction. However, in the BCS limit, since we expect the chemical

potential to approach the Fermi energy, each value of η sends µ to the respective

Fermi energy, εF , which according to Fig. (4.6) is not exactly the 3D Fermi energy.

Beside, we observe an overall agreement with the 3D case, for each η ≥ 8, while

decreasing η we keep a 3D behaviour in the BEC regime only. In panel (b) we observe

how, for η < 2, in the proper BCS-BEC crossover tuning parameter ln(kFa), that

the chemical potential goes towards the analytic solution of the MF in 2D,

n2D =
1

2π

(
µ+

B0

2

)
(4.60)

It is then impossible, as in the 2D case, to recover the BCS-BEC crossover behaviour

of µ when we approach η → 0. The fluctuations there have a dominant contribution

to the particle density.

4.3.2 Gaussian pair fluctuations

We then consider the fluctuations correction to the MF at zero temperature,

using a scheme that has been found accurate in both 3D and 2D regimes. The

auxiliary bosonic field of the Hubbard-Stratonovich transformation is approximated

to the next leading order, ∆̂(x, z) = ∆(x, z) + χ(x, z), where χ is the fluctuations

field around the MF order parameter. The contribution to the thermodynamic

potential, ΩGPF, is given, at finite temperature kBT = β−1, by

ΩGPF = − 1

β
ln

∫
Dχ∗Dχ exp [SGPF(χ∗, χ)] (4.61)

where kB is the Boltzmann constant and the GPF action, SGPF, can be written as

SGPF =
βV

2

∑

Q

(
χ∗(Q) χ(−Q)

)
M(Q)

(
χ(Q)

χ∗(−Q)

)
(4.62)

where we introduced the multi-index notation Q ≡ (q, qz, iqν) featuring the Fourier

spatial momenta, (q, qz), of φ and qν = 2πν/β, for ν ∈ Z, the bosonic Matsubara

frequencies. Moreover, the matrix M, can be written by components, again by

slightly modifying Eqs. (2.56) and (2.57) into

M11 =
1

U0

+
1

V

∑

k,kz

(
u2

+u
2
−

iqν − E+ − E−
− v2

+v
2
−

iqν + E+ + E−

)
,

M12 =
1

V

∑

k,kz

(
− u+u−v+v−

iqν − E+ − E−
+

u+u−v+v−
iqν + E+ + E−

)
,

M22 (Q) = M11 (−Q) , M21 (Q) = M12 (Q) . (4.63)
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with E± =
√
ξ2
± + ∆2 and ξ± ≡ ξk±q

2
,kz± qz2 . According to the discussion in Chap. 2,

the GPF correction needs regularization for large values of the Matsubara frequen-

cies, but at zero temperature, for β → ∞, we can introduce [75] the auxiliary

convergent part of M11,

MC
11 (Q) =

1

U0

+
∑

k,kz

u2
+u

2
−

iqν − E+ − E−
, (4.64)

and Wick rotate the Matsubara frequencies, i qν 7→ ω, swapping the sum on iqν with

an integration on ω, obtaining the convergent form,

ΩGPF =
∑

q,qz

∫ ∞

0

dω

2π
ln Γ−1(q, qz, ω) (4.65)

where

Γ−1(Q) =
M11(Q)M11(−Q)−M12(Q)2

MC
11(Q)MC

11(−Q)
(4.66)

We modify the thermodynamic potential in order to include fluctuations, Ω =

ΩMF + ΩGPF, and we impose that the order parameter is computed at the MF level

only. This feature guarantees the Goldstone’s theorem. Indeed, if ∆ is given by

Eq. (4.57) only, we verify that for Q = 0, the determinant M2
11(0) −M2

12(0) = 0.

The lowest-lying collective mode has to be gapless and display a linear behaviour of

the dispersion relation when |(q, qz)| is small, where the dispersion of the Goldstone

mode is given by the roots ω0(q, qz) of the determinant,

detM = M11(Q)M11(−Q)−M2
12(Q) = 0. (4.67)

Finally, the chemical potential, at the GPF level, is found by solving the modified

number equation,

n = − 1

V

∂Ω

∂µ
. (4.68)

It is now possible to span the PBC periodicity η and the BCS-BEC crossover tuning

parameter, lz/a3D in order to obtain µ and the order parameter, ∆.

In Fig. 4.9 we plot the results for the chemical potential, µ, including the GPF

contribution to the thermodynamic potential. We observe in panel (a) that, for

η ≥ 8, we recover, once again, the results in the 3D thermodynamic limit across

the entire BCS-BEC crossover. The quasi-2D regime manifests itself when η < 8

when the BCS regime deviates from the 3D case and the BEC regime is almost

recovered. In panel (b) we perform a change in the tuning parameter and we rescale

the energy in terms of the quasi-2D Fermi energy. The characteristic decreasing

slope of the BCS-BEC crossover is recovered when η & 1 but we observe a drift

of the crossover towards the BCS side. Then, in panel (c), we overtake the drift
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Figure 4.9: The chemical potential µ, shifted by the binding energy B0/2 across the

BCS-BEC crossover for several values of η. (a) For large η values the crossover is tuned

by the 3D parameter, 1/(k3D
F a3D), and the energy is in units of the 3D Fermi energy.

(b) For 1 ≤ η ≤ 4, the crossover is tuned by the quasi-2D parameter, lz/a3D, and the

energy is in quasi-2D Fermi energy units. (c) For small η the crossover is tuned by the

function ln(kFa) that recovers the 2D tuning parameter for η → 0, while the energy is in

units of the quasi-2D Fermi energy that is equal to the 2D Fermi energy when η ≤ π61/3.

From [67].
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Figure 4.10: The order parameter, ∆, in units of the quasi-2D Fermi energy, εF , as a

function of the quasi-2D tuning parameter lz/a3D, for several values of η < 8.

of panel (b) imposing the 2D BCS-BEC crossover tuning parameter ln(kFa) that

exactly matches the 2D case when η → 0. The data for η > 3 tend to approach

the BCS-BEC crossover in 2D. At first glance, we remark the existence of at least

three regimes that require different tuning parameters in order to display the full

BCS-BEC crossover. In Fig. 4.10, we plot the order parameter, ∆, as a function

of the quasi-2D BCS-BEC crossover tuning parameter. We observe that, on the

BCS side of the crossover, the order parameter maintains a similar behaviour when

2 ≤ η ≤ 6, but below η = 2 there is a sudden increase of the magnitude of ∆. We

will see that this is another effect that can be corrected by imposing the change of

tuning parameter to ln(kFa).

4.4 Quasi-2D BCS-BEC crossover: Experimental

considerations

4.4.1 Collective modes

In order to provide a quantitative criterion to experimentally distinguish be-

tween different dimensional regimes, we extend our analysis including the study of

collective modes. In particular, we will see that the study of the superfluid critical

velocity provides a straightforward parameter to separate the values of η when the

system is 3D, quasi-2D or 2D. The function Γ(q, qz, ω) in Eq. (4.66) is the vertex

function of the Goldstone mode and provides [77, 109] the dispersion relations for

the superfluid collective modes. The presence of a gap in the excitation spectrum
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Figure 4.11: The collective mode dispersion relations ω0(Q) as a function of the excita-

tion momentum q, for η = 4. Each collective mode is compared with the threshold ωth(Q)

when the excitation is in-plane only, qz = 0 and adding the lowest axial component to the

excitation, qz = 2π/lz. The panel plots the (a) far BCS regime, for lz/a3D = −1.5, (b)

at 3D unitarity, for lz/a3D = 0, and (c) far BEC regime, for lz/a3D = 1.5.

entails that below a certain threshold an excitation has to be collective because

the energy provided is not enough to break a pair of coupled fermions. The poles

of Γ are responsible for this behaviour and Eq. (4.67) admits simple zeros only if

ω < E+ + E− for arbitrary (k ± q/2, kz ± qz/2) and a given chemical potential, µ,

and order parameter, ∆. Thus, we address the study of the minimization problem

ωth(q, qz) = min
k,kz
{E+ + E−} (4.69)

for given (q, qz). The function E+ + E− can be embedded in R3, and it is possible

to perform a coordinates rotation in such a way that we obtain a solution that is

an analogue of the 3D case [109]. We introduce the momentum Q with magnitude

|Q| =
√

q2 + q2
z/4 and the threshold is given by,

ωth(Q) =

{
2∆ if µ > 0 and ~2Q2 ≤ 8mµ

2
√
µ2
Q + ∆2 otherwise

(4.70)

with µQ = µ − ~2Q2/(8m). We can focus on a specific regime of the dimensional

crossover, η, at fixed interaction strength, by choosing lz/a3D and plug in Eq. (4.70)

the results for µ and ∆ obtained by the GPF calculations in Sec. 4.3.2. Next, we

compute the collective mode threshold and the simple poles of the vertex function Γ

considering different combinations of in-plane, q, and axial, qz, excitation momenta.

In Fig. 4.11 we display the behaviour of the collective modes ω0(q, qz), below the

threshold ωth(q, qz), for different combinations of in-plane q excitation momentum

or a combined in-plane and axial, (q, qz), momentum. The dimensional crossover

has been fixed to η = 4 in order to represent the broadest collection of the collective
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modes properties in every regime. In particular when η → 0, we expect lz to be

smaller and the gap between axial momenta to spread. Hence the axial contribution

disappears along with the decrease of η. In the opposite case, when η → ∞, many

axial contributions merge together closer to the lowest axial momentum contribution,

for qz = 0, and reconstruct the 3D case where the rotational symmetry of Eq. (4.69)

is restored. In the 3D case thus any axial excitation can be displayed through

the in-plane excitation dispersion. We observe that across the BCS-BEC crossover,

tuned by lz/a3D, the relation between the collective mode ω0(q, 0) and the related

threshold ωth(q, 0) appears to be exactly as in the 3D case [109]. In panel (a), the

BCS regime forces the collective mode to join the threshold line at low momenta,

while moving towards the BEC regime we observe a gradual change in the shape of

ω0 that clearly detaches from the threshold, in panel (b), and becomes increasing

monotonic, in panel (c). The addition of an axial component to the excitations

doesn’t change this overall trend, maintaining the increasing monotonic behaviour

and detaching from its threshold line.

The study of the lowest energy collective mode is pivotal to understand the

regime of superfluidity and how the interactions change the response of the system

upon an external momentum injection. In the BCS regime of the crossover, since

the superfluid is composed by weakly-bounded Cooper pairs, we expect the pair-

breaking energy to be the primary source of destruction of superfluidity, while in the

BEC regime the pairs are so tightly bounded that the phonon mode, at low energy,

is the first responsible to destabilize the system.

4.4.2 Dimensional crossover diagram

This consideration leads to the study of the superfluid critical velocity. The

pair-breaking velocity can be analytically computed once the chemical potential is

known, from Landau criterion,

vpb = min
k

{
Ek
k

}
=
[(√

∆2 + µ2 − µ
)
/m
]1/2

(4.71)

At the same time the phonon excitation provides the first speed of sound, cs, that

is given by the linear behaviour of ω0(q, 0) when |q| → 0,

cs = lim
|q|→0

ω0(q, 0)

|q| (4.72)

The Landau criterion also states that the superfluid critical velocity has to be, at

any interaction strength, the minimum between the pair-breaking velocity and the

speed of sound, obtaining

vc = min{vpb, cs} (4.73)
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F , across the

BCS-BEC crossover for several values of the dimensional crossover parameter, η. For
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F a3D) is used. At the right hand side of the critical
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velocity. From [67].

In the BEC regime of Fig. 4.11(c), the monotonicity of ω0 leads to the equivalence

between the critical velocity and the speed of sound.

In Fig. 4.12 we show the behaviour of the critical velocity for several values of

η, spanning from the 3D (in the inset) towards the 2D regime. In the 3D case we

notice that, in the 3D scale 1/(k3D
F a3D), the position of the peak doesn’t vary while

minor differences in the pair-breaking velocity in the far BCS regime are present due

to the difference of the Fermi energy for η = 8 and η = 20. The magnitude of the

maximum critical velocity decreases, in units of v3D
F , when we reduce η towards 1.

This is expected because v3D
F fails to be a good scale in 2D. Moreover, we observe that

the maximum critical velocity drifts towards the quasi-2D BCS regime lz/a3D < 0

for small values of η. The maximum of the critical velocity is indeed a good mark of

the type of dimensional regime η tunes. Fixing η, we can denote with (lz/a3D)vmax
c

the position at which the maximum vmax
c lies and map out how it evolves with η.

In Fig. 4.13 we draw the BCS-BEC crossover evolution through the dimensional

tuning of η. The line (lz/a3D)vmax
c

separates the BCS regime, when lz/a3D is below

it, from the BEC regime denoted by lz/a3D values above the line. The MF theory

(bold dashed) gives a qualitative understanding of the dimensional crossover that is

enhanced by the GPF approach. We observe that the 2D regime is reached when the

drift of the maximum critical velocity becomes logarithmic, justifying the change of

tuning parameter to ln(kFa) in the inset. The 3D regime must be linear in η and the
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Figure 4.13: The dimensional crossover diagram tuned by the dimensional parameter, η,

in logarithmic scale, and by the position on the BCS-BEC crossover, (lz/a3D)vmax
c

of the

peak of the critical velocity, vmax
c . The asymptotic behaviour of (lz/a3D)vmax

c
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the separation between a 2D (η < 2), quasi-2D (2 < η < 8) and 3D (η > 8) regime. In

the inset the position of vmax
c is referred to the 2D BCS-BEC crossover tuning parameter

for small η values (in linear scale), showing the expected position in 2D of vmax
c . Partially

from [67].

linear coefficient provides a prediction of the position of the 3D maximum critical

velocity in terms of the parameter 1/(k3D
F a3D). The MF theory predicts the critical

velocity to be slightly on the BEC side at approximately 1/(k3D
F a3D)vmax

c
' 0.07 [109]

while within the GPF approach we fit the linear behaviour for large η and we obtain

(1/k3D
F a3D)vmax

c
' 0.056. In the 2D limit we consider the relation between the 2D

and the quasi-2D tuning parameters,

1

kFa
=

√
6π

η3/2
arcsinh

[
1

2
exp

(
lz

2a3D

)]
. (4.74)

It is reasonable to assume that, at the position where the Landau critical velocity

takes the maximum value, we have a finite limit limη→0[ln(kFa)]vmax
c

, which means

we must impose a logarithmic decay of (lz/a3D)vmax
c

as a function of η. We observe

that Eq. (4.74) implies

(
lz
a3D

)

vmax
c

∼η→0 −2 ln(kFa)− ln
3π

2
+ 3 ln η (4.75)

We thus can compute the position of the Landau critical velocity peak in the 2D

limit fitting our data and we obtain,

ln(k2D
F a2D) = lim

η→0
[ln(kFa)]vmax

c
' 0.72 (4.76)
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as represented by the inset of Figure 4.13. This extracted position of the peak of the

Landau critical velocity in the 2D limit is consistent with the position of the peak

of the contact, ln(k2D
F a2D) ∼ 1, obtained recently via auxiliary-field Monte Carlo

simulations for a 2D interacting Fermi gas [104].

4.4.3 Dynamic structure factor

A practical way to measure both the speed of sound, cs, and the order pa-

rameter, ∆, is via Bragg spectroscopy. The spectroscopic response probes the dy-

namic structure factor [110–112], which in the case of a Fermi superfluid exhibits a

peak corresponding to the Bogoliubov-Anderson phonon mode and a continuum of

particle-hole excitations [109]. The experimental probing of excitation spectra is a

well-established tools in ultracold gases: shining two lasers with the same frequency

at a different incidence angle allows the transfer of a net amount of momentum (cft.

Ref. [113]).

Due to the presence of a pairing gap in the excitation spectrum, an external

excitation of momentum Qr is collective if it does not break pairs when it excites

states with energy below the threshold,

ωth(Qr) =

{
2∆ µ > 0 and ~2Q2

r ≤ 8mµ

2
√
µ2
Qr

+ ∆2 otherwise
, (4.77)

where µQr = µ − ~2Q2
r/(8m), and for our dimensional crossover system with finite

transverse periodic length lz, we have set Qr = (qr, qz), a combination of an in-plane

momentum qr, and a transverse excitation, qz = 2πnz/lz for fixed integer nz (see

Eq.(4.70)). We note that the calculation of the dynamic structure factor S(Qr, ω)

within the GPF theory is notoriously difficult [74], so we instead use the random

phase approximation within the mean-field framework [114].

In Fig. 4.14, we plot the dynamic structure factor in the quasi-2D regime at

η = 4, normalized by the number of particles N and recoil energy ωr = ~Q2
r/(2m)

for three different recoil momenta, (a) Qr = (3.2kF , 0), (b) Qr = (0.6kF , 0) and (c)

Qr = (0, 2π/lz). One observes in Figs. 4.14(a)-(b) that the response is similar to

the 3D case [114], showing the characteristic peaks in the continuum spectrum for

ω > ωth, and the presence of the phonon mode. We note the appearance of a second

peak, marked by ωth(qr, 4π/lz) (green dashed) in Fig. 4.14(a), corresponding to the

generation of a transverse excitation. The response at ωth(qr, 2π/lz) is absent, due

to the need of the system to excite two modes along z with opposite momenta, in

order to conserve the total momentum. The same structure, present in Fig. 4.14(b),

is not resolved due to the energy required at this momentum.
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Figure 4.14: The density DSF S(Qr, ω) scaled by the ratio ωr/N , where ωr is the

recoil energy and N the particle number, in the quasi-2D regime for η = 4 at various

interaction strengths lz/a3D, with the in-plane recoil momentum Qr = (3.2kF , 0) (a),

Qr = (0.6kF , 0) (b) and transverse recoil momentum Qr = (0, 2π/lz) (c). The spectral

width of the Bogoliubov-Anderson phonon peak is illustrated by the height of the delta

function. From [67].
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The dynamic response of the system, for a transverse recoil momentum Qr =

(0, 2π/lz), is shown in Fig. 4.14(c), and has a specific structure due to the quasi-2D

regime. Conservation of total momentum forces in-plane excitations to place the sec-

ond continuum peak at ωth(4π/lz, 2π/lz) and gives no response at ωth(2π/lz, 2π/lz),

which would break momentum conservation. We expect this to be a signature of

the quasi-2D regime, as in 3D the pairing gap between box modes, 2π/lz, goes to

zero and the isolated peaks merge in a continuous structure, while in 2D, the peak

ωth(0, 2π/lz) + 2ωr moves too far away from the main spectrum.



Chapter 5

Breathing mode frequency of a

trapped ultracold Fermi gas

Expanding the research outlined in the previous chapter, we exploit the low

dimensional crossover setup to address the quantum anomaly associated with the

breathing mode frequency of a harmonically trapped gas. As we briefly described

in the introduction (see Sec. 1.3.3), the low-dimensional regimes are experimentally

achieved by using a combination of harmonic oscillator (HO) traps [93, 94], whose os-

cillating frequencies are tuned in order to reach both two-dimensional (2D) pancake

[66, 115] and one-dimensional (1D) cigar traps [116].

The interest around low-dimensional quantum gases, in particular for the 2D

case, is further emphasized by the features associated with phenomena that don’t

have a classical counterpart. In two dimensions, the dynamics Hamiltonian may

present itself with invariance under length scaling, but, upon quantisation, the in-

troduction of a scattering length a2D, breaks the scale invariance of the associated

classical Hamiltonian and leads to the phenomenon of the so-called quantum anomaly

[117].

When an ultracold quantum gas is confined via harmonic trapping, with a se-

lected aspect ratio (see Sec. 1.3.2), a small perturbation of the transverse harmonic

frequency ω⊥ induces a breathing mode excitation whose frequency is given by

ωB = 2ω⊥ [118, 119]. This classical result is modified when the scattering T -matrix

of the system is healed from symmetry failure. The breathing mode frequency gains

a dependence on a2D and deviates from the classical value, ωB = 2ω⊥, within a

range of 5− 10% [71, 120, 121]. This should be contrasted with the case of a three-

dimensional gas, in which the classical Hamiltonian is in general not invariant under

length scaling, with the only notable exception of the 3D unitarity limit, where the

scattering length diverges, a3D = ±∞, and the quantum Hamiltonian becomes again

scale invariant. As a result of the restored scale invariance, the breathing mode does

91



92 Breathing mode frequency of a trapped ultracold Fermi gas

not depend on the temperature [122].

Motivated by the recent experimental activities at Swinburne University of Tech-

nology [123, 124], we address the role of dimension and interaction on the breathing

mode frequency and the quantum anomaly. As already pointed out, low dimension-

ality requires a beyond mean-field (MF) treatment, which is made possible through

the framework of the dimensional crossover described in Chap. 4, while the effect

of harmonic trapping in the transverse direction on the integrated 2D density dis-

tribution can be well described by some schemes of local density approximation

(LDA).

By using a sum-rule approach, in the spirit of Ref. [125], we determine the

breathing mode frequency while changing the dimensional regime and tuning the

scattering length. We further address a comparison with the previous results of the

breathing mode frequency in the purely 2D regime [71, 121, 126].

5.1 Theoretical models

5.1.1 Homogeneous strongly interacting Fermi gases at the

dimensional crossover

In the spirit of Ref. [67] and the discussion presented in Chap. 4, we introduce the

tuning parameters of the dimensional crossover as follows: the in-plane coordinates

are sent to the thermodynamic limit, while we require PBC to hold in the axial

direction. The characteristic PBC length lz tunes the dimensional crossover from

the 3D (large lz) limit towards the 2D (small lz) regime. We define the characteristic

Fermi momentum kF and Fermi energy εF = ~2k2
F/(2m) from the free Fermi density

nf . That is, for a fixed box length lz, we take the discretisation of momenta in the

z direction, kz = 2πNz/lz, for any integer Nz. The free Fermi density is then given

by,

nf =
1

2πlz

Nmax∑

Nz=−Nmax

[
k2
F −

(
2πNz

lz

)2
]
, (5.1)

where Nmax is the largest natural number smaller than kF lz/(2π). In the 2D and 3D

limits, the Fermi momentum kF should approach respectively their limiting values,

k2D
F and k3D

F , which can be defined by the 2D and 3D free Fermi densities n2D = nf lz

and n3D = nf in the usual way. For convenience, we introduce the dimensional

crossover tuning parameter via the 3D Fermi momentum k3D
F :

η ≡ k3D
F lz. (5.2)

We renormalise the bare interaction strength, U0, by requiring that the two-

body T -matrices in the quasi-2D and 3D regimes match when lz → ∞, which
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defines a quasi-2D binding energy B0 [70, 108] as a function of a3D, with an explicit

dependence on lz,

B0 =
4~2

ml2z
arcsinh2

[
elz/(2a3D)

2

]
. (5.3)

The binding energy fixes the BCS-BEC crossover tuning parameter lz/a3D which

spans from negative (BCS) to positive (BEC) values. When lz → 0, the quantity

B0/(2εF ) is well defined and spans the 2D BCS-BEC crossover by introducing

− ln
(
k2D
F a2D

)
= −ln

√
B0

2εF
. (5.4)

Finally, we can define the density of the system as a function of two parameters,

namely the chemical potential, µ, and the PBC length, lz, via the number equation

n(µ, lz) = − 1

V

∂Ω(µ, lz)

∂µ

∣∣∣
µ;∆(µ)

, (5.5)

where the thermodynamic potential is given by the same procedure of Sec. 4.3.2, for

each pair (µ, lz), ∆(µ) means that we have solved the gap equation before taking

the derivative.

5.1.2 Local density approximation

As we shall see, the breathing mode frequency in the transverse plane can be

calculated from the integrated 2D density,

n2D(ρ =
√
x2 + y2) =

∫
dz n(ρ, z), (5.6)

by using a sum-rule approach. We now discuss how to determine the column density

using the uniform density equation of state Eq. (5.5) and the LDA approach, in

the presence of a harmonic trapping potential in the xy-plane and two types of

confinement in the axial direction [72]:

VT (ρ, z) =
1

2
mω2

⊥ρ
2 +

{
V∞Θ [|z| − lz/2] ,

1
2
mω2

zz
2,

(5.7)

where the potential V∞Θ[|z|− lz/2], with V∞ →∞ and step function Θ(x) simulates

a hard-wall box confinement that may be realized in future experiments. The energy

mω2
zz

2/2 is the standard harmonic trapping potential [66, 115]. In both cases, the

trap aspect ratio, characterized by λ = ~/(mω⊥l2z) under the hard-wall confinement

and λ = ωz/ω⊥ in the case of harmonic potential, should be larger than 1.

To calculate the column density, let us first clarify the different dimensional

regimes. Starting from Chap. 4, the dimensional crossover of a PBC system, which
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could be used to describe a nearly homogeneous quasi-2D Fermi gas with hard-

wall confinement, is split into three regimes. The position of the maximum of

the superfluid critical velocity, vmax
c , which has a non-trivial dependence on the

dimensional parameter, η (see Chap. 4), marks the different dimensional regimes [67].

For η ≤ 2 the maximum of the superfluid velocity is logarithmically dependent on

η, and we denote this as the 2D regime. The maximum of the superfluid velocity

becomes linear in η when η ≥ 8 marking the 3D regime (see Fig. 4.13). The non-

monotonic region contained between the 2D and 3D regimes is the quasi-2D regime.

We determine the appropriate PBC length scale by approximating

lz ∼ lHO
z =

√
~

mωz
. (5.8)

and by doing so, Eq. (5.5) depends on lz as an external parameter fixed by the axial

harmonic frequency ωz. We then compare lz with k3D
F and obtain a simple relation

to compare the PBC to the harmonically trapped system,

η ∼ k3D
F lHO

z =

√
2ε3D

F

~ωz
. (5.9)

The single-particle criterion for the harmonically trapped Fermi gas in the 2D regime

is given by requiring: (1) kBT � εF to avoid thermal excitations of the axial

harmonic oscillator ground state, and (2) ~ωz > εF to ensure that the whole system

is contained in the ground state. By solving n3D = nf , we see that from Eq. (5.1)

we always have εF < ε3D
F for η < 3π/2. By taking k3D

F lHO
z <

√
2, we may interpret

k3D
F lz <

√
2 as a good approximate regime of the 2D limit for the trapped case. We

denote this regime as the harmonic oscillator (HO) 2D regime. This distinguishes

between the PBC 2D regime and the 2D regime for a harmonically trapped Fermi

gas.

5.1.3 LDA schemes

For a hard-wall confinement along the axial direction, the density distribution is

nearly uniform as a function of z. The work on the dimensional crossover can thus

be quantitatively applicable. The column density is given by,

n2D [µ (ρ)] = lzn [µ (ρ) , lz] , (5.10)

where n[µ(ρ), lz] can be calculated using Eq. (5.5), once a local chemical potential

µ(ρ) is given as a function of the 2D plane radius. For a slowly varying transverse

potential mω2
⊥ρ

2/2, the assignment of a local chemical potential is known to be a

good approximation, as the surface energy related to the potential change becomes
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negligible compared to the bulk energy scale. We have a local chemical potential in

Eq. (5.10):

µ (ρ) = µg −
1

2
mω2

⊥ρ
2, (5.11)

where the chemical potential at the trap center µg should be adjusted to return the

total number of atoms N , i.e.,

N = 2π

∫ ∞

0

ρn2D (ρ) dρ. (5.12)

In the following, this LDA scheme is referred to as the in-plane LDA.

The situation becomes harder for a harmonic axial trapping potential. This soft-

wall potential allows density variation also in the axial direction and independence

from the axial direction cannot be inferred. As the confinement is tight along the

z-direction, we are of course not allowed to use Eq. (5.5) to calculate n2D (ρ). How-

ever, as all the atoms are confined in the ground state of the tight confinement,

the in-plane motion of the atoms should be universally described by the same 2D

Hamiltonian, regardless of the detailed form of the confinement. This implies that

the 2D density equation of state n2D(µ) should be independent of the form of tight

confinement, as far as the confinement gives the same 2D binding energy or 2D scat-

tering length [72]. Therefore, we could still use Eq. (5.10) to determine the column

density, provided that the length lz is accurately approximated in the presence of

the axial harmonic trapping potential. Away from the deep 2D limit, we expect this

approximation to increasingly fail in describing the harmonically confined system

when the dimensional parameter η moves towards the quasi-2D and 3D regimes of

the PBC confined model. Fortunately, in the deep 3D regime, the axial trapping

potential mω2
zz

2/2 becomes slowly varying in space as well. In this case, we may

implement an all-direction LDA scheme, by setting

µ(ρ, z) = µg −
1

2
mω2

⊥ρ
2 − 1

2
mω2

zz
2. (5.13)

We can introduce a new set of variables, ξ2 = ρ2 + λ2z2 and tanψ = λz/ρ, and

rewrite the chemical potential as a function of ξ only: µ(ξ) = µg −mω2
⊥ξ

2/2, for a

fixed aspect ratio λ. The number of particles, N , of the system approximated with

LDA, in cylindrical coordinates, is given by

N = 2π

∫ ∞

−∞
dz

∫ ∞

0

dρ ρ n [µ(ρ, z)] . (5.14)

The above equation can be used as well for the in-plane LDA to replace Eq. (5.12),

if we require n(ρ, lz) = n(ρ) when z ∈ [−lz/2, lz/2] and n(ρ, lz) = 0 otherwise.

As a brief summary, in the presence of an axial harmonic trapping potential,

we will use the in-plane LDA in the 2D regime and the all-direction LDA in the
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3D regime, as an accurate description for the column density equation of state. At

the 2D-3D crossover, we take interpolation between these two limits and obtain a

qualitative description.

5.1.4 Breathing mode frequency

When the particle density assumes a poly-tropic form,

µ(n2D) ∝ nγ2D, (5.15)

it is very simple to infer the breathing mode frequency associated with small per-

turbations, in the deep 2D limit, of the transverse harmonic trapping. The weak

violation of the scale invariance implies that [71, 126]

γ2D ∼ 1, (5.16)

regardless of the type of the tight axial confinement. In the 3D regime, considering

a unitary Fermi gas, the equation of state is given by

µ = ξεF ∝ n2/3, (5.17)

where ξ is the Bertsch parameter [93], and it returns,

γ
(HW)
3D = 2/3, (5.18)

γ
(HO)
3D = 1/2, (5.19)

where the labels “HW” and “HO” separate the hard-wall and harmonic axial trap-

ping potentials cases. The second result is justified by the discussion at the begin

of this chapter.

When the particle density is known, as a function of the chemical potential, the

breathing mode frequency associated with collective oscillations of the Fermi gas can

be derived from the hydrodynamic treatment of the system [125, 127]. The sum-rule

methods, presented in Refs. [121, 128], return the breathing mode frequency, ωB, as

~2ω2
B =

M1

M−1

. (5.20)

M1 is given by the energy weighted moment of the density (second order central

momentum of the density distribution), M1 = 2N~2〈ρ2〉/m, and M−1 is related to

a perturbation of the radial coordinate, M−1 = Nδ〈ρ2〉/ε, where δ〈ρ2〉 represents

the second order momentum when the transverse harmonic oscillator potential is

perturbed by −ερ2. The expectation value of the radius squared is given by,

〈ρ2〉 ∝
∫ ∞

0

ρ3n2D(ρ)dρ (5.21)
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and we can recast the perturbation of the radial coordinate to a perturbation of ω⊥,

obtaining the closed form [125]

~2ω2
B = −2〈ρ2〉

[
d〈ρ2〉
d(ω2

⊥)

]−1

. (5.22)

From Eq. (5.22) we observe that we need to know 〈ρ2〉 up to any constant which

doesn’t implicitly depend on ω⊥ and we will show how Eq. (5.22) doesn’t depend

on the number of particles when we divide the equation by the factor ω⊥. In case

of a poly-tropic equation of state, the sum-rule method becomes exact [129, 130],

ωB
ω⊥

=
√

2 + 2γ. (5.23)

Therefore, we anticipate that in different dimensional regimes the breathing mode

frequency may behave like,

ωB,2D ∼ 2ω⊥, (5.24)

ω
(HW)
B,3D =

√
10/3ω⊥, (5.25)

ω
(HO)
B,3D =

√
3ω⊥. (5.26)

The latter two results hold for a unitary Fermi gas only.

5.2 Sum rule for the breathing mode frequency

According to Eq. (5.22), we need to know 〈ρ2〉 up to any constant which is not

dependent on ω⊥, and prove the independence of the ratio ωB
ω⊥

from the number of

particles.

5.2.1 The in-plane LDA case

Starting from Eq. (5.21), we impose n2D(ρ) = lzn(ρ), since n(ρ, z) = n(ρ) when

z ∈ [−lz/2, lz/2] and vanishing otherwise. We then apply the LDA and we require

n(ρ) ≡ n[µ(ρ)] where

µ(ρ) = µg −
1

2
mω2

⊥ρ
2 (5.27)

and µg is a constant. Thus we can compute Eq. (5.14) and Eq. (5.21) employing a

change of variables from ρ to µ,

− dµ

mω2
⊥

= ρdρ, ρ =
1

ω⊥

√
2

m
(µg − µ), (5.28)

with µ(ρ = 0) = µg and µ(ρ =∞) = −∞. We thus obtain, from Eq. (5.14)

Nm

2πlz
ω2
⊥ =

∫ µg

−∞
dµ n(µ) (5.29)
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which is always convergent, as when µ ≤ −B0/2 we have n = 0. Also, to simplify the

notation we introduce the constant κp = Nm/(2πlz) and a new variable y = κpω
2
⊥.

From the definition of the density n(µ) = −∂µΩ, we integrate to obtain,

y = −Ω(µg). (5.30)

From Eq. (5.29) then we can numerically compute the dependency of µg on ω⊥, via

the function µg ≡ µg(y). Also by applying the same change of variable as before,

we obtain from Eq. (5.21),

〈ρ2〉 ∝ − 1

y2

∫ µg(y)

−∞
dµ Ω(µ). (5.31)

Since we have d/d(ω2
⊥) ∝ d/dy, we obtain

d

dy
〈ρ2〉 ∝ −2

y
〈ρ2〉 − 1

y2

d

dy

∫ µg(y)

−∞
dµ Ω(µ). (5.32)

We use the fact that Ω turns out to be always strictly monotonically decreasing,

which means that y is a strictly monotonic increasing function of µg and we can

apply the inverse derivative theorem globally, i.e.

d

dy
=

(
dy

dµg

∣∣∣∣
µg(y)

)−1
d

dµg

∣∣∣
µg(y)

, (5.33)

which gives
d

dy
〈ρ2〉 ∝ −2

y
〈ρ2〉+

1

y

1

n[µ(y)]
. (5.34)

Finally, due to the proportionality constant κp, we can compute

ω2
B

ω2
⊥

= −2

y

〈ρ2〉
d〈ρ2〉/dy =

(
1− 1

2n[µg(y)]〈ρ2〉

)−1

. (5.35)

For a poly-tropic density equation of state, which takes the following form with

the step function Θ(x),

n (µ) ∝
(
µ+

B0

2

)1/γ

Θ

[
µ+

B0

2

]
, (5.36)

it is easy to see that

Ω (µ) ∝
(
µ+

B0

2

)(1+γ)/γ

, (5.37)

y ∝
(
µg +

B0

2

)(1+γ)/γ

, (5.38)

〈
ρ2
〉
∝

(
µg +

B0

2

)(1+2γ)/γ

, (5.39)
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by using Eqs. (5.30) and (5.31), respectively. Thus, we obtain

〈
ρ2
〉
∝ y−1/(1+γ). (5.40)

Using Eq. (5.35) we also arrive at the well-known sum-rule relation,

ω2
B

ω2
⊥

= 2 + 2γ. (5.41)

In actual computations, the density equation of state generally does not follow

the idealized poly-tropic form. Using the GPF theory as outlined in Sec. 5.1.1,

we calculate the thermodynamic function Ω(µ) for a broad range of values at a

given set of parameters (such as lz and 3D scattering length a3D), starting from the

minimum chemical potential −B0/2 where Ω = 0. We then compute the quantity

y2n[µg(y)]〈ρ2〉, which is quadratic in y by solving Eq. (5.30). We fit the results with

a quadratic function and extract the second order Taylor coefficient at each y, using

this coefficient in Eq. (5.35) to directly obtain ωB/ω⊥. We finally convert the peak

density at the trap centre n0 = n[µg(y)] at the given y to the 3D Fermi momentum

at the trap centre k3D
F = (3π2n0)1/3 and show the breathing mode frequency ωB/ω⊥

as a function of the dimensional parameter k3D
F lz.

5.2.2 The all-direction LDA case

The all-direction LDA mirrors the procedures for the in-plane LDA case. Again

we start from the number equation and exploit the symmetry in z,

N = 4π

∫ ∞

0

dz

∫ ∞

0

dρ ρ n [µ (ρ, z)] , (5.42)

where we have assumed

µ(ρ, z) = µg −
1

2
mω2

⊥(ρ2 + λ2z2). (5.43)

The variables z and ρ span the first quadrant of R2 and such a surface can be

mapped by the polar coordinates ξ ∈ [0,∞] and ψ ∈ [0, π/2], defined as

ξ2 = ρ2 + λ2z2 tanψ =
λz

ρ
. (5.44)

The number of particles is,

Nλ

4π
=

∫ ∞

0

dξ
[
ξ2n(ξ)

]
. (5.45)

A change of variables, identical to Eq. (5.28), allows us to obtain,

y = κcω
2
⊥ = −

∫ µg

−∞
dµ
√
µg − µ

dΩ

dµ
, (5.46)
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with

κc =
Nωz
2π

(m
2

)3/2

ωz = κp
lzωz

2

√
m

2
. (5.47)

By applying lz '
√

~/(mωz), we obtain the ratio κc/κp = ~/(2
√

2mlz). With a very

similar procedure we also compute

〈ρ2〉 ∝ − 1

y2

∫ µg(y)

−∞
dµ
√
µg(y)− µ Ω(µ), (5.48)

and then its derivative,

d〈ρ2〉
dy
∝ −2y−1〈ρ2〉 − y−2 d

dy

∫ µg(y)

−∞
dµ
√
µg(y)− µ Ω(µ). (5.49)

Since µg(y) is a monotonic function of y we can invert the derivative globally by

using Eq. (5.33), which introduces the quantity

I(µg) =
dy

dµg
= −

∫ µg

−∞
dµ
√
µg − µ

d2Ω

dµ2
, (5.50)

and, as observed before,

d

dµg

∫ µg(y)

−∞
dµ
√
µg − µ Ω(µ) = −y. (5.51)

Similarly to the in-plane LDA case, we have

ω2
B

ω2
⊥

=

(
1− 1

2I(µg(y))〈ρ2〉

)−1

. (5.52)

The computation of the breathing mode frequency in the all-direction LDA re-

quires a further step. We are going to fit quadratically the function y 7→ y2I(µg(y))〈ρ2〉
and obtain the second order Taylor coefficient, as for the in-plane LDA, but we need

to consider an important subtlety. The number of particles, N , was hidden by the

y variable in both in-plane and all-direction schemes and these need to be the same

in order to make a consistent comparison in the case of the harmonic axial trapping

potential. Eq. (5.46) needs to be computed for a fixed κp and then the ratio κc/κp

has to be adjusted according to the choice of lz that we are considering. By doing

so we are not modifying the form of Eq. (5.52), but only adjusting µg to the correct

number of particles (which is never explicit but fixed) in Eq. (5.46).

5.3 Results

We outline in this final section the results provided by the implementation of the

previously described LDA schemes to the dimensional crossover model. Hereafter,



5.3 Results 101

1.7

1.8

1.9

2

2.1

2.2

5 201 10

ω
B
/ω

⊥

η ≡ k3DF lz

in-plane LDA

1.7

1.8

1.9

2

2.1

2.2

5 201 10

PBC 2D

quasi-2D 3D

Figure 5.1: The breathing mode frequency ωB in units of ω⊥ as a function of the

dimensional crossover tuning parameter η ≡ k3D
F lz, when the BCS-BEC crossover is

tuned at unitarity with a3D =∞. Here, we consider the hard-wall confinement along the

axial direction. The upper and bottom dashed lines are the scale invariant predictions

in the 2D and 3D limits, ωB,2D = 2ω⊥ and ω
(HW)
B,3D =

√
10/3ω⊥ ' 1.83ω⊥, respectively.

From [72].

without any confusions we use k3D
F ≡ (3π2n0)1/3 to represent the 3D Fermi momen-

tum of an interacting Fermi gas at the trap centre with density n0 ≡ n(ρ = 0, z = 0).

In our case of considering two different axial confinements, this turns out to be a

more convenient option than the use of the 3D Fermi momentum of an ideal Fermi

gas at the trap centre.

In Fig. 5.1 and Fig. 5.2, we show the dimensional regimes as a function of η (ac-

cording with Chap. 4) and we denote the PBC and harmonically trapped 2D regimes

using different colours. The harmonically trapped Fermi gas density has been experi-

mentally studied [50, 51] and by converting the experimentally determined threshold

number density to the dimensional parameter (i.e., using Eq. (5.9)), we plot the

boundary of the HO 2D regime as a function of the interaction strength (k3D
F a3D)−1.

This is illustrated in Fig. 5.3(a) by the pink shaded region.

The hard-wall axial confinement case is only briefly outlined, as the hard-wall

confinement is yet to be experimentally demonstrated. In Fig. 5.1 we present the

breathing mode frequency of a unitary Fermi gas at the dimensional crossover, in

the presence of a hard-wall axial confinement. The mode frequency is calculated by

using the in-plane LDA, as a function of the dimensional parameter η expanding

from the PBC 2D regime when η ≤ 2 to the 3D regime when η ≥ 8. As our

GPF theory provides a reliable equation of state at the dimensional crossover, we

anticipate that our prediction on the breathing mode frequency is reliable. In the

PBC 2D regime, the mode frequency is larger than 2ω⊥, indicating a pronounced
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Figure 5.2: The breathing mode frequency ωB divided by ω⊥ as a function of the dimen-

sional crossover tuning parameter η ≡ k3D
F lz when the BCS-BEC crossover is tuned at

unitarity with a3D =∞. The results from the in-plane LDA (green stars) and all-direction

LDA (brown circles) schemes are merged when the lines match to form a qualitative fit

(blue solid). The dimensional crossover is divided into the three dimensional regimes

as in Ref. [67] and the HO 2D regime is determined using the experimental criterion

of Ref. [51] for a 2D harmonically trapped Fermi gas. The upper and bottom dashed

lines are the scale invariant predictions in the 2D and 3D limits, ωB,2D = 2ω⊥ and

ω
(HO)
B,3D =

√
3ω⊥ ' 1.73ω⊥, respectively. From [72].

quantum anomaly. As we move to the quasi-2D regime, the frequency decreases

rapidly, reaches a minimum at η ∼ 5 and finally approaches the 3D limiting value

of ω
(HW)
B,3D =

√
10/3ω⊥ at η ≥ 10.

5.3.1 The harmonic axial confinement

In Fig. 5.2, we show the dimensional crossover of the breathing mode again

for the unitary Fermi gas, but with the harmonic axial trapping potential. Here,

the 3D regime is reached as before when η ≥ 8, and the HO 2D regime is realized

when η ≤
√

2. As we mentioned earlier, we calculate the breathing mode frequency

using the in-plane LDA scheme near the 2D regime (green stars) and using the

all-direction LDA scheme close to the 3D regime (brown circles). The in-plane

LDA fails to describe the 3D regime, so we show its prediction at η < 4 only.

The all-direction LDA scheme fails in the 2D regime, since the ground state wave-

function in the axial direction is essentially a Gaussian. As a guide to the eyes, we

combine the two different LDA schemes with the blue solid line, and this qualitatively

describes the breathing mode frequency in two mutually exclusive regions of the

dimensional crossover. By increasing η, we find that the mode frequency shows the

same behaviour as in the case of the hard-wall confinement: it decreases quickly
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away from the 2D regime, exhibits a minimum in the quasi-2D regime and then

saturates to a 3D limiting value, which is ω
(HO)
B,3D =

√
3ω⊥ ' 1.73ω⊥ in the presence

of the harmonic trapping potential.

We now turn to describe the behaviour of the breathing mode frequency at the

BEC-BCS crossover other than the unitarity limit. For this purpose, we need to

distinguish different interacting regimes and clarify the so-called unitarity regime.

In all the previous discussions, the unitarity regime and an infinite 3D scattering

length are two exchangeable terminologies, both of which can be used without any

confusion in the 3D regime. Away from the 3D limit, however, it seems more

intuitive to define the unitarity regime as the regime where the coherence length of

Cooper pairs is comparable to the inter-particle distance and where the fermionic

superfluidity is most robust.

It is worth noting that, fixing a constant 3D interacting parameter is the best

way to compare with experimental results, however from a theoretical point of view

we want an interaction parameter which probes the same interacting regime as a

function of η. If we choose the simple condition for the 3D interacting parameter,

i.e. (k3D
F a3D)−1 fixed equal to a constant, when we span the dimensional parameter

η, the system crosses different interacting regimes. For example, in Fig. 5.1 where

we have set the 3D scattering length to infinity, we are in the unitarity regime in the

3D limit while the system enters the BEC regime for the quasi-2D and 2D regimes.

In the HO 2D case, the system is even in the deep BEC regime [51]. From now on,

we fix the unitary regime through the maximum of the critical velocity, as described

in Chapter 4. This is a reasonable definition, since the maximum critical velocity

implies the most robust fermionic superfluidity.

Figure 5.3(a) displays the choices made for the BCS (dashed-dotted green line)

and BEC (dashed blue line) crossover regimes, in which the two lines are obtained

by vertically shifting the maximum critical velocity curve down and up by some

amounts. These choices appear to be optimal since they both span the 2D and 3D

limits (η = 2 and η = 20 respectively). For the 2D limit both the PBC 2D regime

and the HO 2D regime are reached, and converting the scattering length to its 2D

counterpart, ln(k2D
F a2D), we observe that it spans the relevant part of BCS-BEC

crossover.

In Fig. 5.3(b) we plot the ratio ωB/ω⊥ in the different interacting regimes as per

Fig. 5.3(a), the BCS (dashed dotted green), unitarity (solid red), and BEC (dashed

blue) regimes. We see that the deviation of the breathing mode from the classical

result, ωB = 2ω⊥, appears when the 2D region is entered. Since the quantum

anomaly is due to the presence of the renormalisation energy B0, which tends to

vanish while approaching the BCS regime, we observe a strong deviation in the BEC

regime (dashed blue) which is progressively reduced in the unitarity regime (solid
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Figure 5.3: (a) The interaction parameter (k3D
F a3D)−1, as a function of η, fixed by the

BCS, BEC, and vmax
c lines in order to span the dimensional crossover and maintain the

system in the BCS (dashed dotted green), unitarity (solid red), and BEC (dashed blue)

interacting regimes. According to Ref. [67] the solid red line is taken to be a good criterion

to distinguish the BCS and BEC regimes. (b) we show the breathing mode frequency ωB in

units of ω⊥ as a function of the dimensional crossover parameter η ≡ k3D
F lz for the BCS

(dashed dotted green), unitarity (solid red), and BEC (dashed blue) interacting regimes.
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red). Qualitatively, the fit between the in-plane and all-direction LDA results drop

from 2ω⊥ to a range of values around the 3D unitarity limit, ωB =
√

3ω⊥. The

unitarity results (red-solid) converge to this value, while as remarked in Ref. [131],

the BEC regime provides a larger value of ωB, and in the BCS limit there is a non

trivial behaviour below ωB =
√

3ω⊥.

5.3.2 Quantum anomaly in the deep 2D regime

The quantum anomaly associated with the scale breaking upon quantisation

of the 2D Hamiltonian has been studied via Monte Carlo techniques in previous

works [71, 121]. Our dimensional crossover model, according to Fig. 4.9 and the

analysis of Chap. 4, associates with the η < 2 case a good agreement between the

thermodynamic variables magnitudes, such as chemical potential and order param-

eter, and their values in the exact 2D calculations at the GPF level. Hence, we

compare our results in the η = 1 case with the exact 2D calculations. Since the

choice η = 1 and a large range of values of ln(k2D
F a2D) are contained both in the

PBC 2D and harmonic oscillator 2D regime, we compare the anomaly through the

quantity δωB/ω⊥, where δωB = ωB − 2ω⊥.

We observe that the qualitative behaviour of the quantum anomaly is recovered

by our data, and the maximum of the deviation, δωB, is approximately the same
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height of Ref. [121]. The shift of the anomaly to the BEC side in our results is due

to either the GPF contribution to the global chemical potential µg in comparison

to the quantum Monte Carlo schemes, or that for η = 1 the range of ln(k2D
F a2D) is

shifted with respect to the exact 2D case when we consider the exact 2D limit [72].



Chapter 6

Conclusions and Perspectives

We dedicate this final chapter to a brief summary of the work presented in this

thesis. According to the title and the motivations expressed in the introduction (see

Chap. 1) we have investigated some interesting features of low dimensional Fermi

gases. We referred in the title to exotic phenomena in order to emphasise the non-

trivial nature of their physics content, their existence in a pure quantum realm or

their deviation from the mainstream theories. In this regard, we treated an exotic

superfluid phase for imbalance Fermi gases, namely the LOg phase, in Chap. 3.

Motivated by experiments, we then moved towards an extension of the BCS-BEC

crossover theory for low-dimensional Fermi gases exposed in Chap. 4. Finally we

studied the quantum anomaly associated with the breathing mode frequency of a

trapped Fermi gas, its interplay with the BCS-BEC crossover and the dimensional

crossover, in Chap. 5. It follows here the list of achievements along with some future

research perspectives the thesis suggested.

6.1 Summary

We studied, in Chap. 3 in detail the mean field theory of a 2D atomic Fermi

gas in presence of imbalance of its spin populations. This investigations led us to

consider the interplay of different pairing gap order parameters and their role in the

superfluidity this gas may show. In particular, we gave precise conditions, in terms

of several polarization conditions, for the appearance of an inhomogenous superfluid

phases. The energy gap order parameter, which is responsible for the superfluid

properties of this gas, has been self-consistently studied through numerical solutions

of the Bogoliubov-de Gennes equations in the case of an s-wave scattering contact

potential. The presence of imbalance and the interaction, allowed only between

opposite spin particles, prevents the p-wave scattering events to be relevant at the

scale of temperature we considered.

107
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The Larkin-Ovchinnikov ansatz for the pairing gap order parameter has been

refined and treated with reasonable approximations in order to make computations

accessible and useful. Such refinement led us to remark the importance of the

LOg ansatz among the broad FFLO family that so far, in 2D, has been studied

mainly in the FF case. The LOg phase was found to fit a large span of the phase

diagram of an interacting ultracold Fermi gas, when compared with the same system

in 3D. Such configurations turned out to be energetically favourable with respect to

both the FF and the original LO ansatz. The self-consistent methods smeared the

order parameter in its most favourable shape including cases where many frequen-

cies contribute to its composition. Beside, we can argue that all the FFLO family’s

ansatzes merge when the Fermi gas is required to have either a strong imbalance

(Canonical Ensemble) or to support the presence of strong magnetic fields (Grand

Canonical Ensemble). The phase diagram has been presented at both zero temper-

ature and finite temperature. Our results indicate a clear scenario in terms of the

nature of the phase transitions: the Clogston-Chandrashekar limit is superseeded

with a second order phase transition from LOg to a partially polarised free Fermi

gas at large imbalance. On the other side, the BCS theory is not favourable at

large imbalance condition since it undergoes a first order phase transition to the

LOg phase. In the Canonical Ensemble, this phenomenon is much more emphasised

because the BCS theory cannot support a finite polarisation before the Clogston

limit sets in and the BCS order parameter disappears. The LOg phase instead takes

over the finite polarisation part of the 2D Fermi gas phase diagram.

The LOg phase, in the Canonical Ensemble, has been shown to play the role of

phase separated phase supporting both a normal part and a superfluid part. The

superfluid behaviour of this phase has been studied deploying a phase twisted order

paramter method. We have been able to provide a qualitative graph of the superfluid

density actually induced in a LOg phase and its behaviour when we increase the gas

polarisation towards the free Fermi gas transition polarization.

Most of the results on the FFLO phase are provided at the mean-field level

which mimics some experimental settings for 2D or quasi-2D Fermi gases but we

remarked along the work that a pair-fluctuation treatment is required to estimate

the contributions due to the BKT transition and, in general, of fluctuations that in

2D are well known to be relevant.

In Chap. 4, we addressed the interplay of the BCS-BEC crossover and the di-

mensional crossover for an ultracold Fermi gas. Experimentally, the low-dimensional

systems are achieved through harmonic trapping which in returns forces the particle

density to aquire a spatial dependency.

We proposed a fully consistent new paradigm to concieve and realise low-dimensional

systems inspired by recent technological advancements in ultracold gas trapping [68].
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The confinement realised with hard-walls allows a large portion of the system to lay

in an almost-PBC configuration, which in return makes it possible to go beyond

mean-field. The importance of fluctuations in low-dimensional systems plays a re-

markable role in the theory of the dimensional crossover.

Once we justified the PBC solutions on trapped Fermi gases, we moved to thor-

oughly characterise, at zero temperature, the physics of the dimensional crossover.

We mapped out the behaviour of chemical potential and order parameter while

modifying the dimensionality, we observed an agreement with the true 3D and 2D

theory in the respective limiting cases. Consequently we described a criterion to

distinguish weakly- and strongly-interacting regimes while we vary both the PBC

periodicity and the interaction parameter. Finally we mapped out a diagram inter-

action vs. dimensionality which provides a visual understanding of the crossovers

interplay. The diagram has been separated through the concept of superfluid max-

imum critical velocity that can be located in the BCS-BEC crossover region where

the particles interactions are the strongest. In this way we clarified the concept of

unitarity which becomes losely defined when the dimensionality is not exactly 3D.

The maximum critical velocity has been computed at the gaussian fluctuations level

for both the exact 3D and 2D, revealing consistencies amongst the crossover theory

and the exact limiting cases.

Finally, we investigated how to probe the dimensional crossover through Bragg

spectroscopy. The density dynamic structure factor, which is naturally measured

with Bragg spectroscopy, marks several distinctive features for limiting 2D regime,

an almost 3D regime or a middle region referred as quasi-2D. The superfluid maxi-

mum critical velocity criterion can be probed via the same spectroscopy techniques

and offers a signature to distinguish the different interaction regimes.

The dimensional crossover model was also successfully employed to describe fea-

tures of the harmonically trapped Fermi systems. In Chap. 5 we used the beyond

mean field results of Chap. 4 combined with local density approximation schemes to

better understand the breathing mode frequency of a harmonically trapped Fermi

gas. Motivated by recent experiments [124, 132], we achieved a description of the

breathing mode frequency compatible with the dimensional crossover previously de-

scribed.

The local density approxiamation (LDA) we employed has been refined and

distinguishes two different cases. To simulate a 2D setting we considered an almost-

uniform axial density and an in-plane LDA while to reach 3D we used LDA in three

directions. The interplay of this two schemes allowed us to map out the breathing

mode frequency across different limits with a unique theory and provided, in 2D, a

good comparison with previous quantum Monte Carlo calculations.
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6.2 A look to the future

It has been remarked the observability of the breathing mode frequency is strongly

affected by finite temperature effect. This leads us to consider a serious effort to-

wards expanding the dimensional crossover theory at finite temperature. This de-

velopment is not expected to be radically different from the point of view of the

pair fluctuations theory but will require a careful computational analysis due to the

significant loss of accuracy. When not possible to apply a full GPF theory we will

attempt to describe the critical superfluid transition temperature in the crossover

using simpler theories like Nozières and Schmitt-Rink [33].

Another interesting direction of research is a careful analysis of the 2D limit

of a harmonically confined Fermi gas. As pointed out in Ref. [86], the harmonic

confinement might fail to exactly reproduce the correct 2D binding energy when the

axial harmonic frequency is sent to infinity. This might lead to a discrepancy in the

breathing mode frequency, when computed with Monte Carlo techniques and when

experimentally probed.
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[54] Bernd Fröhlich, Michael Feld, Enrico Vogt, Marco Koschorreck, Wilhelm Zw-
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