
Swinburne Research Bank
http://researchbank.swinburne.edu.au

Author:
Title:

Article number:
Year:
Journal:
URL:

Copyright:

Zahra Stardust, Rosalie Gillett, Kath Albury 
Surveillance does not equal safety: Police, data 
and consent on dating apps 
174165902211118
2022
Crime, Media, Culture: An International Journal 
http://hdl.handle.net/1959.3/467631

Copyright © 2022 the author(s). 
This is the final peer-reviewed accepted 
manuscript version, hosted under the terms and 
conditions of the Attribution-NonCommercial 4.0 
International (CC BY-NC 4.0) license. See
http://creativecommons.org/licenses/by-nc/4.0/

The published version is available at: https://doi.org/10.1177/17416590221111827

Powered by TCPDF (www.tcpdf.org)

Swinburne University of Technology | CRICOS Provider 00111D | swinburne.edu.au

http://www.tcpdf.org


 1 

Surveillance does not Equal Safety: Police, Data and Consent on Dating Apps 

Zahra Stardust1,2, Rosalie Gillett1,2 and Kath Albury1,3 

1 Australian Research Council Centre of Excellence for Automated Decision-Making and 
Society 

2 Digital Media Research Centre, Queensland University of Technology 

3 Department of Media and Communication, Swinburne University of Technology 

Key words: Dating apps, user safety, sexual consent, online harm, gendered violence, 
privacy, surveillance    

 

Abstract: As dating apps continue to receive pressure from civil society, media and 

governments to address a range of safety concerns, technology companies have developed 

and deployed a spate of new safety features. Taken together, these features rely upon 

increased surveillance and partnerships with both technology start-up companies and law 

enforcement agencies proposed as responses to sexual harassment and abuse. In this article, 

we draw on empirical accounts of app use—and popular media reporting—to problematise 

commonsense assumptions about dating apps, safety, technology, policing and surveillance. 

Where so-called safety features involve increased surveillance and techno-carceral 

solutionism, there is potential to make users less safe—particularly for app users who are 

marginalised or stigmatised on the basis of their race, sexuality, gender, health status, 

employment or disability.  Instead of the impetus to ‘datafy’ consent by documenting 

evidence of sexual transactions, or to monitor users by sharing data with police, we argue that 

a more effective approach to safety must extend the notion of ‘consent culture’ to encompass 

a consent-based approach to collecting, storing, and sharing user data – including seeking 

consent from users about how and whether their data is sold, monetized or shared with third 

parties or law enforcement.  
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Introduction 

Dating apps have recently been under increased scrutiny for their role in facilitating 

harassment and abuse. In response, dating apps have introduced various automated systems 

in attempts to mitigate abuse and address user safety needs, with user verification, increased 

surveillance, and partnerships with both external ‘consent apps’ and law enforcement 

agencies proposed as responses to sexual harassment and abuse. While some dating apps are 

making sincere attempts to prevent and address abuse, they expand opportunities for social 

monitoring on the part of governments, police and corporations. Where so-called safety 

features involve increased surveillance, there is potential to make users less safe – and this is 

particularly the case for app users who are marginalised or stigmatised on the basis of their 

race, sexuality, gender, health status, employment or disability. Dating apps elicit data that is 

susceptible to both vertical and lateral surveillance: they gather and share intelligence with 

law enforcement at the same time as providing spaces where users can police stigmatised 

identities. Like other social media apps and platforms, many popular dating apps are 

constrained by business models that prioritise ‘connection’ and data extraction, 

infrastructures that do not fully account for sexual or gender diversity, and logics that do not 

appreciate the impacts of structural oppressions. Many appear to lack a comprehensive 

framework for conceptualising consent, focusing predominantly on the risks of sexual assault 

and inadequately on more insidious and systemic forms of harm.  In implementing such 

‘safety’ initiatives, dating apps operate to unearth substantial quantities of monetizable data, 

while also consolidating a heteronormative socio-sexual order and strengthening a carceral 

state. 

 



 3 

In this article, we draw on public announcements by app developers, as well as news 

reporting on app features, to reflect on the ways ‘safety’ has been framed as ‘risk’ in public 

conversations about apps. Media and tech conversations about safety continue to focus on 

new forms of surveillance to mitigate risk, such as offering police access to dating app data, 

encouraging users to document their sexual consent, verifying users via photo identification, 

and introducing automated speech detection tools. These public statements and initiatives are 

contrasted with the findings of two recent empirical studies of Australian dating app users’ 

experiences and perceptions of dating apps – one which asked women about their experiences 

of intimate intrusions on Tinder, the other asking app users of diverse sexualities and genders 

to explain the features of app design and app culture that made them feel safer or less safe. 

These studies indicate that users have vast and subjective perceptions of ‘safety’ on dating 

apps, including different views on what constitutes ‘red flags’, alternative means of vouching 

for users, varying attitudes towards negotiating consent, and specific needs in relation to data 

privacy. Through this approach, we seek to problematise the assumption that increased 

surveillance and the presence of law enforcement on apps (which we associate with broader 

tendencies towards technical and/or carceral solutionism) will equate to safer user 

experiences. We argue that these tendencies – such as the impetus to ‘datafy’ consent by 

seeking to document evidence of sexual transactions, to verify users through photo 

recognition, or to share proprietary data to inform policing – will not necessarily protect 

dating app users. Instead, we conclude by suggesting an alternative approach to safety, that 

extends the notion of ‘consent culture’ to encompass a consent-based approach to collecting, 

storing, and sharing user data.    

Dating apps provide an apt object for analysis because they collect intimate, sensitive and 

stigmatized user data. They therefore offer insights into the broader phenomenon of social 

media and carceral surveillance in addition to the movement for ethical data governance of 
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digital technologies. Existing research demonstrates how “[s]ocial media surveillance reduces 

individuals’ control over the information they disclose about their attributes in different 

social contexts, often to powerful actors such as the state or multinational corporations” 

(Brown, 2014, 2) and how “emergent technologies augment the police’s control of their 

public visibility and that of the social world” (Walsh and Connor, 2018, 1). Feminist scholars 

have illustrated how surveillance practices serve to “normalize and maintain whiteness, able-

bodiness, capitalism, and heterosexuality” (Dubrofsky and Magnet, 2015, 6) and are linked to 

the “burgeoning prison industrial complex” (5).  While some literature addresses the legal 

risks for queer dating app users (Green, 2019) and the prevalence of sexual racism towards 

Indigenous dating app users (Carlson, 2020), there is a distinct gap in research about the 

potential implications of police surveillance on dating apps, especially in terms of how it may 

impact user safety. And yet, social media’s affordances continue to augment police 

surveillance and intelligence-gathering by expanding their reach to automated and predictive 

forms of monitoring (Rigot, 2022; Brayne, 2021).   

As regulators in multiple jurisdictions seek to identify the appropriate limits of the data 

subject, establishing rights for users to access and delete their own data or to be ‘forgotten’, 

there is an increasing movement for platform accountability and transparency around the 

collection, use, sale and sharing of user data. However, as Wark (2019) observes, the 

collection and circulation of data – or information is a central organizing feature of 

contemporary power relations. While it may not be possible to design ‘safe’ or ethical dating 

apps within the context of what is commonly known as surveillance capitalism, we note that 

users consistently navigate oppressive, exploitative, extractive and otherwise imperfect 

systems in order to meet their needs. Regardless of whether users can entirely escape 

‘datafication’, we argue that data systems ought to be re-made: that users ought to have more 

nuanced choices about if, when, how, where and why their data is collected, used and shared, 
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and clearer information about how their data are being monetized and analyzed (and by 

whom). The trifecta of police, surveillance and identity verification does not necessarily 

make dating apps safer, but rather adds further risks for users to navigate.  

Safety and risk in dating discourse  

As platforms that facilitate both online and in-person encounters, dating apps have been 

under civil society, media, and state pressure to address a range of safety concerns. In 2017, 

Tinder rolled out ‘Reactions’—animations, which mimicked ‘real life’ reactions people might 

have offline, imported into Tinder’s messaging service, including throwing a martini in 

someone’s face and an eye roll.  Tinder touted the tool as an effective way to call out men’s 

‘douchey’ behaviour (Tinder, 2017). The company launched Reactions as part of the 

platform’s broader ‘Menprovement Initiative’ to “promote a positive community and make it 

easier than ever for […] users to take action on Tinder” (Tinder 2017), As part of the 

‘Menprovement Initiative’, Tinder also introduced an improved reporting mechanism and 

updated their community guidelines, suggesting that Reactions accompanied a broader 

campaign designed to make the platform safer for users. 

While Reactions was short-lived, the initiative nevertheless provided an insight into how the 

platform understood safety at that time. More recently, Tinder has developed and deployed 

several new safety features and updates including a new Safety Center and automated speech 

detection tools (Tinder, 2021a, 2021b), indicative of the industry’s steps to address abuse and 

in-app culture. Shortly after Tinder’s most recent safety developments, the dating app 

Bumble announced its partnership with the survivor-led non-profit organisation Chayn to 

deploy Bloom—a remote trauma support service for survivors of gender-based violence 

(Naidoo, 2021). Although the effectiveness of dating apps’ new safety initiatives remains 
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unclear, these initiatives suggest that the platforms are doing more to centre users’ needs and 

are taking safety more seriously.  

In a recent study of popular media reporting related to Tinder, Bumble and Grindr, Albury et 

al. (2020) observe a tendency for both journalists and expert commentators to frame app use 

as intrinsically risky, drawing causal links between app use and poor sexual health and 

mental health outcomes and crime (ranging from blackmail to sexual assault). The authors 

note that these links between app use and risk are foregrounded even in cases where there is 

no clear evidence of correlation between apps and harmful events. Given that non-

technologically-mediated intimate relationships can also be associated with these outcomes, it 

is possible to argue that app use is ‘at least as safe’ - or risky - as any other form of dating. 

Additionally, some dating app users have reported feeling ‘safer’ as a direct result of app use 

(Albury et al., 2019; Byron, 2020).  

While an exhaustive interrogation of the notion of ‘dating safety’ is beyond the scope of this 

paper, we begin by problematising the assumption that dating app use is intrinsically risky. 

Möller and colleagues (2006) observe that while an understanding of safety is intrinsic to the 

concept of risk, the former has been significantly undertheorised when compared to the latter. 

As they note, safety is often represented as “the inverse of risk” – particularly in technical 

usage (Möller, 2006: 419). However, most risk-modelling assumes that risk can only be 

reduced as opposed to eradicated, meaning that absolute safety is unattainable. In these 

models, the notion of safety makes no sense without an understanding that some level of risk 

is present.   

Möller et. al. further note that multiple studies correlate subjective judgements of risk with 

perceived levels of control--offering the example of a person who feels ‘safer’ when they 

carry a gun, even though statistical evidence suggests that that gun-owners are more likely 
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than non-owners to be killed or injured. Consequently, they conclude that while safety cannot 

be defined or understood in objective terms, it cannot be understood as purely subjective 

either. Instead, the authors propose a third position – that of intersubjective safety – in which 

varying scenarios or states of being are evaluated in relation to one another. That is, rather 

than defining one scenario as safe and another as risky, it is more appropriate to consider 

whether one scenario is ‘at least as safe as’ another, given the relative probabilities of 

dangerous outcomes.  

In a linguistic analysis of a corpus of ‘everyday’ (and journalistic) uses of the terms risk, 

safety and security, Boholm and colleagues (2016: 330) note that there “are tendencies in 

ordinary language to associate safety with unintentional harm and security with intentional 

harm.” That is, the term safety is most often used in relation to discussions of accidents, and 

is associated with protective technologies such as safety belts, or safety nets. In contrast, 

security is more often associated with deliberate attempts to harm (such as data breaches or 

military action). They note too, that forms of vernacular usage often differ from academic 

uses of these terms. Given that risk is often desirable in everyday terms--for example, as 

Sonia Livingstone (2015: 334) notes, it can equate with opportunity--the authors 

provocatively suggest that where academics and others seek to convey a technical (as 

opposed to vernacular) understanding of ‘risk’, they are better off using the term ‘expected 

damage.’   

So, what kinds of ‘expected damage’ are implied in conversations and interventions relating 

to dating apps and safety? The issue of data security looms large in this context. If we 

understand app users’ safety in intersubjective terms, it is clear that mandatory verification 

and authentication via legal identity documents does not necessarily keep users safe—rather, 

it can put some at greater risk (boyd, 2012).  When ‘cheater’s’ dating service Ashley Madison 
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had its database hacked, personal details including usernames, passwords, home addresses, 

email addresses, credit card information, GPS coordinates and sexual fantasies of around 37 

million users were released (Cross, Parker and Sansom, 2019). Additionally, where apps 

collect sensitive information about their users’ sexual health status, gender identity and 

sexual preferences, poor privacy policies can put users at risk of stigma, entrapment, arrest, 

and deportation (Albury et al. 2017).  The increasing interest of law enforcement agencies in 

dating app data sits within a broader project of escalating police 

surveillance, fueled by platform-verification processes. Consequently, the trend towards ‘real 

name policies’, requiring users to upload their identities, or authenticate their identities using 

verified social media log-ins, facial recognition technologies or photo-matching has been 

deeply contested by members of marginalised communities (Kornstein, 2019; van der Nagel, 

2015).  

Interdisciplinary approaches to safety and risk on apps 

In this paper, we write from interdisciplinary backgrounds that span digital media, 

criminology, law and gender and sexuality studies, and draw upon our current position as 

researchers of automated technologies. The authors have elsewhere interrogated how 

platforms frame their safety interventions in order to justify investment and upscale of 

automated technologies (Gillett, Stardust and Burgess, forthcoming), and have documented 

negative impacts of surveillance technologies (Blunt and Stardust, 2021), entrapment, 

policing (Stardust et al, 2021) and carceral approaches (Stardust and Caldwell, 2022) upon 

marginalised communities. In this article, our reflections on app user perceptions of safety 

draw upon two Australian empirical research projects that examined the experiences of 

dating app users of various genders and sexualities in relation to harm, safety, and consent 

(Gillett, 2019; Albury et al 2019, 2020). Gillett’s (2019) research investigated women’s 
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‘everyday’ experiences of ‘intimate intrusions’—a term coined by Elizabeth Stanko (1985: 1) 

to describe men’s behaviour that women experience as “intimidating, threatening, coercive or 

violent.” Gillett’s (2019) study, however, built on this definition to include men’s behaviour 

that makes women feel uneasy, uncomfortable, or unsafe in the context of their Tinder use. 

The study used a mixed methods approach, drawing on semi-structured interviews, 

complemented by interview ‘scroll backs’ (Robards et al. 2012), and a walkthrough (Light, 

Burgess and Duguay 2016) of Tinder to understand the platform’s features and functions, and 

environment of expected use. Participants in the study included seventeen 18-30-year-old 

women who were living in Brisbane (a relatively small Australian city) and had experienced 

what they described as intimate intrusions by men during their Tinder use. To protect the 

identities of the participants, Gillett (2019) did not collect their demographic data.  

Albury’s research investigated the experiences of dating and hook-up app users of diverse 

sexualities and genders, aged 18-35, in which participants were invited to reflect on the 

elements of app design and app cultures that made them feel safer or less safe. This project 

was undertaken in partnership with two non-government sexual health organisations, and 

received both university ethics approval and ethics clearances from the partner’s in-house 

ethics committees. It deployed a mixed-methods approach, including iterative consultations 

with project reference groups; a review of media reports featuring dating apps (Albury et al. 

2020); a survey of Australian app users (n=382); a series of workshops with urban and 

regional app users drawing on creative and participatory methods (n = 32), and semi-

structured interviews with app users in two states (n= 24). Participants in this study reported 

using a wide range of dating and hookup apps, including Tinder, Bumble, HER and Grindr. 

Participants explained the ways they weighed up safety and risk in dating app culture in terms 

of designing their own profiles, messaging, and meeting up with matches. They also 
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described their practices for evaluating other app user’s profiles to filter out potential threats 

or ‘red flags’ (Albury et al., 2019).   

The projects were informed by different disciplinary perspectives: Gillett’s project took a 

criminological approach informed by the continuum of sexual violence (Kelly, 1988). 

Albury’s project took a strengths-based health promotion approach informed by the 

disciplines of media and cultural studies. That is, it sought to identify and articulate app 

users’ existing risk-mitigation strategies as opposed to assuming all app-users associated apps 

with harm or intrinsic vulnerability. While one project addressed the question of ‘safety’ via a 

criminological perspective, the other approached safety and risk through a lens of sexual 

health and emotional wellbeing. This comparative approach allowed us to make multiple 

insights into safety and surveillance. First, participants in both studies expanded the 

frameworks through which dating apps conceptualise safety, by speaking not only about 

sexual violence but about ordinary abuse, safer spaces and data security. Second, both 

projects offered insights into surveillance, from concerns over how apps were handling their 

data to the ways that users police one another based on their identity data. Third, the 

comparative approach allowed us to expose the way that safety responses and media reports 

are predominantly framed around heterosexual dating concerns and risks of sexual assault 

rather than more insidious forms of harm, including those facing LGBTIQ+ people relating to 

outing, harassment, transphobia, biphobia, whorephobia, sexual racism and entrapment.   

User experiences of safety and harm in digital dating contexts 

The purpose of Gillett’s (2019) study was to investigate the range of men’s behaviours 

women experience as intrusive on Tinder. Moving beyond a focus on criminal acts, Gillett 

(2019) drew on the continuum of sexual violence to account for ‘ordinary’, yet deeply 

insidious, intrusions that contribute to a broader culture of disrespect toward women. As an 



 11 

app that facilitates online and in-person encounters, participants in the study described a 

range of intrusions both online and off. Most often, participants reported receiving intrusive 

messages through the platform’s instant messaging service. The messages they disclosed 

often centred around attacks about their physical appearance and unsolicited requests for sex. 

Of the women who met men from Tinder offline, some participants reported being 

‘catfished’1, stalked, and sexually or physically assaulted.   

While participants described these experiences as intrusive and demonstrated the cumulative 

impact they had, they nevertheless conceptualised men’s behaviour as typical and expected. 

One participant thought that men who sent harassing messages were engaging in “just typical 

guy stuff” (Becky). Even so, in digital dating contexts where the women often expected 

intimate intrusions, they shared the safety strategies they employed to protect themselves (see 

also Gillett, 2021). These practices included drawing on Tinder’s safety features—such as the 

unmatch mechanism, which prevents communication between users—however, participants 

also relied on their own ‘safety work’ (Kelly, 2016) strategies including using platforms’ 

technological features, turning off their mobile phones’ geolocative capabilities and sharing 

their physical location with friends when they met with Tinder users on dates (see also 

Gillett, 2021). Participants also described the lengths they took to investigate their matches, 

such as by viewing their profiles on other platforms and asking them questions designed to 

interrogate their beliefs. Because the participants often thought that men were authentic on 

social networking websites tied to their own identities, they thought that men were more open 

about their motivations on social media platforms like Facebook. For this reason, there was 

 
1 Catfishing includes ‘creating and portraying complex fictional identities through online profiles’ (Nolan 
2015, 53). 
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also a sense that digital dating contexts could be safer—in an intersubjective sense—than 

meeting men offline.  

The challenge of prescribing a universal approach to ‘safety’ in app cultures was further 

reflected in the findings of Albury’s study, which invited app users to define safety in their 

own terms. Responses addressed a range of topics including negotiating consent and safer sex 

practices; and dealing with racism, biphobia, transphobia, sexwork stigma, uninvited 

fetishisation and feelings of rejection on apps.  Significantly, there was no consensus across 

all participants regarding the ideal app affordances in terms of ‘safety features’, given that 

app cultures varied widely across the range apps described. 

For example, participants reported significantly different norms around disclosing sexual 

health status on ‘men seeking men’ apps (where HIV status was often openly disclosed in 

profiles) as opposed to ‘straight’ or ‘women seeking women’ apps, where the topic was 

generally avoided. There was general consensus, however, around the elements of profile 

design that signaled a potentially unsafe match. Profiles that did not include a picture of the 

user’s face were mentioned in several workshop conversations as potential ‘red flags’ – 

signaling a potential ‘cheater’. However, some users suggested that for men seeking men, 

‘headless torso’ profiles might also signify the user was ‘discrete’, or did not identify as gay 

or bisexual – and this might be a valid safety strategy for members of communities that did 

not accept sex between men, and those living in regional or rural areas (Albury et. al. 

2019). These findings suggest that even as dating apps are introducing a range of automated 

safety initiatives, it is not clear how well these new mechanisms address users’ perceptions of 

safety – or the contextual factors that contribute to intersubjective safety for users of differing 

sexualities and genders. To the extent that abuse is context dependent (Dragiewicz et al. 
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2018), automated detection tools cannot accurately identify the range of content and 

behaviours that make people feel unsafe online. 

“Let’s add some emojis”: Technological solutionism and app safety  

As a platform that boasts being “the world’s most popular app for meeting people” and “the 

highest grossing non-gaming app globally” (Tinder 2021), it is perhaps unsurprising that 

Tinder has historically focused on its business interests rather than safety initiatives. 

Participants in Gillett’s (2019) study generally thought that Tinder’s Reactions feature was an 

inadequate attempt to curb men’s intrusive behaviour. One participant said: “Okay, instead of 

actually just making the usage of the app, you know, a little bit tighter, let’s add some 

emojis” (Jade). Growing public, media, and state pressure on platforms to mitigate harm 

perpetrated through their networks, though, has seen companies take their users’ safety more 

seriously. Tinder’s House Rules and Safety Center outlines the platform’s safety code of 

conduct and provides information on the app’s safety and privacy features. However, many 

of Tinder’s new safety features are reliant on automated decision-making systems to monitor 

users’ behaviour. To mitigate ‘catfishing’ on the service, in 2020, the platform deployed a 

photo verification feature, which uses facial recognition technology to authenticate users’ 

profile images (Tinder, n.d.). After piloting identity verification in Japan in 2019, Tinder has 

also announced plans to make the feature (ID Verification) available to all users over the 

coming year (Tinder, 2021a). On Tinder, these verification tools exist alongside automated 

content moderation systems, which use machine learning technology to detect harmful 

messages sent via the platform’s private messaging service (Tinder 2021b). ‘Are You Sure?’, 

for instance, “uses AI to detect harmful language and proactively intervenes to warn the 

sender their message may be offensive” (Tinder, 2021b). Presumably, the same screening 
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technology underpins Tinder’s ‘Does This Bother You?’ prompt, which asks users whether 

messages they have received are bothersome and provides a clear reporting avenue. 

Automated or algorithmic moderation tools, which rely on either matching or predictive 

systems (Gorwa et al. 2020), detect what platforms understand as harmful or in violation of 

service rules. These tools may over detect overt ‘offensive’ language, while more ordinary 

intrusive content and behaviour—common in digital dating contexts (Gillett 2019)—may go 

unchecked. Perhaps most notably, Tinder’s technological interventions operate on the logic 

that users do not deliberately conceal their physical appearance or send offensive messages 

on the service. Users who intentionally seek to deceive others about their physical 

appearance, for instance, can simply opt out of using the platform’s photo verification 

feature. Users who are prompted by ‘Are You Sure?’ can choose to bypass the flagging 

system. This is a good thing for users whose messages are incorrectly flagged. But for 

conversations that users do experience as harmful, it is not clear what steps, if any, the 

platform takes to hold users to account for violating service rules.  

We note, too, that automated identity-verification systems and platform ‘real name’ policies 

do not intrinsically increase safety for all app users – particularly if we take account of 

Möller and colleague’s framework of intersubjective safety. Indeed, ‘real’ name policies, first 

introduced by Facebook under the guise of safety-through-transparency, are more accurately 

described as legal name policies, because pseudonyms or chosen names are not necessarily 

less ‘real’ or authentic for users. They have been criticized by queer communities, trans and 

gender diverse folk, sex workers, drag queens, Indigenous activists and multiple ethnically 

and linguistically diverse communities whose names are not deemed recognisable, and are 

argued to be “not about promoting safety but about rendering users transparent to markets 

and the state” (MacAulay and Moldes, 2016: 7).  
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‘Real’ name policies presume that users will be safer when their accounts are connected to 

their legal identities, because they conflate anonymity and pseudonymity with anti-social and 

unaccountable behaviour (van der Nagel and Frith 2015). However, as danah boyd points out, 

“many people are far LESS safe when they are identifiable” (boyd, 2011. n.p. emphasis in 

original). Activists being surveilled by police, survivors of intimate partner violence who 

may be stalked by ex-partners, trans folk who face legal barriers to changing their names and 

not want constant reminders of their deadnames, and sex workers who separate out their work 

and legal identities to avoid stigma or prosecution, all may be at risk when apps require them 

to use their legal names. In such cases, pseudonyms can be means of identity construction 

and compartmentalisation, used to avoid stigma, maintain boundaries, and to keep safe. 

Despite this, ‘real’ name policies and “default publicness” (Cho, 2018) form part of a broader 

trend towards authentication and verification found among social media platforms. 

As Albury and colleagues (2021) have noted, app users with non-binary genders and 

sexualities (including genderfluid, bi and pansexual people) experience challenges on more 

‘mainstream’ platforms (such as Tinder and Bumble) where filtering and matching menus 

only allow users to nominate the search categories ‘seeking men’ ‘seeking women’ or 

‘seeking both’. A number of trans participants discussed their reluctance to share their real 

names – or images of their faces – on platforms where they felt heightened risk of 

transphobic reactions, including unwanted fetishization and threats of violence (Albury et al 

2021).  The need for safer spaces for queer, trans, gender non-conforming, two spirit, asexual 

and non-binary people has led to a diversification in the dating app market – for example, the 

dating app Lex prohibits cisgender men on their platform and supports text-only 

communication (López, 2019).  
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“What do they actually do with those reports?” User experiences of reporting and 

redress 

For major global platforms that host millions of users, fostering safe digital dating contexts is 

no easy task. Participants in both Gillett and Albury’s studies reflected on how they thought 

dating apps could make their services safer for users. Most broadly, Gillett’s interview 

participants suggested that Tinder could update its technological interface to highlight the 

platform’s reporting mechanism and safety information. Several of Gillett’s interview 

participants, for instance, critiqued Tinder’s reporting mechanism, which at that time, was 

obscured by three red dots in the corner of the instant messaging interface (see also Duguay 

et al., 2018; Gillett, 2021). While the placement and visibility of Tinder’s reporting 

mechanism was important to these women, for those who did report rule violations, they also 

wanted the platform to transparently communicate the process and outcome of content 

moderation decisions.  

Several participants in Gillett’s study thought that Tinder’s safety advice was manifestly 

inadequate. At the time of the interviews, Tinder listed a range of United States based 

hotlines and resources that users could engage with if they needed help. This led Samantha to 

question Tinder’s motives for including safety advice at all: “even though they expand to 

other countries, they only really care about [the United States] because Americans are sue 

happy.” As an app that operates in more than 190 countries, these women thought that Tinder 

should, at the very least, provide safety resources for users in each country the platform 

operates. Participants also thought that Tinder’s safety tips reinforced harmful beliefs that 

women are responsible for navigating and preventing men’s violence. Keira said: “Yeah, 

okay, right, so like, women have to regulate their behaviour, right.” It is important to note 
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that Tinder has since updated its safety advice—developing a Safety Center—and changed its 

reporting mechanism.  

Several participants in Gillett’s study did not report abuse because they were unsure how the 

app would respond and what avenues the app could take to sanction the harm. Georgia 

wanted to know more about Tinder’s decision-making process for user reports: “do they get 

one report and they get taken off or like what constitutes the threshold where they say to 

somebody “you can’t use this app anymore”?” Specifically, Georgia wanted clarity on what 

would happen to the user who was reported, the processing of complaints, and the criteria and 

threshold that warranted different responses from the app, including account suspension, 

deletion, or police referral. She said:  

if people continuously report someone for saying something explicit, versus 

someone who was like “I’ve met up with this person and they’ve sexually 

assaulted me” like, how many messages does it take for somebody at head 

office to go “oh yeah okay, we’re gonna delete this person”? Like yeah 

what’s involved? The police? What do they actually do with those reports? 

(Georgia)  

Other participants in Gillett’s study did not report intrusions to Tinder because they 

understood the behaviour as expected and ‘ordinary.’ This led some participants to think that 

the app would not recognise users’ behaviour as rule violations or take their reports seriously. 

Kimberly, for example, recalled: “I was worried that my interactions wouldn’t be, I suppose, 

dramatic enough or bad enough…” Kimberly’s fear that she was overreacting to intrusion 

was coupled with her understanding that men’s behaviour was ‘normal’ and therefore did not 

justify reporting:   
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It didn’t come into my mind [the option to report Tinder users] and I think 

it’s because we’re just so used to […] it’s part of the norm, so we just, sort 

of, accept it and just like well that guy’s an idiot, onto the next one. So I 

really think that’s why it didn’t report him because I’m just like oh this is 

what guys do.   

Participants who were willing to report abuse were disheartened by Tinder’s response—or 

lack thereof. In both Gillett and Albury’s studies, participants who did report violations of 

terms of service violations to the platform did not receive transparent information regarding 

the actions that platform had taken (or might take) to address the offending users’ behaviour. 

One participant recalled reporting a user with whom she had the ability to match with on 

Tinder only days later. In the absence of transparent information regarding the outcomes and 

consequences of content moderation decisions, users question platforms’ motives and actions 

(Suzor et al., 2019).  

Additionally, some participants reported experiences common to victim-survivors of assault. 

Participants in Gillett’s study avoided interpreting and labelling non-consensual sex as rape 

(see also Kelly 1988). One participant, Josie, described what she understood as the ‘blurred 

line’ between consensual sex and sexual assault:  

I was sitting there, like, did I just get abused? Did I just get assaulted? What 

happened? But I consented, but he was a little bit rough, and it made me 

very confused […] we have a very blurred line of what assault is because of 

the consent […] that line gets really blurred when you don’t, you aren’t 

sure of it.   
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Josie’s response indicates that even criminal behaviour is normalised in broader heterosexual 

dating contexts, despite awareness raising campaigns (Aghtaie et al. 2018; Kelly 2012). 

Josie’s account also points to an unintended outcome of the emphasis on consent, which she 

internalised as her responsibility to grant or refuse. She did not report the assault to Tinder or 

law enforcement because she did not know how to understand it herself. In other words, as 

Josie had consented to sex, her response indicates that no ‘real rape’ (Estrich 1987; Stanko 

1985) was committed. These complex understandings suggest that law enforcement cannot 

rely on automated processes to understand the extent to which sexual violence is or can be 

facilitated by dating app affordances.  

Albury’s findings further suggest that there is no universal technological safety strategy that 

can meet the needs of all dating app users. For example, Max (23, trans-masculine) suggested 

that “if [app developers] are noticing a lot more trans people are starting to use the app, [they 

should consider] what can they do to make the trans people's experience on the app be better 

and safer.” He then recounted a story of using Bumble during his transition, where changing 

his specified gender led to his account being re-set completely, deleting his existing matches 

and messages – an experience that was likely the result of a safety policy, designed to prevent 

users from falsifying their identity.  

Many lesbian, bisexual and queer women expressed frustration that they were unable to limit 

men’s access to their profiles on Tinder and Bumble, despite specifying that they were 

exclusively ‘seeking women’. Blair (23, lesbian, trans female) was one of many women who 

reported this experience: “I'm not into men at all and the amount of apps that still show me 

men or say I've been liked by men, it's like why is my profile showing up to them all the 

time?” Agnes (22, pansexual female) emphasised this as the aspect of app use that concerned 

her the most, relating a friend’s experience: “even when her profile was set to 'females only' 
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she was still swiping through those presenting as men and/or couples looking for a third. I 

experienced this heavily, too and it really turned me off using Tinder and Happn when 

exploring my sexuality.” However, Ruby (29, bisexual female) used Tinder and Bumble in 

the context of a non-monogamous relationship with her male partner, and while she was 

sensitive to other women’s frustration at being approached for threesomes, she believed “it's 

important to have … opportunities for non-mainstream relationships still in mainstream 

apps”. Ruby suggested that couple’s profiles could be marked differently to those of singles 

(including colour coding for different partners chatting in the same account) in order to 

assure “transparency” for app users.  

While these findings are not representative of all user’s experiences of apps, they suggest that 

app users are not universally opposed to technological approaches to user safety – including 

reporting features.  However, these solutions are best focused on expanding app’s 

transparency of communication, and capacity to recognise diversity in terms of users’ 

genders and relationship styles and preferences. 

Conflating surveillance with safety: Carceral solutionism as a response to harm 

Some apps have adopted what might be termed carceral solutions to address technology-

facilitated abuse, developing relationships with law enforcement or surveillance agencies.  In 

April 2021, New South Wales Police announced they were in conversation with Tinder’s 

parent company Match Group (which also owns OKCupid, Plenty of Fish and Hinge) 

regarding a proposal to gain access to a portal of sexual assaults reported on Tinder 

(McCormack, 2021; Gillett, Albury and Stardust, 2021). While Tinder later declined, the 

police also suggested using artificial intelligence to scan users’ conversations for “red flags” 

(McCormack, 2021), with no further information on what kind of content, language or 

behaviour would be detected. This followed reports that, in the previous month, Match Group 
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had invested in the company Garbo to facilitate their users running ‘background checks’ 

against potential dates. With their name and phone number, users could be checked against 

public records and reports of violence, harassment or abuse, including information about their 

arrests, convictions and restraining orders. This announcement faced criticism that it would 

exacerbate ongoing criminal record discrimination, disproportionately impact communities 

who experienced excessive police targeting (including Black and Indigenous communities, 

people of colour and trans and gender diverse folk) and capture people who had criminal 

records for non-violent offences such as solicitation (Corrigan, 2021). The previous year, 

Match Group purchased a stake in the security app Noonlight, which invites users to log 

details about their dates, track their location, and allows users to hit a ‘panic button’ to alert 

law enforcement if they feel unsafe on a date. Although Match Group CEO stated that 

Noonlight would not share location data with the company (Blistein, 2020), an investigation 

by Gizmodo found that Noonlight had shared data with a range of third parties including 

Facebook and YouTube (Wodinsky, 2020).  

These initiatives have been introduced in response to reports of serious violence by app users. 

Dating apps can be used to facilitate various offences including stalking, intimidation 

and theft. Digital media is increasingly used by domestic and family violence perpetrators for 

the purposes of control, coercion, and entrapment (Harris, 2020) as well as in sexual assault 

offences (Rowse, Bolt and Gaya, 2020). Dating app users may well participate 

in behaviour that constitutes a civil or criminal offence in their jurisdiction, and in such 

circumstances and others (such as applications for apprehended violence orders), chat and 

messaging histories may provide relevant evidence of the offence. Social media posts, saved 

chats and screenshots are regularly used in courtrooms, although each jurisdiction 

has different rules about the admissibility of digital evidence (Graves, Glisson and Choo, 

2020).    Apps store crucial information that can be valuable to law enforcement and 



 22 

prosecutors, and dating apps have their own policies about how and when they provide user 

data to law enforcement. 

However, providing specific evidence in response to subpoenas, court orders or search 

warrants is substantially different to affording police general access to chat histories and user 

reports. There are many reasons why users do not report abuse, either to apps or to police 

(Gillett, 2021). A wealth of evidence indicates that sexual violence survivors already have 

very poor experiences in trial proceedings, which are frequently influenced by rape myths in 

the courtroom (McDonald, 2020). Such proceedings are characterised by high attrition 

rates, low conviction rates and the prospect of being re-traumatised in court.  Moreover, 

many marginalised communities such as sex workers report extremely poor experiences 

when reporting to police that place them at increased risk (Stardust, 2021). If dating apps 

make automated referrals to police or provide automatic access for law enforcement to their 

in-app reports, survivors are denied agency. For these reasons, we suggest apps seek 

to develop more tailored responses that do not involve automated police referral but 

instead seek to understand what survivors need in terms of redress, healing, 

and accountability.     

Dating app data: Reasonable suspicion, predictive policing and police entrapment  

For law enforcement agencies, dating app data provides a cost-effective form of out-sourced 

surveillance. Law enforcement agencies worldwide are pushing for various “backchannels” 

to access social media data without waiting for court approval – the FBI has proposed 

wiretapping encrypted communication services and the Canadian federal government has 

proposed requiring ISPs to disclose customer information to law enforcement without court 

orders (Trottier, 2012). In 2021, the Australian parliament passed the Surveillance 

Legislation Amendment (Identify and Disrupt) Bill 2021, which introduced what the non-
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government organisation Digital Rights Watch refer to as a ‘warrantless surveillance regime’, 

permitting law enforcement agencies to covertly take control of social media accounts and 

impersonate users, add, copy, delete or alter data on devices, and overcome encryption to 

access entire networks where there is suspicion of serious online offences. These ‘warrants’ 

can be issued under an emergency authorisation without judicial approval (Digital Rights 

Watch, 2021).   

Dating apps already offer law enforcement agencies an abundance of data that can be used 

for a broad range of  purposes, from intelligence-gathering to entrapment. Such data can 

increase the likelihood of human rights abuses in jurisdictions where same-gender sexual 

activity is criminalised or stigmatised. For example, in her report Digital Crime Scenes, based 

on interviews with defense attorneys in Egypt, Lebanon and Tunisia, Afsaneh Rigot  found 

that  police are entrapping LGBTQ people on Grindr, Hornet and Kik and 

prosecuting them for ‘moral crimes’ and ‘sexual acts against nature’. Rigot 

reports that prosecutors are increasingly relying on digital evidence from dating apps, 

including selfies, sexts, digital libraries and dating app chats (2020, 2022). In such instances, 

queer persecution is being “facilitated by increased availability of digital evidence and police 

searches of digital devices” (2022, 1). Similarly, in India, the prevalence of queerphobia on 

the part of police has been shown to facilitate hate crimes on gay dating apps (Sinha-Roy and 

Ball, 2021). In other contexts, law enforcement has also “used social media tools to monitor 

peaceful protests, assembled potentially innocuous social media activity as evidence for 

criminal conspiracy charges, [and] created fake profiles or impersonated individuals online” 

(Mateescu et al., 2015). There are cases of police performing unlawful searches of dating app 

users on their internal databases. For example, in 2020 a New South Wales Police Constable 

used his access to the Computerised Operational Policing System (COPS) database to look up 

https://yalebooks.yale.edu/book/9780300209570/atlas-ai
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his Bumble date’s police profile, viewing records linked to her residential address, former 

partner, apprehended violence order checks, transport offences and drug use (AAP, 2021).   

There is also the risk that dating app data (including reports about user behaviour that do not 

meet the threshold of criminal conduct) could be used by law enforcement to develop 

targeted policing strategies for ‘potential’ offenders, contributing to net-widening. Law 

enforcement now increasingly relies on big data and machine-learning to make 

decisions throughout the criminal justice system, including about policing, bail, sentencing, 

risk, suspicion, and recidivism (Joh, 2016). And yet research demonstrates that automated 

hate-speech detection systems (such as those potentially employed by dating apps to flag 

harmful language) can harbour and perpetuate 

inherent racial biases (Davidson and Bhattacharya 2020; Noble 2018).   Kate Crawford notes 

that machine learning systems are often trained on prejudicial data taken out of context, and 

that previous AI that purports to classify crimes has been built from inaccurate and 

skewed police training data (Crawford, 2021: 95). The enthusiasm of law enforcement to 

access dating app data must be understood in this context.  

The risks of predictive policing are of particular concern given the lack of transparency and 

privatised contexts in which such datasets are created. As Sarah Brayne points out, based on 

her empirical interviews and observations with the Los Angeles Police Department, although 

states have always collected data on their citizens, “[w]hat is new and important is that the 

state is relying more heavily on private vendors and platforms to collect, store, share and 

analyze data about its citizenry” (Brayne, 2021: 5). The algorithms used by dating apps such 

as Tinder to detect ‘red flags’ monitor chats, identify harmful language and sort content 

are proprietary and protected as trade secrets or by non-disclosure agreements. This means 

that there may be even less transparency into how law enforcement agencies make decisions, 

https://arxiv.org/abs/2005.13041
https://arxiv.org/search/cs?searchtype=author&query=Davidson%2C+T
https://arxiv.org/search/cs?searchtype=author&query=Bhattacharya%2C+D
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exercise discretion and can be held into account, because we cannot openly evaluate whether 

such suspicion or discretion is reasonably exercised.    

Click ‘yes’ to sex: Documenting and datafying consent  

If dating apps alone are not currently able to ensure user safety via reporting mechanisms, 

some police departments have fixated on datafying consent through third-party consent apps 

(or consent plug-ins) as a solution to gendered harm. In March 2021, the NSW Police 

Commissioner Mick Fuller proposed the introduction of a ‘consent app’, suggesting that 

prospective sexual partners could record their consent on an app prior to having sex (Fuller, 

2021). Likening it to the Australian government’s COVIDSafe app, whereby users check-in 

at venues to track their movement in order to facilitate contact-tracing by health departments, 

Fuller suggested that an app might “protect people” who are dating and work to “[keep] 

people out of the justice system” (McGowan, 2021). He proposed that users would enter their 

name and age, declare that they understand sexual consent and then ‘accept’ or ‘deny’ before 

proceeding to sexual activity. The app was inspired by the iConsent app launched in 

Denmark in December 2020, whose logo depicts a handshake in the shape of a heart. In its 

product information, iConsent claims that users receive “the opportunity to document your 

consent to intercourse” in less than 30 seconds (iConsent, 2021). The data is encrypted and 

stored on the app for potential use later in criminal investigations.   

Consent apps such as these, which approach consent as a static and irrevocable transaction, 

do not take account of the fact that consent is dynamic and can be withdrawn. Criminal law 

reform is now moving towards new frameworks that understand consent as ‘communicative’, 

a mutual and ongoing interaction that involves seeking feedback and taking reasonable steps 

to inquire about another person’s state of mind. In 2020, the NSW Law Reform Commission 

recommended that the law ought to include a new subdivision on communicative consent, 
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clarifying that consent “is a continuous process of mutual decision-making” (NSWLRC, 

2020: 47). They further state that “consent once given may be withdrawn at any time or its 

scope altered. Consent to one kind of sexual activity does not imply consent to any other 

activity” (p.51). Ongoing law reform in multiple jurisdictions makes evident that parties do 

not simply consent to sexual activity in general; rather, consent is specific. Parties may 

consent to particular types of sexual activity, with particular people, at particular times, on 

particular conditions, and always have a right to change their mind.   

It is easy to see how consent apps could be used in sexual assault trials by defence counsel in 

attempts to establish that survivors had consented to sexual activity. The law on sexual 

offences in some jurisdictions has now evolved to accept that sexual assault can occur during 

marriage, that sex workers can withdraw consent, and that victims can be so influenced by 

alcohol or drugs that they do not have capacity to consent (Graycar and Morgan, 2002). 

Despite this, myths about consent persist, particularly during cross-examination (Quilter, 

2021). The international #metoo movement has drawn attention to the way rape myths 

permeate both the courtroom and broader society, to insinuate that survivors are lying, were 

asking for it, or do not appear traumatised enough (Fileborn and Loney-Howes, 2019).  

A ‘yes’ click to sexual activity on a consent app cannot prove that a person was consenting at 

the time of sexual activity or to the particular act in question, because no person is 

contractually obligated to follow through with sex, regardless of whether they express interest 

or even agree at some point. In both Denmark and Australia, proposals to introduce consent 

apps have met with criticism (McGowan, 2021). The Australian app was denounced by 

feminist scholars, public commentators and parliamentarians invariably as misguided and ill-

conceived (Nguyen and Cockburn, 2021; Mazzoni, 2021). The Police Commissioner was 

criticised for failing to listen to the many evidence-based proposals for addressing sexual 
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violence and for presenting a naïve solution that was more likely to protect perpetrators than 

survivors of sexual assault (Bath, 2021).   

Role-modelling consent: Personal information, data sharing and app transparency 

While stand-alone sexual consent apps are unlikely to increase app users’ safety in 

intersubjective terms, dating apps can learn from discourse on sexual consent, 

communication and transparency by role-modelling these practices on the apps themselves, 

especially in relation to their transparency about how they share user data.  Some 

research has explicitly examined the privacy vulnerabilities of dating apps to find that many 

contain detailed personal information (from stored messages and location readings 

to sending unencrypted private conversations, profile pictures and private 

images) that could be used by forensic practitioners seeking to find evidence of criminal 

activity (Farnden, Martini, and Choo 2015). The kinds of personal information that social 

media companies provide to law enforcement ranges from contact information and messages 

to photographs the user has uploaded or been tagged in, in addition to affiliations, groups and 

friends lists (Trottier, 2012). Even apps that claim not to store user content may still store 

metadata, and forensic software can be used to recover photos and chats.  

While dating apps have faced relative impunity for poor data-sharing practices, some 

regulators are beginning to take this issue more seriously. For example, the European Union’s 

General Data Protection Regulations 2016/679 (GDPR) seek to give individuals greater 

control over their personal data by regulating how it is transferred. In particular, Article 9 of 

the GDPR prohibits the processing of data concerning a person’s sex life or sexual 

orientation. This provision would prevent dating apps from processing user data where an 

individual has listed their sexuality or sexual preferences in their dating app profile.  
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In January 2021, the Norwegian Data Protection Authority published an intention to issue a 

100million Norwegian Krone administrative fine to the dating app Grindr, for not complying 

with the GDPR on consent. In their preliminary conclusion, they found that Grindr had 

unlawfully shared user data to a number of third parties for advertising purposes, including 

GPS location and user profile data. Because Grindr markets itself as a dating app for gay and 

bisexual men, simply disclosing that a person is using Grindr provides information about 

their sexual orientation. The Norwegian Data Protection Authority regarded this as a serious 

case given that users were not able to exercise real or effective control over the sharing of 

their data, were not properly informed about what they were consenting to and were 

pressured into giving consent through Grindr’s business model (Datatilsynet, 2021). In 

particular, the NDPA considered that consent is required for “intrusive profiling and tracking 

practices for marketing or advertising purposes”. Grindr’s fine was not insignificant – the 

Guardian reports that it amounted to 10% of their global annual revenue (Hern, 2021). The 

case was prompted by an investigation by Norway’s Consumer Council into the data 

practices of 10 apps, which found that Grindr stood out for the lack of information contained 

in its privacy policy (Hern, 2021).   

If this case marks the beginning in a trend towards accountability of dating apps in terms of 

how they handle their user’s personal data, then dating apps ought to be especially 

transparent about how they may use, sell, or share user data and far more intentional about 

how they obtain informed and specific consent from their users to do so. Research among 

people with HIV, trans and gender diverse people, sex workers, and gay and bisexual men in 

Australia found that those populations had very low levels of trust in digital health that was 

influenced by relational and structural factors more so than technical design (Newman et al, 

2020).  If apps are committed to building cultures of consent, and want to engender the trust 

of their users, they ought to begin by dramatically improving their own consent practices 
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regarding the sharing of personal and sensitive data. This includes introducing privacy 

policies that offers users greater transparency and decision-making over what happens to 

their data alongside accessible information and options for how their reports of harmful 

conduct are considered and actioned.    

 Afsaneh Rigot makes a number of recommendations for dating apps, such as the ability send 

timed/ephemeral messages, the use of double security PINs and secret folders to restrict 

access to police, panic and self-destruct buttons in the face of interrogation or entrapment, 

warnings to notify users when another user takes a screenshot, not linking usernames to 

registered phone numbers, not saving photos directly into a gallery, and supporting local legal 

aid funds (2022, 138-144). In doing so, Rigot calls for “design from the margins”, a 

methodology centred on justice, human rights and the experiences of those most impacted by 

technology: “By understanding who is most impacted by social, political and legal 

frameworks, we can also understand who would be most likely to be a victim of the 

weaponization of certain technologies” (2022, 4-5). 

Conclusions: Building consent culture 

On a structural level, the enthusiasm of some apps to foster relationships with law 

enforcement or introduce new surveillance software is fraught. The reliance on surveillance 

and law enforcement as the primary response to interpersonal harms – whether they occur in-

app or are facilitated via the app – misguidedly assumes that incarcerating people will change 

consent cultures or build more equitable sexual societies. It is clear that dating app users are 

not ‘at risk’ on apps, but ‘safe’ in other (off-line) contexts. Rather, dating app affordances 

and user cultures have reinscribed (and in some cases amplified) structural inequalities facing 

women, trans and gender diverse people, people of colour, people with disabilities, and other 

marginalised and stigmatised groups.   
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Returning then to the concept of intersubjective safety, whose sexualities and subjectivities 

are currently considered to be ‘safe’? For decades, Black communities, 

Indigenous communities, and people of colour have critiqued the carceral politics of white 

feminists, which positions police as saviours and the criminal legal system as the answer to a 

suite of social, cultural, and economic issues (Phipps, 2020). In doing so, white feminists 

have contributed to a mass incarceration crisis and agitated to expand the powers of police 

and prosecutors whilst serving to reinforce stereotypes of white victimhood (Gruber, 

2020). Meanwhile, turning to law enforcement as a solution for sexual violence does not 

support survivors or offenders. Prisons frequently produce conditions where patterns of abuse 

and criminality repeat, rather than fostering cultures of consent or transformative justice that 

are necessary to change societal conditions or prevent future sexual violence (Levine and 

Meiners, 2020). If dating apps are invested in building consent culture and preventing 

technologically-facilitated abuse, it will require a different approach to technological or 

carceral solutionism.   

Major platforms across the globe are now grappling with how to moderate enormous volumes 

of content (Gillespie 2020). But for many platforms—dating and social media more 

broadly—their approach to safety has been to add ‘safety solutions’ and stir. This approach 

has seen platforms focus on moderating discrete incidents, perhaps reflecting “an extension 

of Western criminal justice systems that prioritize retribution over structural change via 

accountability and repair” (Schoenebeck and Blackwell 2021). More research is required to 

investigate the partnerships and relationships between big technology companies and state 

law enforcement agencies, including the extent of their data sharing and procurement 

practices.  Indeed, as Tinder and other dating apps turn to employ third party services, and 

establish law enforcement partnerships, there is a good argument that these initiatives 

weaponise women’s safety to justify police and state surveillance tactics, expansion of police 
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power and, inevitably, more punitive carceral measures. The private, proprietary nature of the 

software used to identify and assess risky, unsafe or harmful behaviour does not promote 

trust among dating app users that the discretionary decisions made by apps or police are 

reasonable, just or even lawful. But “we cannot end violence by doing violence” (Phipps 

2020, 168). Pursuing a techno-carceral approach that equates surveillance with safety, 

technology with progress and police with justice will only serve to deepen and encode 

existing inequalities on dating apps.  

Datafying consent will not protect dating app users. However, understandings of sexual 

consent as a dynamic, interactive and communicative practice can help shape dating apps’ 

policies towards safety and data privacy. A genuine investment in building consent culture 

requires multiple components, including education, resourcing, and building the capacity of 

users to negotiate mutual pleasures and boundaries, in addition to centering the experiences 

of survivors by offering material support and transparent options that respect their agency and 

decision-making. In this article, we have drawn on empirical accounts of app use – and 

popular media reporting – to problematise commonsense assumptions about dating apps, 

safety, technology, policing and surveillance. A critical criminological perspective offers us a 

useful lens to think about accountability by transforming the systems under which consent is 

navigated, while a public health approach demonstrates the value of adopting a nuanced and 

contextual approach to gender and sexual diversity. Given that dating apps collect substantial 

amounts of intimate data about their users, they have a unique opportunity to lead by 

example. If dating apps are committed to advancing consent culture, and not simply to quick 

reputational fixes, they could actively build in avenues for users to expressly consent to (and 

withdraw from) specific uses of their data. This includes refusing intimate data from being 

sold, monetized or shared with law enforcement.  
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