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ABSTRACT
The direct detection of regions of ionized hydrogen (H II) has been suggested as a promising
probe of cosmic reionization. Observing the redshifted 21-cm signal of hydrogen from the
epoch of reionization (EoR) is a key scientific driver behind new-generation, low-frequency
radio interferometers. We investigate the feasibility of combining low-frequency observations
with the Square Kilometre Array and near infra-red survey data of the Wide-Field Infrared
Survey Telescope to detect cosmic reionization by imaging H II bubbles surrounding massive
galaxies during the cosmic dawn. While individual bubbles will be too small to be detected, we
find that by stacking redshifted 21-cm spectra centred on known galaxies, it will be possible to
directly detect the EoR at z ∼ 9–12, and to place qualitative constraints on the evolution of the
spin temperature of the intergalactic medium (IGM) at z � 9. In particular, given a detection of
ionized bubbles using this technique, it is possible to determine if the IGM surrounding them
is typically in absorption or emission. Determining the globally averaged neutral fraction of
the IGM using this method will prove more difficult due to degeneracy with the average size
of H II regions.

Key words: galaxies: high-redshift – intergalactic medium – dark ages, reionization, first
stars.

1 IN T RO D U C T I O N

Cosmic hydrogen is believed to have been reionized by ultravio-
let (UV) radiation produced by stars and quasars. The period from
the formation of the first ionizing sources to when the intergalac-
tic medium (IGM) was completely ionized is commonly known as
the epoch of reionization (EoR). However, due to formidable chal-
lenges in observation and simulation, our knowledge of this process
is lacking. Knowing how reionization occurred, in both time and
space, would dramatically improve our understanding not only of
the evolution and properties the IGM, but also of the formation and
role of the ionizing sources responsible during this period.

Observations of high-redshift sources and the cosmic microwave
background (CMB) have allowed some constraints to be placed on
the timing and duration of the EoR. For example, Gunn-Peterson
absorption troughs in quasar Lyman α spectra set a lower limit
for the end of reionization at z ∼ 6 (Fan, Carilli & Keating 2006;
Mortlock et al. 2011). Additionally, CMB observations provide a
measure of the total optical depth to electron scattering. Since this is
an integrated quantity from the surface of last scattering (z ∼ 1100),
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it cannot, on its own, distinguish between different reionization
histories. However, depending on the model of reionization adopted,
the average redshift at which reionization is half complete is found
to lie between z = 7.8 and 8.8 (Planck Collaboration XLVII 2016b).
Recent analysis by Greig et al. (2017) implies that reionization is
not yet complete by z = 7.1, with the volume-weighted IGM neutral
fraction constrained to 0.40+0.41

−0.32 at 2σ .
A far more promising observational strategy to constrain reion-

ization is to directly measure the emission from the 21-cm spin-flip
transition of neutral hydrogen (H I). Due to the cosmic expansion,
the frequency of this radiation is now <200 MHz. Various experi-
ments are underway or planned to measure the cosmic 21-cm signal
as a function of frequency (and therefore redshift, time or distance)
utilizing different methods. One approach is to measure the spatially
averaged global signal using a single-dipole antenna, e.g. EDGES
(Bowman, Rogers & Hewitt 2008), DARE (Burns et al. 2012) and
SARAS (Patra et al. 2013). Another is to measure the signal’s spa-
tial fluctuations interferometrically (using e.g. LOFAR,1 GMRT,2

1 http://www.lofar.org
2 http://www.ncra.tifr.res.in/ncra/gmrt
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PAPER,3 MWA,4 HERA,5 SKA6). For some instruments the latter
approach can yield both high-resolution tomographic images of the
ionized structure and statistical measurements (such as the 21-cm
power spectrum) allowing us to learn about the properties of the
reionization sources and sinks in far greater detail than simple tim-
ing estimates. For reviews of the EoR science and 21-cm detection
experiments, see e.g. Morales & Wyithe (2010) and Koopmans et al.
(2015).

In this work we use simulations to investigate structures of ion-
ized hydrogen (H II) surrounding the first galaxies during the early
stages of the EoR (z � 9). During this era – known also as the
cosmic dawn – these regions appear as isolated ‘bubbles’. We begin
by discussing the ionized regions associated with simulation ana-
logues of the highest-known redshift galaxy to date (GN-z11). We
then move on to consider the wider population of bubbles in our
simulation, establishing a relationship between their size, and red-
shift and luminosity of the brightest galaxy within them. We apply
this simulation-based empirical relationship to explore the utility
of an image regime-based EoR detection strategy that synergizes
the proposed Wide-Field Infrared Survey Telescope’s (WFIRST7)
High Latitude Survey (HLS) and deep integrations of the redshifted
21-cm signal using the planned low-frequency Square Kilometre
Array (SKA1-LOW). Our direct detection strategy is similar to
those proposed targeting regions of ionized hydrogen surrounding
high-luminosity quasars (see e.g. Kohler et al. 2005; Wyithe, Loeb
& Barnes 2005; Geil & Wyithe 2008) but is able to push the detec-
tion redshift beyond what is possible using quasars alone due to their
relatively low population at z > 8. Other techniques for probing in-
dividual sources have been presented, both midway through the EoR
and at very high redshift (z ∼ 15), such as visibility-based methods
using matched filtering (e.g. Datta, Bharadwaj & Choudhury 2007;
Datta et al. 2012; Majumdar, Bharadwaj & Choudhury 2012; Ghara,
Choudhury & Datta 2016), and using imaging (Ghara et al. 2017).
Some of these works also assess the prospects of constraining prop-
erties of the high-redshift IGM (such as its globally averaged neutral
fraction) and the sources responsible for its reionization.

This paper is structured as follows. In Section 2 we give a brief
overview of the DRAGONS simulation used in this paper. Section 3
explains the motivation behind this work and presents our bubble
size–galaxy redshift and luminosity relation. Section 4 describes
our detection strategy and presents our detectability results. Sec-
tion 5 explores simple methods to constrain the spin temperature
and globally averaged ionization state of the high-redshift IGM.
We address some additional details that may potentially impact our
results in Section 6 before presenting a summary in Section 7. We
include an Appendix containing supporting material detailing the
model fitting, UV luminosity functions (UVLFs) and instrumental
noise estimates used in this work. All globally averaged quantities
(e.g. neutral fraction) are volume weighted, and distances are given
in comoving units unless stated otherwise. Absolute magnitudes
used throughout are given in the AB system (Oke & Gunn 1983),
are intrinsic and have been calculated using the methodology de-
scribed in Liu et al. (2016), assuming a standard Salpeter (1955)
initial mass function with upper and lower mass limits of 0.1 M�
and 120 M�, respectively. Our choice of cosmology is the stan-

3 http://eor.berkeley.edu
4 http://www.mwatelescope.org
5 http://reionization.org
6 http://www.skatelescope.org
7 http://wfirst.gsfc.nasa.gov

dard spatially flat Planck �CDM cosmology (Planck Collaboration
XIII 2016b) (h,�m, �b, ��, σ8, ns) = (0.678, 0.308, 0.0484, 0.692,
0.815, 0.968).

2 TH E D R AG O N S SI M U L ATI O N

The Dark-ages, Reionization And Galaxy-formation Observables
from Numerical Simulations (DRAGONS8) project was specifi-
cally designed to study the formation of the first galaxies and cosmic
reionization. It integrates a semi-numerical calculation of reioniza-
tion (21CMFAST) within a semi-analytic model of galaxy formation
(MERAXES) built upon an N-body simulation (Tiamat). This gives
a self-consistently coupled reionization model which accounts for
feedback due to both supernovae (SN) and the ionizing UV back-
ground from stars within galaxies. A unique feature of DRAGONS
is that it utilizes horizontal rather than vertical dark matter halo
merger trees. This allows it to correctly simulate how galaxies in-
fluence each others’ evolution by way of their ionizing flux. Tiamat
has a sufficiently large volume (cube of sides 100 Mpc in length) to
investigate cosmic evolution while still achieving a mass resolution
approaching the atomic cooling mass threshold. Tiamat also has
excellent temporal resolution with 100 equally spaced snapshots
between redshifts 5 and 35, giving a cadence of about 11 Myr. This
means the stochastic effects of star formation and SN feedback on
reionization are accurately captured. Complete descriptions of Tia-
mat and MERAXES are given in Poole et al. (2016) (Paper I) and
Mutch et al. (2016a) (Paper III), respectively, while details of the
21CMFAST algorithm are described in Mesinger, Furlanetto & Cen
(2011). Geil et al. (2016) (hereafter Paper V) investigate the ef-
fect of galaxy-formation physics on the morphology and statistical
signatures of reionization.

The MERAXES model used in this work is the fiducial model de-
scribed in Papers III and V. This model has been calibrated so as to
reproduce the observed evolution of the galaxy stellar mass func-
tion from z = 5 to 7 (see Paper III) and the latest Planck optical
depth measurements (Planck Collaboration XIII 2016a). All output
fields (e.g. density, stellar mass and ionization fraction) have been
regularly gridded over 5123 voxels.

3 H I I R E G I O N S SU R RO U N D I N G T H E FI R S T
G A L A X I E S

3.1 GN-z11 analogues: DR-1 and DR-2

Motivated by the identification of the surprisingly bright and mas-
sive galaxy GN-z11 at z = 11.1 by Oesch et al. (2016), Mutch et al.
(2016b) (Paper VI) investigate the origin and fate of such objects
using DRAGONS. Two analogue galaxies of similar luminosity and
stellar mass to GN-z11, labelled DR-1 and DR-2, were found within
the Tiamat volume and show excellent agreement with all available
observationally derived properties of this object. Maintaining this
motivation, here we briefly summarize aspects of these objects’
impact on the IGM in terms of reionization.

With the Tiamat volume gridded to 5123, the voxels containing
DR-1 and DR-2 are first fully ionized at zion = 17.8 and 17.1,
respectively. While these objects were not the first sources to begin
ionizing the IGM in our simulation (on scales corresponding to this
grid resolution), they were among the first, with the majority of
voxels being ionized after z ≈ 7.9 (approximately corresponding to

8 http://dragons.ph.unimelb.edu.au
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Figure 1. Slices through the ionization fields surrounding DR-1 (top) and DR-2 (bottom) at selected redshifts showing the evolution of bubble size. The
positions of DR-1 and DR-2 are indicated by the central (green) filled circles. The projected positions of other galaxies within the average radius of the bubble
(shown by the red circle for panels with z < 12) are indicated by the other (blue) filled circles. The area of each galaxy’s marker is proportional to its UV
luminosity. Each slice is 5 Mpc deep.

the redshift at which half the hydrogen in the IGM is ionized). This
is not surprising given these objects’ early star formation histories
(see Paper VI) and the fact that they are found in highly overdense
regions.

The ionized bubbles surrounding DR-1 and DR-2 (and the other
less massive and less luminous galaxies within them) at z = 11.1
are approximately spherical. This is due to the lack of overlapping
bubbles surrounding other galaxies in their vicinity. At this red-
shift both DR-1 and DR-2 lie close to the centroid of their bubbles.
We estimate individual bubble size using a three-dimensional ray
tracing technique, centred upon the brightest galaxy in the bubble,
which measures the distance to an ionization phase transition (de-
marked by a step to a voxel that is more than 50 per cent neutral) in
≥103 randomly chosen directions. In the case of DR-1 and DR-2 at
z = 11.1 this provides an accurate and precise estimate of bubble
radius. However, at later times (when there is overlap and the bright-
est galaxy in the bubble may be off-centre) the resulting sampled
radius distribution has higher variance (which can be used to mark
the approximate transition from an isolated bubble to an overlap-
ping region). Using this method we find that the average diameters
of the bubbles surrounding DR-1 and DR-2 at z = 11.1 are ≈10 and
8 Mpc, respectively. At this redshift the globally averaged neutral
fraction, x̄HI, of our fiducially modelled IGM is 0.976, hence these
two bubbles alone (out of �600) make up just under 3 per cent of
the total ionized volume.

Fig. 1 shows zoomed-in slices through the ionization fields sur-
rounding DR-1 and DR-2 at selected redshifts, showing the evolu-
tion of bubble size. The positions of DR-1 and DR-2 are indicated
by the central (green) filled circles. The projected positions of other
galaxies (as faint as MUV = −17.25) within the average radius of
the bubble (shown by the red circle for panels with z < 12) are
indicated by the other (blue) filled circles. The area of each galaxy’s
marker is proportional to its UV luminosity. By visual inspection
these bubbles cease to be isolated regions, and are also driven by
many less luminous galaxies, from z ≈ 9.

In order to compare the bubbles surrounding DR-1 and DR-2 to
others in the simulation, Fig. 2 shows where they lie in the size
distribution of all ionized regions in the simulation as a function
of redshift (and lookback time). The average size of the bubbles
surrounding DR-1 and DR-2 is shown by the thick red and thinner
blue lines, respectively. The shaded region indicates the ±1σ range
in radius for DR-1 (the uncertainty for DR-2 is not shown, but is

Figure 2. Evolution of the size of bubbles surrounding DR-1 (red) and
DR-2 (blue) as a function of redshift and lookback time. The red shaded
region indicates the ±1σ range in radius for DR-1, calculated using the
ray tracing technique described in Section 3.1. Dashed lines are used when
the error in radius is more than half the radius of the bubble (marking the
approximate transition from an isolated bubble to an overlapping region).
For comparison, the probability densities of the size of other ionized regions
in the simulation at selected redshifts are shown by the violin plot (grey;
with circles and crosses indicating their means and medians, respectively).

similar to that of DR-1), calculated using the ray tracing technique
described above. Dashed extensions of the lines show when the error
in radius is more than half the radius of the bubble, marking the
approximate transition from an isolated bubble to an overlapping
region. For comparison, the sizes of other ionized regions in the
simulation9 are shown by the distributions (with circles and crosses
indicating their means and medians, respectively).

9 We calculate the bubble size distribution for each snapshot using the Monte
Carlo method described in Mesinger & Furlanetto (2007). This is the same
as the ray tracing technique used to estimate individual bubble size described
earlier; however, in this method, a voxel that is more than 50 per cent ionized
is first randomly selected from the full gridded simulation volume and its
distance from an ionization phase transition in a randomly chosen direction
is recorded. This is repeated 107 times to form a probability distribution
function of region size. This methodology also provides an approximate
measure of the mean-free path of ionizing photons inside ionized regions.
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Figure 3. Slices through the ionization fields of the first 40 (unique) bubbles surrounding the brightest galaxies at z = 11.1. The projected positions of galaxies
within the average radius of the bubble (shown by the red circle) are indicated by the filled circles (the brightest in green). Each slice is 1.5 Mpc deep and has
been centred on the centre of luminosity of the galaxies the bubble contains.

3.2 Bubble size–luminosity relation

In this section we turn our attention to the population of bubbles
surrounding a deep selection of galaxies in our simulation. Our
main objective here is to investigate the expected connection be-
tween the size of such regions (in terms of mean radius, R̄) and the
luminosity of the brightest galaxy within them (in terms of their
intrinsic absolute UV magnitude, MUV), aiming to establish a sim-
ple relationship between these properties as a function of redshift.
We do so anticipating its use in Section 4, where we examine the
prospects of detecting ionized regions at high redshift. Note that our
galaxy number density predictions are based on intrinsic luminosi-
ties and do not include dust attenuation as this is not expected to
be significant at such high redshifts (z ≥ 9). This also maintains the
good agreement between the BLUETIDES UVLFs used in this work
(Waters et al. 2016) and the results of Oesch et al. (2016).

Before demonstrating our R̄–MUV fitting procedure we show a
sample of zoomed-in slices through the ionization fields of the first
40 (unique) bubbles surrounding the brightest galaxies at z = 11.1
in Fig. 3. Note that for the purpose of detecting the EoR by stacking
bubble 21-cm spectra, we are interested in the relationship between
bubble size and the luminosity of the brightest galaxy in the bubble.
Hence, only one datum contributes to the R̄–MUV model fitting for
each bubble and therefore the bubbles shown in Fig. 3 are unique.
In this case, since DR-1 and DR-2 are at a significant distance from
one another, they happen to be the brightest galaxies in R-1 and
R-2, respectively. In general, however, there is no one-to-one cor-
respondence between bubbles and galaxies due to clustering. The
average radius of each bubble has been estimated using the individ-

ual bubble method described in Section 3.1. The projected positions
of galaxies within the average radius of the bubble (shown by the
red circle) are indicated by the filled circles (the brightest in green).
Each slice is 1.5 Mpc deep and, for aesthetics, has been centred on
the centre of luminosity of the galaxies the bubble contains. We
include this figure in order to demonstrate the variation in geometry
of these regions at this redshift.

The plot of average bubble radius against the absolute UV magni-
tude of the brightest galaxy within each bubble (considering galaxies
brighter than MUV = −17.25 only) at z = 11.1 is shown in Fig. 4.
The error bars represent the ±1σ range in radius. Histograms on
the top and right axes indicate the marginalized distributions of
UV magnitude and bubble radius, respectively. For reference, the
5σ detection limit of the WFIRST HLS (mUV = 26.75; Spergel
et al. 2013) and the 8σ detection limit of a wide-field survey us-
ing the James Webb Space Telescope (JWST,10 mUV = 29.3; Mason,
Trenti & Treu 2015) at this redshift are indicated. We use this result,
and similar results at other redshifts (again, considering galaxies
brighter than MUV = −17.25 only), to perform an error-weighted
Markov Chain Monte Carlo (MCMC) parameter estimation to the
linear R̄–MUV model, R̄ = a0 + a1MUV, at 18 redshifts between
z ∼ 9 and 12. We also fit for an estimate of the variance in a0, σ 2

0 .
Specific results for z = 9.2, 10.2 and 11.1 (x̄H I ≈ 0.85, 0.94 and
0.98, respectively) are given in Table 1. While one may expect a
non-linear R̄–MUV relationship (e.g. R ∝ L

1/3
UV ∝ 10−0.4MUV/3 for a

10 http://www.jwst.nasa.gov/
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Figure 4. Bubble radius versus absolute UV magnitude of the brightest
galaxy it contains (labelled ‘BGinB’ for brightest galaxy in bubble) at
z = 11.1 for MUV ≤ −17.25. The error bars show the ±1σ range in ra-
dius, calculated using the ray tracing technique described in Section 3.1.
The solid line is the best error-weighted linear fit. The large arrows indicate
the WFIRST 5σ and JWST 8σ detection limits at this redshift (see text for
details). Histograms on the top and right axes indicate the marginalized
distributions of UV magnitude and bubble radius, respectively.

Table 1. Resulting best-fitting error-weighted R̄–MUV-model parameter
values for selected redshifts/neutral fractions. Confidence limits are de-
termined by the 68 per cent confidence intervals of the marginalized
distributions.

z x̄H I a1 [Mpc mag−1] a0 [Mpc] σ 2
0 [Mpc2]

9.2 0.85 −1.28+0.03
−0.03 −20.66+0.63

−0.63 0.84+0.05
−0.05

10.1 0.94 −0.82+0.02
−0.02 −13.00+0.45

−0.44 0.27+0.02
−0.02

11.1 0.98 −0.64+0.02
−0.02 −10.06+0.41

−0.42 0.11+0.01
−0.01

cosmological Strömgren sphere generated by a source of UV lu-
minosity, LUV), many other galaxies in the neighbourhood of the
brightest galaxy in each bubble enhance the local ionizing photon
budget. Bias and clustering of these sources conspire to complicate
this relationship. We choose to fit a linear model for both simplicity
and the fact that it describes the luminosity enhancement well (see
Appendix A).

Using these results we perform non-linear fits in redshift for a1,
a0 and σ 2

0 (the bespoke functional form and best-fitting parameters
are given in Appendix A) to enable us to calculate estimates for R̄

and σR̄ as a function of magnitude and redshift. These provide the
statistical description for the mock bubble size distributions (which
we assume to be Gaussian) we utilize in Section 4.3.

4 D ETECTA BILITY

Having established a functional relationship between the typical size
of bubbles as a function of both the luminosity of the brightest galaxy
within them and its redshift, we now investigate prospects for their
detectability – and therefore direct evidence of cosmic reionization.
The two principal competing components we consider to be at play

Figure 5. Top panel: evolution of the volume-averaged spin tempera-
ture according to the Evolution Of 21 cm Structure simulation (Mesinger
et al. 2016). The evolution of the CMB temperature is shown for com-
parison. Bottom panel: corresponding volume-averaged 21-cm differential
brightness temperature for both the saturated and unsaturated signal case.
The dashed extension of the saturated case beyond z ≈ 12 indicates where
the IGM is unlikely to have been fully heated.

here are the strength of the cosmic 21-cm signal and instrumental
noise. We describe the formulation of both in Sections 4.1 and 4.2,
respectively, before presenting our detection strategy in Section 4.3.

4.1 Cosmic 21-cm signal

The relevant cosmic signal is the spatially dependent 21-cm dif-
ferential brightness temperature, δTb, between hydrogen gas and
the CMB along the line of sight (for a detailed discussion of the
fundamental physics of the 21-cm line, see e.g. Furlanetto, Oh &
Briggs 2006). For z 	 1, δTb can be written as

δTb ≈ 27xH I(1 + δ)

(
1 − Tγ

Ts

) (
1 + z

10

)1/2 (
0.15

�mh2

)1/2

×
(

�bh
2

0.023

)
mK, (1)

where δ = δ(x, z) ≡ ρ(x, z)/ρ̄(z) − 1 is the local dark matter over-
density at position x and redshift z, xH I = xH I(x, z) the local
neutral fraction, Ts = Ts(x, z) the local spin temperature, and
Tγ = 2.73(1 + z) K the CMB temperature. By using this for-
mulation we ignore redshift-space distortions. When Ts = Tγ the
21-cm signal from the IGM vanishes. Similarly, as reionization
progress (xH I → 0), the 21-cm signal diminishes. When Ts < Tγ

(Ts > Tγ ) the 21-cm signal appears in absorption (emission). In the
post-heating regime, where X-rays heat the IGM and the Lyman α

background acts to decouple the 21-cm transition from the CMB
(such that Ts 	 Tγ ), the 21-cm signal saturates (since 1 − Tγ /Ts

→ 1 in equation 1) and it appears in emission. This is demon-
strated in the top panel of Fig. 5, which shows the evolution of the
volume-averaged spin temperature, T s, according to the Evolution
Of 21 cm Structure (EOS) simulation by Mesinger, Greig & Sobac-
chi (2016) using their ‘bright galaxies’ model. In this model, reion-
ization is dominated by galaxies inside >1010 M� haloes (roughly
corresponding to MUV � −17). The bottom panel shows the corre-
sponding volume-averaged 21-cm differential brightness tempera-
ture for both the unsaturated and saturated signal case (the dashed
extension of the saturated case beyond z ≈ 12 indicates where the
IGM is unlikely to have been fully heated.). The EOS simulation
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incorporates extremely efficient SNe feedback and closely matches
the global reionization history of our fiducial model. For compu-
tational efficiency, we apply the temperature differential factor in
equation (1) homogenously to our δTb fields (which have been cal-
culated assuming signal saturation) using the EOS spin temperature
model (i.e. we simply adjust the mean temperature).

4.2 Instrumental noise

We simulate the instrumental noise of SKA1-LOW based on the
imaging performance results provided by SKAO Science Team
(2015) (hereafter SKA2015). As our detection strategy involves
using line-of-sight redshifted 21-cm spectra, the spatial structure of
the noise (i.e. in the sky plane) does not concern us. Rather, all that is
required is the rms noise, σ N, for an observation made at frequency
ν, with frequency channel width �ν, integrated over time tint, and
smoothed using a synthesized beam of full width at half-maximum
(FWHM) θb. More specific details are included in Appendix B.

4.3 Stack-averaged line-of-sight 21-cm spectra

4.3.1 Individual verses stack-averaged bubbles

In order to provide a sense of the relative brightness temperatures of
signals and noise involved, consider the bubble surrounding DR-1
at z = 11.1 (117.6 MHz). According to our simulation the globally
averaged neutral fraction of the surrounding IGM is 0.98. Therefore,
using equation (1) and assuming saturation, the bubble appears
as a near-spherical, ≈30 mK deep ‘hole’ of radius ≈5 Mpc. The
instrumental noise, smoothed in both the sky plane and frequency
space on a scale equal to the radius of the bubble (≈2 arcmin and
≈240 kHz, respectively; large enough to reduce the instrumental
noise without completely smoothing out the bubble11), has an rms
of σ N ≈ 100 mK. Not assuming saturation gives an ≈100 mK signal.
The situation improves at z = 9.2, but detection is still unlikely, with
an ≈23 mK saturated signal (≈5 mK unsaturated) hidden in noise
with σ N ≈ 10 mK.

Given the unlikely prospect of detecting individual bubbles sur-
rounding galaxies, we turn our attention to stack-averaging multiple
line-of-sight 21-cm spectra in order to improve the signal-to-noise
ratio (SNR). As an example, we look at the case using the deep
and wide near-infrared HLS by WFIRST to obtain sky position,
redshift and UV magnitude data of galaxies that lie within the SKA
deep integration field.12 As WFIRST’s planned spectroscopic sur-
vey will not be sufficiently deep to detect the same, relatively faint,
galaxy candidates as identified by the HLS imaging survey, accurate
redshift determination will require follow-up grism spectroscopy.
Redshifts would be estimated by fitting a spectral energy distribu-
tion to the spectra, as was done by Oesch et al. (2016) for GN-z11’s
spectra from the Wide Field Camera 3 (WFC3) slitless grism on
the Hubble Space Telescope (HST). Furthermore, without emission

11 Note that it is possible to smooth in the sky plane on a scale equal to
the diameter of the bubble to reduce noise further with a modest loss of
contrast of the bubble. However, due to uncertainty in the grism-determined
redshift of the target galaxy and the presence of numerous other bubbles
in the surrounding IGM, this tactic does not pay off for imaging individual
bubbles and makes identifying the bubble difficult, if not impossible.
12 The centre of the ∼2200 deg2 footprint of the WFIRST-HLS lies at a
declination corresponding to zenith at the future site of the Australian
infrastructure for the SKA, the Murchison Radio-astronomy Observatory
(http://www.atnf.csiro.au/projects/askap/site.html).

lines, these galaxies will need to be Lyman break galaxies (as this
break is by far the strongest feature in the spectra). The presence
of emission lines would likely improve redshift determination con-
sidering the high spectral resolution of WFIRST’s grism (R = 600;
Spergel et al. 2013). At the redshifts investigated in this work, it
is reasonable to expect that most of the detectable galaxies will
exhibit a Lyman break due to the low ionization fraction of the
intervening IGM. We also note that spectroscopic follow-up could
also be performed using other instruments, e.g. JWST. These sky
position, redshift and UV magnitude data are then used to stack-
average the line-of-sight redshifted 21-cm spectra centred on each
target galaxy. Ideally, this would overlay the bubbles’ spectral pro-
files on top of each other; however, since the redshift upon which
each spectrum is centred will be subject to an uncertainty due to
the uncertainty in the grism-determined redshift of the target galaxy
(which we denote by σ z), the bubbles will be scattered along the
line-of-sight axis. For the case of GN-z11, Oesch et al. (2016) used
HST-WFC3 grism spectroscopy in combination with photometric
data from the Cosmic Assembly Near-infrared Deep Extragalactic
Legacy Survey (CANDELS) to place this object at z = 11.09+0.08

−0.12.
Even at half of this uncertainty the spatial equivalent of this redshift
error at this redshift is approximately twice the size of the bubble
surrounding DR-1. Given the design specifications based on the
slitless spectroscopic survey capability requirements, Spergel et al.
(2013) report that WFIRST should be able to determine redshift
within σ z ≤ 0.001(1 + z). We make a conservative assumption in
this work by first setting our fiducial redshift error to σ z = 0.05
for all redshifts investigated, but utilize more optimistic values in
Section 5 where we explore a method to measure properties of the
high-redshift IGM.

4.3.2 Mock observation sets

We simulate the expected redshifted 21-cm stacked spectrum using
the WFIRST-HLS galaxy survey as follows. First, we only stack
redshifted 21-cm spectra corresponding to galaxies brighter than
some UV magnitude cutoff, Mcut

UV, and which have a redshift that
falls within some range, �z, centred on zc. Next, we calculate the
number of such galaxies in a single SKA1-LOW field using the
predicted intrinsic UVLFs provided by Waters et al. (2016) based on
the BLUETIDES simulation13 (see Appendix C). We find this number
to be >300 for the redshifts of interest in this work (see the dashed
contour lines in the left-hand and central panels of Fig. 7). We
randomly sample these UVLFs to obtain a redshift and magnitude
for each galaxy. Then, using our R̄–MUV–z model (and estimate for
the variance in R, σ 2

R̄
) described in Section 3.2, together with our

chosen value of σ z, we form a randomly sampled mock observation
set consisting of the tuple (z, MUV, R, �d) for each galaxy, where
R is the bubble radius (sampled from a Gaussian with mean R̄

and standard deviation σR̄), and �d is the spatial offset of the
galaxy from the centre of the spectrum [sampled from a zero-mean
Gaussian with standard deviation σ d = cσ z/H(z)].

The effective SKA1-LOW field of view has been calculated by
applying diffraction theory to a circular aperture and depends on

13 We use the results from the BLUETIDES simulation since its (400 h−1 Mpc)3

volume includes rarer bright galaxies than Tiamat, giving more appropriate
UVLF fits.
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both the observed wavelength, λ, and station diameter, Ds. The
small angle approximation for this gives

�SKA ≈ π

4

(
λ

Ds

)2

sr, (2)

providing ≈8deg2 at 150 MHz, assuming a station diameter of 35 m.
Since we find that the number of spectra required for detection is
roughly less than half of what we predict is available the field of
view is not an active constraint in this work.

4.3.3 Other considerations

There are three points to consider before moving on.

(i) Despite the high temporal cadence of our simulation, we have
a relatively limited number of snapshots between z ∼ 9 and 11.
Furthermore, since the Tiamat volume is much smaller than the SKA
survey volume, the number of bubbles around galaxies available
to stack at each redshift is in deficit. This is evident in Fig. 4,
which shows only two galaxies (DR-1 and DR-2) brighter than
the WFIRST detection limit at z = 11.1. Also, as demonstrated in
Section 3, the ionized regions surrounding the brightest galaxies
are relatively spherical and isolated (i.e. non-overlapping) at the
redshifts investigated in this work (z � 9). For this reason, we
generate synthetic spherical bubbles.

(ii) In order to beat the instrumental noise down to an acceptable
level the number of spectra required to be stacked is Nspec � 50.
Stack-averaging this number of randomly selected δTb-fields results
in a relatively smooth spectrum (i.e. fluctuations from bubbles in
the IGM are averaged out). We therefore make the approximation
of embedding our synthetic bubbles in a flat IGM whose globally
averaged δTb is set equation (1).

(iii) In the large-Nspec limit, the stack-averaged signal can be
approximated by the convolution of the redshift error probability
distribution (mapped on to the space of line-of-sight distance and
assumed to be Gaussian) and the spectral profile of a bubble of
average size R, smoothed in the sky plane on the scale of the assumed
SKA1-LOW synthesized beam. Depending on the spatial extent
corresponding to σ z (σ d) relative to the bubble size, the stack-
averaged signal will be quasi-Gaussian (in the case where σ d > R),
or more closely resemble the individual bubble profile (in the case
where σ d < R). This is demonstrated in Fig. 8 (see discussion in
Section 5.2). We take advantage of this property when calculating
ensemble detection statistics in Section 4.3.5.

Taking these issues into consideration, we construct synthetic
redshifted 21-cm spectra in the following manner: For each galaxy
in the mock observation set with associated properties (z, MUV, R,
�d), we embed a spherical bubble of radius R in a flat IGM volume
with δTb set by equation (1) (using δ = 0 and xH I equal to the
interpolated value of the globally averaged neutral fraction at z based
on our fiducial reionization model). Each volume is centred on z and
the bubble is offset from the volume centre by �d. The brightness
temperature field is binned in frequency space and smoothed in
the sky plane using a Gaussian beam with a FWHM equal to the
average diameter of the bubbles in the set. The ‘image’ in each
channel is zero-meaned as interferometers do not measure the DC
(zero spacing) mode. The line-of-sight spectrum through the centre
of the bubble is then taken and zero-meaned to simulate removal
of spectrally smooth extragalactic foregrounds (see the discussion
in Section 6). Instrumental noise for each spectrum is simulated by
randomly sampling a value for each channel based on σ N(ν, �ν, θb,
tint) (noise in each channel is assumed to be uncorrelated). We centre

the noise realization for all individual spectra on the central redshift,
zc.14 The stack-average of each of these spectral components is then
calculated.

4.3.4 Example realizations

Here we demonstrate our spectral stacking strategy with exam-
ple realizations. Fig. 6 shows the stack-average of 100 redshifted
21-cm spectra centred on galaxies brighter than Mcut

UV = −21.88 at
z = 11 ± 1.5. We assume an error in grism-determined redshifts of
σ z = 0.05 and a 1000 h integration by SKA. The frequency chan-
nel width has been set to 156 kHz (the resulting SNR is insensitive
to the choice of reasonable values of �ν.). The left-hand panels
show the unsaturated case, while the right-hand panels show the
saturated case. The upper panels show the two independent compo-
nents: the cosmic signal (‘CS’, blue) and instrumental noise (grey).
The dotted lines are the analytic approximations to the expected
stacked cosmic signal. The total signal (cosmic signal + instru-
mental noise) is shown in the middle panels (red) together with the
best-fitting Gaussian model (‘BF’, blue). The Gaussian model is
described by two parameters (depth, denoted by �T, and standard
deviation) and has been zero-meaned and fitted with an MCMC
parameter estimation technique using flat priors. We calculate the
SNR using the resulting marginalized �T distribution, defining it by
SNR = �T /σ�T , where �T is the best-fitting �T value and σ�T

an estimate of the standard deviation derived from the distribution.
The SNRs for these example realizations are 5.0 and 3.7 for the un-
saturated and saturated cases, respectively. The lower panels show
the difference between the input cosmic signal and the best-fitting
model (‘BF’ − ‘CS’). Any difference is due to a combination of
poor sampling (low Nspec), poor fitting and non-Gaussianity. The
degree of fluctuation in a randomly stack-averaged IGM for these
examples is σ IGM ≈ 0.66 mK and 0.22 mK (both � �T ) for the
unsaturated and saturated cases, respectively.

Naturally, the resulting SNR varies with each realization. For
this observation parameter set an ensemble of realizations gives
SNRs of 5.6 ± 0.9 and 3.1 ± 0.9 for the unsaturated and saturated
cases, respectively. As expected, stack-averaging a larger number
of spectra leads to an improvement, e.g. stacking the brightest 300
(Mcut

UV = −21.27, z = 11 ± 1.5) gives SNRs of 7.5 ± 0.9 and
4.6 ± 0.5 for the unsaturated and saturated cases, respectively. We
now go on to explore the full observational parameter space using
ensembles of simulations to gauge detectability, both in terms of
the expected average and scatter in the SNR.

4.3.5 Ensemble statistics

The kind of realizations in Section 4.3.4 can be performed any-
where in the valid (zc, �z, Mcut

UV) observation space. In this section
we discuss the average and scatter in SNRs for all the possible ob-
servation sets with zc = 9.5 and 11, for both the unsaturated and
saturated signal case. We calculate these by creating an ensemble
of 50 realizations at 100 points in the (�z, Mcut

UV) planes shown in
the left-hand and middle column panels of Fig. 7. For computa-
tional efficiency, we do this using an analytic formulation of the
stack-averaged cosmic signal which we have found to converge on
realizations with Nspec � 50. The number of stacked spectra is shown
by the dashed line contours, while the colour maps and unbroken

14 Doing so overestimates the resulting stack-averaged noise since the red-
shift distribution of the set of mock galaxies is dominated by lower-redshift
galaxies (due to the UVLF from which it is drawn).
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Figure 6. Example stack of (100) redshifted 21-cm spectra centred on galaxies brighter than Mcut
UV = −21.88 at z = 11 ± 1.5, assuming an error in grism-

determined redshift of σ z = 0.05 and a 1000 h SKA integration. Smoothing in frequency and the image plane has been performed following the guidelines
outlined in Sections 4.3.3 and 4.3.4. Left-hand panels show the unsaturated case, while the right-hand panels show the saturated case. Upper panels show the
independent components: the cosmic signal (‘CS’, blue) and instrumental noise (grey). Dotted lines are analytic approximations to the expected stacked cosmic
signal. The total signal (cosmic signal + instrumental noise) is shown in the middle panels (red) together with the best-fitting Gaussian model (‘BF’, blue).
The SNRs for these realizations are 5.0 and 3.7, while the degree of fluctuation in the surrounding stack-averaged IGM is ≈0.66 mK and 0.22 mK (� signal)
for the unsaturated and saturated cases, respectively. Lower panels show the difference between the best-fitting model and the input cosmic signal.

Figure 7. Resulting average SNRs for ensembles of realizations exploring the utility of different observation regimes centred on zc = 11 (upper panels) and
zc = 9.5 (lower panels) for the unsaturated case (left panels) and saturated case (middle panels). Dashed contours show the expected number of galaxies in
the SKA field of view brighter than Mcut

UV with redshifts within zc ± �z/2. The colour maps (and their solid contours) show the estimated average SNR using
stacked spectra. The horizontal shaded regions indicate forbidden regimes (dictated by the WFIRST 5σ sensitivity limit). The right-hand panels show the
SNR statistics corresponding to the valid sections of the 100-, 200- and 300-spectra contours as a function of �z. Solid and dashed lines correspond to the
unsaturated and saturated cases, respectively. Shaded regions indicate the 1σ confidence regions for the 100-spectra stack results (the variances of the 200- and
300-spectra cases are similar.). The dotted line marks a constant SNR of 5.
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contours show the average SNR (the bold contours mark a constant
SNR of 5, which we use as our threshold for detectability.). The rel-
ative two-dimensional gradients of these surfaces at these redshifts
suggest that the optimal detection strategy (in terms of maximiz-
ing efficiency) is to stack-average bubbles surrounding the brightest
galaxies in the widest redshift range possible. The right-hand panels
show the SNR statistics corresponding to the valid sections of the
100-, 200- and 300-spectra contours as a function of �z. Shaded
regions indicate the 1σ confidence regions for the 100-spectra stack
results. Only the 100-spectra scatter is shown as the variances of
the 200- and 300-spectra cases are similar. The dotted lines mark
our constant SNR = 5 detectability threshold.

5 IGM PROPERTIES

5.1 Spin temperature

The temperature differential-dependent modality of the 21-cm sig-
nal (viz. whether it is in emission or absorption) enables a qualitative
constraint to be placed on the average spin temperature of the IGM
with respect to the CMB temperature. Given a detection of ionized
bubbles using the technique described in the previous section, it is
possible to determine if the IGM surrounding them is typically in
absorption or emission (see e.g. Fig. 6). If the IGM is, on average,
in absorption, then Ts < Tγ . On the other hand, if the IGM is, on
average, in emission, then Ts > Tγ .

Furthermore, if the signal mode of the IGM was found to change
over a range of redshifts this can be used to provide a quantitative
measure of the redshift at which Ts = Tγ and therefore a measure
of Ts at this redshift. This is not possible for the reionization model
presented in this work as the bubbles begin to overlap significantly
before the IGM begins to appear in emission. However, this may not
be the case in reality as heating by unmodelled sources/mechanisms
may occur earlier.

5.2 Globally averaged neutral fraction and bubble size

Another IGM property of interest is its globally averaged neutral
fraction, x̄H I. Unfortunately, even if an accurate measurement of
the differential brightness temperature in equation (1) is made,15

this signal depends on both neutral fraction and spin temperature.
Therefore, without knowledge of the spin temperature, x̄H I can
only be determined when the signal from the IGM is saturated
(1 − Tγ /Ts → 1). Assuming the IGM is fully heated and the signal
appears in saturated emission, we may still be left with a degeneracy
in the stacked 21-cm spectra between the average size of the stacked
bubbles and the average ionization state of the IGM in which they
are embedded. This is because a stack of small bubbles has a similar
signature to a stack of larger bubbles in a more ionized IGM (so long
as σ d > R). This arises due to the grism’s limited accuracy and is
therefore an observationally introduced degeneracy, not a physical
one. We now demonstrate a method which breaks this degeneracy
by taking advantage of the non-Gaussianity and/or constant width
of the stacked spectral signal observed where uncertainty in the
grism-determined redshifts is small (such that σ d < R).

15 This may not be possible using interferometric observations due to the
inability to observe the full contrast between fully ionized and not fully
ionized regions (due to instrumental resolution, for example), i.e. no zero-
signal baseline can be established.

Figure 8. Demonstration measuring the average IGM brightness tempera-
ture (assumed to be saturated) and bubble size for a mock set of (100) galax-
ies brighter than Mcut

UV = −21.66 at z = 9.5 ± 0.25. A grism-determined
redshift error of σ z = 0.01 and a 1000 h SKA integration have been used. The
upper panel shows the independent signal components and analytic approx-
imation to the expected stacked cosmic signal (‘A’, dotted line). The total
signal is shown in the middle panel together with the best-fitting analytic
model (‘BF’, dotted line) and WFIRST’s grism redshift error distribution
(dashed line). The lower panel shows the difference between the best-fitting
model and the analytic model.

Using σ z ≈ 0.001(1 + z) as WFIRST’s spectroscopic redshift
survey capability (Spergel et al. 2013), we have σ z = 10 = 0.011 ≡
2.4 Mpc. Note that this is less than half of the typical radius of bub-
bles surrounding galaxies detectable by WFIRST at z = 10 according
to our simulation. Therefore, rather than being widely spread along
the line of sight, the bubbles are relatively tightly aligned on top of
each other in the stacked spectrum. As a consequence, their stack-
averaged spectrum resembles an instrumentally smoothed bubble
profile rather than a Gaussian with a width equal to that of the grism
redshift error distribution. The stacked signal can be seen to be in
this regime by inspection (in the case of high SNR), or by compar-
ing the width of a simple Gaussian fit for the data to σ d. Having
confirmed σ d < R, fitting the analytic model for an instrumentally
smoothed stack of spectra provides estimates for R̄ and δT b.16

This technique is demonstrated for zc = 9.5 in Fig. 8. The example
shown averages 100 redshifted 21-cm spectra centred on galaxies
brighter than Mcut

UV = −21.66 with z = 9.5 ± 0.25. We assume an
error in grism-determined redshift of σ z = 0.01 and a 1000 h inte-
gration by SKA. The upper panel shows the cosmic signal (blue) and
instrumental noise (grey). The dotted line is the analytic approxima-
tion to the expected stacked cosmic signal (‘A’). The total signal is
shown in the middle panel (red) together with its best-fitting analytic
model (‘BF’, dotted line) and WFIRST’s grism redshift error distri-
bution (dashed line, showing that σ d < R). Fitting was performed
using an MCMC parameter estimation technique using flat priors
with an upper limit on δT b equal to the value of δTb in equation (1)
with δ = xH I = 1 and assuming Ts 	 Tγ , ensuring an interpreted
estimate for x̄H I that is physically sensible (i.e. x̄H I ≤ 1). The lower
panel shows the difference between the best-fitting model and the
analytic model (‘BF’ − ‘A’). The resulting best-fitting parameter
estimates are R̄ = 6.9+0.5

−0.4 Mpc (cf. the input value of 6.8 Mpc) and

16 Note that the δT b estimate is for the average signal of the IGM, not the
depth of the trough feature in the observed stacked spectra.

MNRAS 472, 1324–1335 (2017)
Downloaded from https://academic.oup.com/mnras/article-abstract/472/2/1324/4002682
by Swinburne University of Technology user
on 22 November 2017



DRAGONS: bubbles at dawn 1333

δT b = 23.5+2.7
−3.6 mK (cf. the input value of 24.5 mK). Using equa-

tion (1), we estimate (ignoring any covariance between δTb and z
in error propagation for simplicity) that x̄H I = 0.85 ± 0.13 (cf. the
input value of 0.89).

In the above example, the observed parameter set used was chosen
so as to provide a balance between the size of the bubbles stacked
(stacking larger bubbles strengthens the signal thereby improving
the quality of the fit) and the redshift range of the galaxies, both of
which have an impact on the resulting uncertainty in our interpreted
estimate for x̄H I.

6 D ISCUSSION

Some sources embedded in an IGM with Ts < Tγ (i.e. appear-
ing in absorption) will not only ionize their surroundings to form
a bubble, but also heat the gas in their proximity through soft
X-ray emission. This will give rise to a relatively thin shell of
21-cm emission beyond the bubble (Tozzi et al. 2000; Wyithe &
Loeb 2004; Ghara et al. 2016). The δTb-profile of these sources will
therefore resemble a top-hat with ‘horns’. In order to be conserva-
tive we have ignored these effects, although they would improve the
SNR of the stacked spectra used for our detectability predictions in
Section 4.

Foregrounds were anticipated and have proven to be a signifi-
cant challenge to detecting the cosmic signal due to their brightness
and the chromatic response of the new generation of low-frequency
interferometers (see e.g. Pober et al. 2016). In this work we have
assumed anthropogenic RFI and both Galactic and extragalactic
point sources have been removed from the observation data leaving
no residual. We have also assumed there are no contamination or
removal effects by diffuse Galactic foregrounds (synchrotron emis-
sion) apart from the mean removal for each line-of-sight spectra as
discussed in Section 4.3.3. Previous work has shown that, due to
its spectral smoothness, it is possible to subtract this foreground in
the imaging regime using a polynomial fitting-based method along
each line of sight (see e.g. McQuinn et al. 2006; Wang et al. 2006;
Geil et al. 2008; Petrovic & Oh 2011; Alonso et al. 2015). Since the
spectral features we stack in this work are narrow in comparison
with the frequency bands over which foreground fitting and sub-
traction is performed, we expect that these cosmic signatures will
not be removed.

7 SU M M A RY A N D C O N C L U S I O N S

We have investigated the feasibility of directly detecting regions
of ionized hydrogen surrounding galaxies by stacking redshifted
21-cm observations around optically identified luminous galaxies
during early stages of the EoR. In particular, we look at utilizing
low-frequency observations by the SKA and near infrared survey
data of WFIRST in order to image bubbles surrounding massive
galaxies at z � 9.5.

Our main results can be summarized as follows.

(i) Our modelling, using the DRAGONS simulation suite, pre-
dicts a linear relationship between the size of ionized bubbles and
the luminosity of the brightest galaxy within them (in terms of in-
trinsic absolute UV magnitude, for MUV ≤− 17.25), which evolves
with redshift. We provide a fit for this relation and its scatter as a
function of redshift.

(ii) Individual bubbles will not be detected with SKA1-LOW.
However, by stacking 100 or more redshifted 21-cm spectra it is

possible to detect the EoR directly with a significance of at least 5σ

at z ∼ 9–12.
(iii) Both the spin temperature of the IGM and the accuracy of

the grism-determined redshifts of the galaxies have a significant
impact on the detectability of reionization.

(iv) It is possible to place qualitative constraints on the evolution
of the spin temperature of the IGM at z � 9 and it may be possible to
quantitatively measure the redshift at which it is equal to the CMB
temperature.

(v) Measuring the average size of bubbles and globally averaged
neutral fraction of the IGM is a difficult task due to the degeneracy
of these properties’ contribution to the cosmic signal. However,
if the IGM can be assumed to be fully heated (such that the 21-
cm signal is saturated) and the accuracy of the grism-determined
redshifts of the galaxies is sufficiently high (compared to the average
bubble size of the stack) then this degeneracy may be broken and
both the average bubble size and neutral fraction can be accurately
determined.

We conclude that imaging 21-cm emission around samples of
luminous galaxies from the EoR will provide an additional and
complementary probe of cosmic reionization.
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APPENDI X A : R̄– MUV R E L AT I O N

A1 Assumed linearity

The typical radius of a cosmological Strömgren sphere, RS, gener-
ated by a source of UV luminosity LUV scales as RS ∝ L

1/3
UV (see

e.g. Cen & Haiman 2000). In terms of absolute UV magnitude, this
gives RS ∝ 10−0.4MUV/3 (i.e. non-linear in RS–MUV). The R̄–MUV

plot in Fig. 4, however, shows average bubble radius as a function
of the absolute UV magnitude of the brightest galaxy only in each
bubble. Of course, many other galaxies contribute ionizing photons
towards the formation of an ionized region (the brightest of these
can be seen in Figs 1 and 3). These galaxies are both clustered
and biased and therefore any enhancement they perform effectively
depends on the luminosity of the brightest galaxy in the bubble,
LBGinB

UV , and the size of the region. The total luminosity of galaxies
in a region may therefore be written as

LTotal
UV = LBGinB

UV + LNCs
UV (LBGinB

UV , RS), (A1)

(where NCs stands for ‘Non-Centrals’) and the resulting bubble size
scales as R ∝ (LTotal

UV )1/3. It is this luminosity and scale dependence
that alter the simple cube root Strömgren sphere relation. This is
clearly demonstrated in the left-hand panel of Fig. A1 which shows
LTotal

UV versus LBGinB
UV at z = 11.1 (similar results are obtained at

other redshifts.). In this plot the blue dashed line corresponds to
the LTotal

UV = LBGinB
UV (brightest galaxy-only Strömgren sphere) case,

the green line to the linear R̄–MUV relation used in this work (nor-
malized to best fit the data), and the thin black line to an estimate
of the LTotal

UV –LBGinB
UV relation. The important thing to note here is

that the data do not suggest a power-law relation between LTotal
UV

and LBGinB
UV (and therefore the luminosity enhancement, LNCs

UV , is in-
deed LBGinB

UV -dependent). Hence the cube root-in-LBGinB
UV Strömgren

sphere relation cannot hold. The right-hand panel shows the corre-
sponding R–MBGinB

UV relations (all normalized to best fit the data.).
This shows the total luminosity-models (green and black lines)

Figure A1. Left panel: total luminosity of galaxies in bubbles as a function of the luminosity of the brightest galaxy in the bubble at z = 11.1. Right: bubble
radius as a function of absolute UV magnitude of the brightest galaxy in the bubble. The blue dashed lines correspond to a brightest galaxy-only Strömgren
sphere relationship, the green lines to the linear R̄–MUV relation used in this work and the thin black lines to an estimate of the LTotal

UV –LBGinB
UV relation.
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Figure A2. Best-fitting error-weighted R̄–MUV-model parameter values
(data points) for 18 different redshifts between z ∼ 9 and 12: a1 (upper
panel), a0 (middle panel) and σ 2

0 (lower panel). Exponential fits are shown
by the blue lines.

Table A1. Resulting best-fitting values for the functional coefficients of
equation (A2) for each R̄–MUV model parameter introduced in Section 3.2.

R̄–MUV model Function coefficients
Parameter description Symbol c0 c1 c2

R̄–MUV gradient a1 0.0505 0.384 17.5
Systematic R̄ offset a0 2.32 0.401 14.5
Variance of systematic offset σ 2

0 2.73e-3 1.37 13.4

appear to fit the data reasonably well (note, however, that the scatter
is relatively large.). A reduced chi-squared analysis fails to show
that any of these models describe the data significantly better than
any other. We leave the analytic solution to the R̄–MUV relationship
to future work.

A2 Fitting R̄–MUV model parameters in redshift

In Section 3.2 we calculated the best-fitting error-weighted R̄–MUV-
model parameter values for 18 different redshifts between z ∼ 9 and
12. These are shown by the data points in Fig. A2. To each parameter
(a1, a0 and σ 2

0 ) we fit the same exponential functional form, given
by

f (z, c0, c1, c2) = c0 exp[−c1(z − c2)]. (A2)

The resulting best-fitting values for these functional coefficients are
given in Table A1.

APPENDIX B: SKA1-LOW N OISE

This Appendix describes how we simulate the instrumental noise
of SKA1-LOW. For a comprehensive and authoritative overview
of interferometric techniques for radio astronomy, see Thompson,
Moran & Swenson (2001).

Figure B1. Simulated image-space brightness temperature sensitivity for
a deep (1000 h) integration using a frequency channel width of 1 MHz
as a function of frequency and synthesized beam FWHM (reproduction of
fig. 9 in SKA2015). Blue, green and red lines are the 1, 10 and 100 mK noise
isograms, respectively. For reference, the dashed line shows the redshifted
21-cm line frequency corresponding to the redshift of GNz-11.

The image-space noise realizations used throughout this work
were generated based on instrumental specifications provided by
SKAO Science Team (2015) (hereafter SKA2015). In particular, we
use their simulated brightness temperature sensitivity results for a
deep (1000 h) integration as a function of frequency and synthesized
beam FWHM (see fig. 9 in SKA2015, or the reproduced version
shown in Fig. B1). This uses a fiducial frequency channel width of
1 MHz; however, calculating the sensitivity for different integration
times and/or frequency channel widths is possible by noting that

σN ∝ 1√
�ν tint

. (B1)

APPENDI X C : B LUET IDES U V L F

In this work we have used the following double power law to de-
scribe the predicted intrinsic UVLFs for galaxies at z = 9–11:

φ(M) = φ∗

100.4(α+1)(M−M∗) + 100.4(β+1)(M−M∗)
(C1)

(Bowler et al. 2014). Here φ∗, M∗, α and β are the normalization,
characteristic magnitude, faint-end slope and bright end slope, re-
spectively. We use the best-fitting values to these parameters, found
using the BLUETIDES simulation by Waters et al. (2016). These are:

ln(φ∗) = −[(0.96 ± 0.22)(1 + z) + (1.57 ± 2.32)]

M∗ = (0.28 ± 0.12)(1 + z) + (−24.79 ± 1.41)

α = −[(0.14 ± 0.02)(1 + z) + (0.72 ± 0.24)]

β = −[(0.15 ± 0.05)(1 + z) + (1.78 ± 0.60)]

where φ∗ is in Mpc−3 mag−1.
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