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The dielectric properties and molecular structure of water mixtures with different nonpolar solutes
(methane and noble gases) are studied using molecular dynamics. The water-water, water-solute,
and solute-solute interactions are calculated using the combination of a polarizable potential [J. Li,
Z. Zhou, and R. J. Sadus, J. Chem. Phys. 127, 154509 (2007)] for water plus the Lennard-Jones
potential. The effect of solute size and concentration on the solubility of the system, hydrogen bond-
ing, dielectric constant, and dipole moment are investigated over a temperature range of 278–750 K
and solute percentage mole fractions up to 30%. Solute particles affect the structure of water, re-
sulting in the compression of oxygen-oxygen and oxygen-hydrogen radial distribution functions.
The influence of the solute extends both to relatively low concentrations and high temperatures.
The coordination numbers of aqueous solutions of the nonpolar solutes appear to be proportional
to the size of the solute particles. Our study shows the destructive influence of the nonpolar so-
lute on both the tetrahedral water structure and hydrogen bond formation at solute concentrations
greater than 30%. The presence of nonpolar particles typically decreases both the dielectric con-
stant and dipole moment. The decrease of dielectric constant and water dipole moment is directly
proportional to the solute concentration and temperature. © 2012 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4753940]

I. INTRODUCTION

Binary fluid systems of water and an inert nonpolar
second component have been extensively investigated
experimentally1–5 and with the help of molecular dynamics
(MD) and Monte Carlo (MC) techniques. Phase equilibria,
critical curves, and thermodynamics functions for a wide
range of temperatures and pressures have been determined
for mixtures containing water plus argon,1 xenon,2 neon,3 and
methane,4 etc. Aqueous mixtures are of considerable interest
in geochemistry and chemical technology (development of
undersea deposits of gas hydrates), industrial technology
(electric power generation, extraction process, decontamina-
tion), and biochemistry (protein folding, micellization). In
particular, the solvation of nonpolar gases exhibits interesting
behavior with increasing temperature. The solubility of inert
gases in water at room temperature, which is several orders of
magnitude smaller than in other liquids such as hydrocarbons,
initially decreases with increasing temperature, goes through
a minimum, and then exhibits a steep rise at subcritical
temperatures. Complete miscibility is eventually reached for
several nonpolar molecules above the critical temperature of
water. This makes supercritical water a useful medium for
chemical reactions.

Despite the importance of supercritical aqueous mix-
tures, the molecular structure of supercritical water in the
presence of nonpolar solutes has not been extensively deter-
mined experimentally. Recent neutron diffraction studies ex-
plored the hydration shell of argon at sub-critical conditions,
using distinct isotopes of argon in normal and heavy water.5, 6

a)Electronic mail: rsadus@swin.edu.au.

These data showed structural changes in the hydration shell
of the solute, compared to ambient conditions, in agreement
with previous MD simulations on mixtures of rare gases and
extended simple point charge (SPC/E) water.7, 8 In the pres-
ence of a nonpolar solute, reorganization of the water solvent
is observed5–7 around the hydrophobic solute molecules. The
ordering of water causes a decrease of entropy in competition
with the enthalpic term, which favors solvation. The nonpo-
lar molecules of the solute tend to aggregate to reduce the
local order of the water molecules. The balance between the
entropic and the enthalpic terms determines the phenomenon
of hydrophobic hydration.7, 9 It has also been observed that
the solubility of rare gases increases as the size of the solute
increases,7, 10, 11 which is attributed to the interplay between
energetic and entropic contributions to the free energy of sol-
vation. According to the simulation results reported by Guil-
lot and Guissani7 with the SPC/E model,12 the energetic term
favors the solubility of larger solutes while the entropic term
depresses solubility with increasing size.

The question of the solubility of nonpolar particles in wa-
ter is directly relevant to the formation of clathrate hydrates.13

Clathrate hydrates are supramolecular compounds of water
molecules and guest components without chemical bonds be-
tween them. Water molecules form a three-dimensional host
structure (the lattice) through hydrogen bonding; this lattice
is at sufficiently low density to contain a number of well-
characterized pores, or “cages,” in which other molecules
(guests) are trapped. It is reported that, despite being chem-
ically neutral, most of the noble gases form clathrates in
water.14 The conditions for clathrate hydrate formation
depend on temperature, pressure, and the concentration of
the solute. Therefore, the knowledge of solute concentrations
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at which the “cages” are stable is of great importance.
Undoubtedly, among the many clathrate hydrates, methane
clathrates are of paramount interest for modern industry.

Methane is the simplest hydrocarbon molecule and has
often been considered to be a good model for understanding
hydrophobic interactions. It is now generally believed that the
nature of hydrophobicity is size dependent. Small nonpolar
molecules such as methane have a hydration free energy near
ambient conditions that is largely entropic; that is, it depends
more on the number of ways all of the water molecules in the
methane hydration shell can form hydrogen bonds rather than
their energies. Therefore, the number of water molecules in
the solvation shell of small nonpolar molecules is of central
importance.

Another interesting effect of nonpolar solutes is their in-
fluence on the polarization properties of water. The polar-
ization properties of critical and supercritical water in the
presence of nonpolar solutes have not been determined ex-
perimentally. Polarizable potentials were used in the molecu-
lar simulation studies of Cristofori et al.11 and Dyer et al.15

and references therein. However, these studies were devoted
mainly to the question of the solubility of nonpolar solutes in
water at very low concentrations.

The main aim of this work is to use molecular simulation
to investigate the structure of water-nonpolar systems at am-
bient, critical, and supercritical temperatures and solute mole
fractions up to 30%. Previous studies were unable to indicate
how the hydration number might vary with the temperature
and pressure at which the hydrate was formed. This work pro-
vides data for the hydration number over a wide range of state
points for water plus noble gases and methane. Results are
reported for the solvation shell size, hydration number, and
role of the solute particle size on solubility of the solute and
their temperature dependence. The dipole moment and dielec-
tric constant of water-nonpolar solute systems are also inves-
tigated.

II. THEORY

A. Intermolecular potentials

1. Water-water potential

In this work, we investigate the influence of nonpolar
solute concentrations and size on structural and polarization
properties of water in the temperature range of 278–750 K.
We consider water molecules as a rigid triatomic system with
two negative charges placed on hydrogen atoms and one pos-
itive charge placed on the bisector of the H–O–H angle near
the oxygen atom. The geometry of the water molecule is the
same as given in Ref. 16 with an O–H bond length of 0.9572 Å
and a H–O–H bond angle of 104.52◦. For the calculation
of water-water intermolecular interactions, we have used
the polarizable Matsuoka-Clementi-Yoshimine nonadditive
(MCYna) potential17 model which originates from the ab
initio Matsuoka-Clementi-Yoshimine (MCY) potential.16 The
intermolecular potential U(r) for water is the sum of two-body
additive u2, nonadditive three-body u3, and polarizable upol

TABLE I. Intermolecular parameters used in the MCYna17 intermolecular
potential. Unless otherwise stated, all values are in atomic units.

Parameter Value

a1 1734.1960
a2 2.726696
a3 1.061887
a4 1.460975
b1 2.319395
b2 1.567367
b3 0.436060
b4 1.181792
q2 0.514783
rOH 0.957200
rOM 0.505783
θHOH (deg) 104.52
α (Å3) 1.44
ν 287.944

contributions

U (�r) =
N∑

i<j

u2(�ri, �rj ) +
N∑

i<j<k

u3(�ri, �rj , �rj ) + upol. (1)

The contribution of two-body interactions was obtained
from the ab initio MCY potential,16

u2 = q2 ·
(

1

r13
+ 1

r14
+ 1

r23
+ 1

r24

)
+ 4q2

r78

− 2q2

(
1

r18
+ 1

r28
+ 1

r37
+ 1

r47

)
+ a1e

(−b1r56)

+ a2(e(−b2r13) + e(−b2r14) + e(−b2r23) + e(−b2r24))

+ a3(e(−b3r16) + e(−b3r26) + e(−b3r35) + e(−b3r45))

− a4(e(−b4r16) + e(−b4r26) + e(−b4r35) + e(−b4r45)). (2)

The meaning of the parameters is the same as given in the
literature16 and their values are summarized in Table I. The
various distances used in Eq. (2) are defined in Fig. 1. The
benefit of an ab initio potential is that it should avoid many
of the theoretical uncertainties of empirical intermolecular

FIG. 1. Definition of the water dimer geometry identifying the intermolec-
ular separations used in the two-body contribution to the MCYna potential
appearing in Eq. (2).
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potentials, such as the need to fit the parameters of the po-
tential to experimental data for various properties.

Nonadditive contributions to intermolecular interactions
arise for induction interactions, resulting from molecular po-
larizability, short-range repulsion, and dispersion interactions.
It is well documented17, 18 that multibody dispersion interac-
tions can be adequately described using the Axilrod-Teller19

triple dipole term,

u3 = ν(1 + 3 cos θi cos θj cos θk)

(rij rikrjk)3
, (3)

where θ i, θ j, and θ k are inside angles of the triangle formed
by three atoms denoted by i, j, and k, and rij, rik, and rjk are
the three side lengths of the triangle. Equation (3) is applied
exclusively for triplets of oxygen atoms because their posi-
tions almost coincide with the center of the mass of the wa-
ter molecule and the three-body interaction between hydro-
gen atoms is negligible by comparison. The parameter ν is
the nonadditive coefficient, which can be determined from
experiment.20 The theoretical background and rationale for
using this formula is given elsewhere.17 The contribution of
multibody nonadditive from polarization interactions was ob-
tained from21

upol = −1

2

N∑
i=1

�μind
i · �Eo

i , (4)

where �Eo
i is the electrostatic field of surrounding charges, and

�μind
i is the induced dipole at site i given by

�μind
i = αβ · �Ei = αβ ·

⎡
⎣ �Eo

i +
N∑

j=1,j �=i

Tij �μind
j

⎤
⎦ . (5)

In Eq. (5), αβ is the polarizability and Tij is the dipole
tensor given by

Tij = 1

4πεor
5
ij

[
3rij r

′
ij − r2

ij

]
. (6)

2. Water-solute and solute-solute potentials

For the MD simulations, we consider solute particles as
points with zero charge. Due to the weak interaction between
water and noble gases, which can serve as a model for hy-
drophobic interactions of water with nonpolar particles, the
exact form of the interaction potential is still not known. Many
early ab initio and MD simulation were performed to deter-
mine the form of this potential for water-Ne,22 water-Ar,22, 23

water-Kr, and water-Xe15 interactions. However, such ab ini-
tio potentials22, 23 are very computationally expensive or were
applied for the case of very dilute solutions.15 In addition
to their theoretical complexity, the common disadvantage of
these ab initio potentials is their inability to reproduce London
dispersion interactions. In this work, for the sake of simplicity
and computational economy, we have used the Lennard-Jones
(LJ) potential to handle interactions between water and solute

TABLE II. Lennard-Jones potential parameters used for water-solute and
solute-solute pair interactions.7

ε/kb (K) σ (nm)

H2O 78.22 0.31366(O)

Ne 18.56 0.3035
Ar 125.0 0.3415
CH4 147.5 0.3730
Kr 169.0 0.3675
Xe 214.7 0.3975

particles

uij = 4ε

[(
σ

rij

)12

−
(

σ

rij

)6
]

, (7)

where σ is the atomic diameter and ε is the well depth. We
have chosen the parameters (see Table II) of the LJ poten-
tial that are appropriate for solute particles of neon, argon,
krypton, xenon, and methane.7 It is well established that the
Lennard-Jones potential is a reasonable approximation for the
intermolecular interactions of argon, krypton, and xenon. In
contrast, increasing quantum influences mean that the param-
eterization of the potential for neon is likely to be less accu-
rate. Although calculations for mixtures including neon are
likely to be less quantitatively accurate than for the other sys-
tems, the trends observed are likely to be at least qualitatively
correct. Calculations for water-neon are also reported here for
the benefit of completeness.

The interactions between methane and water molecules
stand out because of the polyatomic structure of the methane
molecule. The real water-methane energy surface is not
isotropic in relation to all possible mutual orientations of
interacting molecules.24 For example, as was shown by
Mateus et al.,25 the two most common configurations are the
ones were methane plays the role of either proton acceptor, or
proton donor. Consequently each configuration has different
probability and energy. Nonetheless, the Lennard-Jones
potential has been commonly used to represent methane
with considerable success.6, 13 For the purposes of this work,
we can easily apply the LJ potential for water-methane and
methane-methane interactions. LJ parameters are given in
Table II. Parameters for water-solute interaction are defined
by the Lorentz-Berthelot combining rules

σ12 = σ1 + σ2

2
, (8)

ε12 = √
ε1 · ε2. (9)

As long as hydrogen atoms have zero ε and σ , only
oxygen atoms participate in direct LJ interaction with solute
particles.

B. Properties calculated

1. Structural properties

The structure of water was investigated by calculat-
ing the radial distribution function (RDF) g(r) from the
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following formula:21

gij (r) = V

4πρ2N (N − 1)

〈∑
i

ni(r)
r

〉
, (10)

where V is the system volume, and n(r)
r is the number of
particles that exist in the region between r and r + 
r. For
polyatomic molecules, all the different combinations of RDFs
give relative positions of molecules as well as the intermolec-
ular bonding information. We also calculated the first solute-
oxygen, oxygen-oxygen, and oxygen-hydrogen coordination
numbers,

nij = 4πρ

∫ rmin

0
gij (r)r2dr, (11)

where ρ is the number density, which in this work is equal to
100 particles/nm3. The ij subscript in gij(r) stands for different
kinds of interatomic RDFs we are interested in; for example,
O–H, O–O, Ne–O, Ar–O, CH4–O, etc.

2. Dielectric constant and dipole moment

The dielectric constant or relative permittivity εm is di-
rectly related to the intermolecular orientational correlation
and magnitude of each molecular dipole moment. The dielec-
tric constant was calculated in these simulations from the total
dipole moment fluctuation,21, 26

εm = 1 + 4πρμ2

3kBT
gk. (12)

In Eq. (12), kB is the Boltzmann constant, and gk is the
Kirkwood factor, which can be obtained from the fluctua-
tion of the total dipole moment [ �M = ∑

( �μi + �μind
i )] of the

ensemble,

gk = 〈M2〉
Nμ2

. (13)

The Kirkwood factor is defined such that it has a value
of unity if no orientational correlation is found. For a water-
solute system, the total dipole moment should contain contri-
butions from all species27

M2 =
∑

xiM
2
i = xsM

2
s +xwM2

w, (14)

where xs and xw are mole fractions of solute and water, re-
spectively. Because the nonpolar solute particles do not have
a permanent dipole moment, only water molecules contribute
to the total dipole moment of the system. The evaluation of
εm depends on the treatment of the long-range electrostatic
interactions. The Ewald sum was used for long-range electro-
static interactions in the dielectric constant calculation, which
is equivalent to tin-foil boundary conditions in the reaction
field method (see Ref. 17 and references therein). As dis-
cussed elsewhere,28 this approximation introduces an addi-
tional uncertainty in the results. However, in practice the re-
ported errors17 are negligible. The total molecular dipole mo-
ment �μ, which has contributions from both the partial charge
(permanent electric dipole equals 2.1936 D) and the induction

interactions, is averaged over the entire ensemble,

�μ = 1

N

N∑
i=1

( �μi + �μind
i

)
. (15)

C. Simulation details

Canonical NVT molecular dynamics simulations using
the Shake algorithm26 were performed for systems of N
= 500 particles with a density 1.0 g/cm3 and a temperature
range of 278–750 K. Several MD simulations were performed
for systems with solute percentage mole fractions of xs

= 1%, 2%, 4%, 6%, 10%, 15%, 20%, and 30%. The Ewald
summation method was used to evaluate the long-range part
of the Coulomb potential.26 The convergence parameter for
the Ewald sum was α = 5.0/L, with summation over 5 × 5
× 5 reciprocal lattice vectors, where L is the box length. The
three-body interactions were truncated at L/4,18 and a cutoff
of L/2, is applied to the additive two-body interaction. During
the pre-equilibration stage, the temperature was held constant
by rescaling the velocities every ten steps, which we found to
be equivalent to results obtained using a Gaussian thermostat.
The simulations were commenced from an initial face cen-
tered cubic lattice with a time step of 2 fs. The systems were
equilibrated for 500 ps before any ensemble averages were
determined. At each temperature, the total simulation time
was at least 2 ns, which corresponds to 1×106 time steps.
The equations of motion were integrated using a leap-frog
algorithm.26 To determine the induced dipole moment, a
direct solver, namely, the conjugate gradient method29 was
used. To speed up the calculations of the dielectric constant,
which is slow to converge, the first 500 ps of the simulation
was performed without the Axilrod-Teller term. In this case,
the total simulation time was 2 ns. Ensemble averages were
obtained by analyzing post-equilibrium configurations at
intervals of 100 time steps and standard deviations were
determined.

III. RESULTS AND DISCUSSION

A. Water-solute radial distribution functions

To define the inner structure of these systems, we studied
RDFs at 298 K and xs = 20% for Ne and Ar, xs = 15%
for CH4, xs = 10% for Kr, and 6% for Xe. Figure 2 shows
solute-oxygen (gso) radial distribution functions. From this
figure, we can see that the solute-oxygen curves start at
distances proportional to the parameter σ , in the following
order σ Ne < σ Ar < σ CH4 < σ Kr < σ Xe. The position of the
1st peak allows us to identify the radius of the 1st solvation
shell water molecules formed around solute particles. The ap-
proximate radii for the given values of xs and temperature are:
rNe = 0.313, rAr = 0.332, rCH4 = 0.334, rKr = 0.35, and rXe

= 0.365 nm. Simulations performed for higher temperatures
show that the size of the solvation shells decrease slightly
with increasing temperature.

One of the main tasks of the present work was to in-
vestigate the distortion of the structure of water caused by
the inert solutes. Figure 3 compares oxygen-oxygen (goo),
oxygen-hydrogen (goh), and hydrogen-hydrogen (ghh) RDFs
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FIG. 2. Solute-oxygen gso(r) radial distribution functions for water-solute
systems at 298 K. Starting from left to the right, the solutes are Ne (black xS

= 20%), Ar (red xS = 20%), CH4 (green xS = 15%), Kr (blue xS = 10%),
and Xe (olive xS = 6%).

for pure water with RDFs of water-Ne, water-Ar, and water-
CH4 systems at T = 298 K and xs = 20%. It is apparent from
Fig. 3 that the presence of the nonpolar solute increases and
slightly widens the 1st O–O, O–H, and H–H peaks. Water-

FIG. 3. (a) Oxygen-oxygen goo(r), (b) oxygen-hydrogen goh(r), and
(c) hydrogen-hydrogen ghh(r) distribution functions of pure water (dashed
black line) and aqueous solutions of Ne (short dashed line xS = 20%), Ar
(dotted red line xS = 20%), and CH4 (continuous green line xS = 15%) at T
= 298 K.

argon and water-methane O–O and O–H first peaks are higher
than in the case of pure water (dashed curve). We can con-
clude that increasing the concentration of a large nonpolar so-
lute particle such as Ar or CH4 compresses the water struc-
ture because of solute-oxygen repulsion. The second O–O
peak is flattening out and almost disappears in the presence
of 15%–20% solute particles, which indicates a significant
distortion of the usual water shell structure by solute parti-
cles at distances larger than 0.4 nm. The effect of the solutes
on goh(r) is to increase the 1st minima and decrease the 2nd
minima. In general, data from Fig. 3 suggest that the solute
particles slightly distort the 1st shell while the distortion of
water structure at longer distances is much more significant.
Similar indications of nonpolar solutes induced distortion of
water structure were obtained for dilute aqueous mixtures of
Ar,6, 30 CH4,31 He,6 and Kr.6

By analyzing the distribution functions from Figs. 2 and
3, we can infer the shape of the solvation shell around solute
particles. For example, by comparing the 1st Ne–O and Ne–H
peaks positions, we can see that the 1st Ne–H peak is located
some 0.95 nm closer to the Ne atom than the 1st Ne–O peak,
which is almost equal to the length of O–H covalent bond
(0.9752 nm for the MCYna model). Taking this into account,
we can infer that the hydrogen atoms of the water molecules,
which form a shell around Ne atoms, are oriented almost radi-
ally inward. This orientation of H-atoms is in agreement with
the Hartree-Fock calculations of Losonczy et al.,22 which in-
dicate that the water-neon pair potential has a minimum when
the Ne atom is located in the water molecule plane along one
of the O–H axes. RDFs for larger solute particles show similar
behavior. The hydrogen atoms of water molecules in the 1st
solvation shell are orientated slightly toward the central solute
particle, and not almost completely radially as is the case for
the small Ne atom.

The 2nd peaks of gArO(r), gCH4−O(r), gKrO(r), and gXeO(r)
are located at a shorter distance than the 2nd peaks of the cor-
responding solute-hydrogen functions (0.615 nm for Ar–O vs.
0.64 nm for Ar–H, 0.638 nm for CH4–O vs. 0.66 nm for CH4–
H, 0.62 nm for Kr–O vs. 0.665 nm for Kr–H, and 0.583 nm for
Xe–O vs. 0.63 nm for Xe–H for the values of xs indicated in
Fig. 2). This means that the water molecules of the 2nd shell
point their oxygen atoms preferentially toward the solute and
the hydrogen atoms toward the bulk, while in the 1st shell H
atoms are pointed from the bulk and toward the solute particle.
This enclathration mechanism, or encagement phenomenon,
has been viewed in several simulation studies7, 8, 11, 30 on hy-
drophobic solutes in water and it is one of the most important
features of hydrophobic hydration at the atomic level.

B. One-phase region

Solute concentration and size also affect the solubility
of the given substances in water. Our simulations indicate a
tendency for the large Xe and Kr atoms to demix at con-
centrations higher than 6% and 10%, respectively. Medium
sized Ar and CH4 tend to demix at xs > 30% while small Ne
atoms remain in a single phase with water even at higher con-
centrations. The solubility of these particles also depends on
temperature. At xs ≤ 10%, all the water-solutes systems
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appear to be in one phase throughout the entire temperature
region of 278–750 K irrespective of the size of the solute par-
ticles. At ambient temperatures, both water-Ar and water-CH4

systems separated into two phases when xs = 20%. At xs =
30%, water-Ar and water-CH4 systems do not tend to mix at
temperatures up to 340 K and 450 K, respectively. Therefore,
all results presented in the given work belong to the ranges
of xs and temperature where full water-solute miscibility is
attained.

We report calculations for the homogeneous phase at el-
evated temperatures, involving solute concentrations up to
30%. These phase conditions obtained at constant volume
(NVT ensemble) should not be confused with the very small
solubility of noble gases and methane in water at ambient con-
ditions. Extensive experimental studies of various aqueous so-
lutions of nonpolar solutes conducted by Franck et al.1–3 con-
firm the existence of a single homogeneous phase at xs = 30%
and even higher concentrations at near critical and supercrit-
ical temperatures. For example, Fig. 10 in Ref. 32 and Fig. 2
in Ref. 1 show phase equilibrium isopleths and isotherms at
solute concentrations up to 30% at near critical temperatures
for water-methane and water-argon systems, respectively.

Although the existence of a single phase for water
mixtures of relatively high non-polar solute concentrations
(xs ≥ 30%) has been observed experimentally at high
temperatures and high pressures, the extent of miscibility at
low temperatures (T < 500 K) and high pressures remains
unclear. The very low methane solubility in water at T
< 500 K and p < 100 MPa has been amply demonstrated
by both experimental1–3, 33 and simulation data.4 However,
most measurements33 have been reported for the methane in
the gas state, e.g., a density of 0.00068 g/cm3 at T = 288 K,
p = 0.1 MPa. In contrast, for the NVT simulations reported
here, the density of the whole mixture is held constant at
1g/cm3, which is more than 1000 times larger than reported
by Zheng et al.33 and Errington et al.4 As a result of this
confinement, the pressures observed in our simulations are
much higher, resulting in increased solubility. For example,
our pressures at the same methane concentrations reported
in Ref. 4 (Figs. 3–5) are greater than 200 MPa (423 K),
420 MPa (523 K), and 600 MPa (603 K). This compares with
pressures less than 100 MPa at low methane concentration at
these temperatures.4 In Ref. 34 (Fig. 2), a schematic pressure-
composition diagram for methane + water is reported based
on some experimental observations at 298 K. This largely
qualitative phase diagram identifies a single-phase liquid
region at pressures up to 1 GPa with increasing methane
concentration.

To check the stability of the mixtures, we conducted ad-
ditional simulations for water-Ne and water-CH4 at xs = 20%
and 30% using boxes elongated two-fold in one direction
with the clearly separated water-rich and solute-rich phases.
We also compared the miscibility range of the MCYna + LJ
system with that of the nonpolarizable SPC/E (Ref. 12) +
LJ model. In the elongated simulation box, all systems were
equilibrated for 1 ns with another 1 ns dedicated for accumu-
lation of ensemble averages. All systems showed the same
mixing behavior as in the original cubic simulation box with
the same values of dielectric constant and dipole moment.

FIG. 4. Temperature dependence of (a) argon-oxygen, (b) oxygen-oxygen,
and (c) oxygen-hydrogen coordination numbers at argon mole fractions of
0% (black �), 10% (red �), 20% (blue ●), and 30% (green �). The lines
through data points are given only for guidance.

We found that the single homogeneous phase for the
nonpolarizable SPC/E + LJ system is restricted to smaller
solute concentrations than can be observed for the MCYna
+ LJ system. For water-CH4, the highest solute concen-
trations at which a single phase was obtained using SPC/E
+ LJ are xs = 20% at T > 650 K and xs = 15% at T > 400 K.
For the water-Ne system, the highest single-phase conditions
are xs = 30% at T > 650 K and xs = 20% at T > 400 K. In
contrast, the MCYna + LJ calculations yield a single phase
at solute concentrations up to 30% for both systems. As the
solute particles are modeled by the same LJ potential, the
differences observed can be attributed to the water potential.
The average MCYna water-water intermolecular energy is
–39.0 kJ/mol, which compares with a value of –47.0 kJ/mol
for the SPC/E potential. This suggests that the more loosely
attracted MCYna water molecules allow solute particles to
diffuse inside the hydrogen-bond network to a greater extent
than SPC/E water molecules. Differences in the structure of
water obtained by the two different potentials are apparent in
the oxygen-oxygen RDFs.35 The SPC/E O–O peak reaches
a value 3.2 at T = 298 K while the MCYna O–O peak has a
value of 2.5. This again indicates a much more strongly con-
nected water shell structure of the SPC/E model. As shown
elsewhere,35 SPC/E provides better prediction of water’s
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FIG. 5. Coordination numbers of aqueous solutions of Ne (black �), Ar (red
●), CH4 (green �), Kr (blue �), and Xe (olive �) at T = 298 K as a func-
tion of solute concentration. The lines through data points are given only for
guidance.

structure at T < 373K, while significantly overestimating
its structure at T > 373K, particularly at low densities. The
MCYna model underestimates water molecules ordering at
ambient conditions, but at the same time, it is much better
in predicting the dielectric constant, dipole moment, and to
some extent hydrogen bonding (see Figs. 2–4 in the Ref. 35),
which are properties of interest in this work.

C. Structure of the solvation shells

We studied the evolution of water-nonpolar solute solva-
tion shells using the water-Ar system as the example. Aque-
ous solutions of CH4 and Ne have similar phase behavior at
xs ≤ 30% and exhibit similar temperature dependence of the
solvation shells. Figure 4 presents the 1st order coordination
numbers for water-argon system calculated by Eq. (11). Since
the molecular structure in liquid water differs from a regular
configuration of crystal as in ice, it is difficult to unambigu-
ously define a fixed upper limit rmin in integral (11). In fact,
the coordination number nij depends largely on the choice of
this value. In this work, we accept the position of the first
gij(r) minima as a rmin. Thus, rmin represents the size of the 1st

solvation shell. Each curve in Fig. 4(a) represents the argon-
oxygen coordination number nArO or the so-called hydration
number at different xs in the one phase region. In general, nArO

slowly decreases with temperature reaching stable values at
T ≥ 650 K. At argon percentage mole fractions ≤20% and
T < 400 K, the number of water molecules forming a sol-
vation shell around an argon atom is approximately 15∼17
and slowly decreases to 14 at supercritical temperatures. This
compares with the hydration values of 15∼14 for water-Ne
(xs = 20%), 16∼17 for water-CH4 (xs = 20%), 18 for water-
Kr (xs = 10%), and 19∼20 for water-Xe (xs = 6%). These
values lie within the range of hydration numbers reported in
the literature.6, 11, 31, 36

Oxygen-oxygen coordination numbers noo for water-
argon systems are presented in Fig. 4(b). At temperatures up
to the boiling temperature, the presence of Ar atoms increases
noo. For example, the generally accepted value of noo for pure
water at 298 K is 4.6, whereas at xs = 10% it is 5.1 and for
xs = 20% it is 5.96. This increase in the number of water
molecules inside the 1st coordination shell can be explained
by the formation of a more densely packed H-bond network
due to significant repulsion from Ar atoms. Confirmation
of this effect is explicitly seen in Fig. 3(b) where the first
solute-oxygen peaks at solute concentrations of 20% are
clearly higher than that of pure water. This is possible in
part because of the incorporation of water molecules from
the 2nd shell into the 1st one. Our simulations show that
at temperatures up to the boiling temperature, values of
noo at xs = 10% are close to noo of pure water. Naturally,
with increasing number of Ar atoms, the tetrahedral water
structure becomes increasingly distorted until at some point
it collapses completely. By analyzing values of noo with
higher solute concentrations, we can infer that the tetrahedral
structure collapses at solute concentrations >20%.

The evolution of the oxygen-hydrogen coordination num-
ber (noh) of the water-argon system is the most interesting
one. The O–H coordination numbers for xs = 10%, 20%,
and 30% together with corresponding values for pure water
are presented in Fig. 4(c). We have calculated these coordina-
tion numbers using Eq. (11) which requires the position of the
O–H 1st minima as an upper integration limit. It is important
to note that the noh coordination number is not exactly the
number of hydrogen bonds. Equation (11) defines the aver-
age number of molecules that are within a distance rmin from
the central water molecule. As was shown by Kalinichev and
Bass,37 this number coincides with the number of H-bonds
only at T ≤ 500 K. At higher temperatures and pressures,
more elaborate criteria are required for the definition of H-
bonds over a wider range of state points. Nevertheless, noh

can serve as a good approximation of H-bond number, espe-
cially at T ≤ 500 K. As we can clearly see from Fig. 4(c), the
presence of Ar atoms increase noh.

Many authors7, 30, 31 suggest that small concentrations of
inert solutes strengthen the water structure by increasing the
number of H-bonds in the first hydration shell. Analyzing the
data from Figs. 3(a)–4(c), we can infer that some short-range
strengthening of the H-bond network in the vicinity of the
solute particle occurs in systems with xs ≤ 30%. However,
at the same time, the data from Figs. 3(a) and 3(b) also show
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a negative influence of nonpolar solutes on the structuring
of water molecules in the second hydration shell, especially
at xs ≥ 20% and at distances larger than 0.4 nm from the
solute particle. The noh values at xs = 30%, 20%, and 10%
are higher than that of pure water at T < 400 K. In the region
400–450 K, a significant drop in noh is observed and after T
= 450 K, all oxygen-hydrogen coordination numbers merge
into one and have values that are very close to that of pure
water. At T < 400 K, where the tetrahedral structure still
exists, the increase in noh can be explained by the formation
of a more densely packed solvation shell due to repulsion
from solute atoms. The noh curve is interrupted at 650 K
where the 1st goh minimum disappears. At this temperature,
the 1st and 2nd O–H shells merge and it becomes difficult to
unambiguously define a fixed upper limit rmin in integral (11).
We believe that more than half of the H-bond network breaks
at T ≥ 650 K. In the case of xs > 30%, irrespectively of solute
size, the solute particles largely block water molecules from
forming either H-bonds or any kind of cluster formations.

Figure 5 presents coordination numbers of water plus
Ne, Ar, CH4, Kr, and Xe systems at 298 K as a function of
solute concentrations. This figure can be interpreted as the
dependence of coordination numbers on the size of the solute
particles. All three coordination numbers solute-oxygen,
oxygen-oxygen, and oxygen-hydrogen show a clear depen-
dence on the σ parameter of solute particles. Coordination
numbers from Fig. 5 follow the dependence σ Xe > σ Kr

> σ CH4 > σ Ar > σ Ne. This dependence has a very simple
explanation; large particles require a large solvation shell
whereas small particles require a small shell. noo and noh

start from values close to that of pure water at small xs and
increase with increasing solute concentrations. In contrast to
noo and noh, solute-oxygen coordination numbers nso decrease
with increasing solute concentrations.

We have compared the internal energies of pure water17

and water-argon mixtures with argon concentrations 2%, 6%,
10%, and 20% at the same number densities and at T = 298 K.
The internal energy of the 2% water-argon system is smaller
by –3.181 kJ/mol than that of pure MCYna water. This is in
agreement with results from Okazaki et al.31 and Alagona
and Tani30 and indicates the energetic stabilization of vic-
inal water molecules by solute atoms. However, at slightly
higher concentrations, such as xs = 6%, the water-argon in-
ternal energy becomes larger than in pure water, and contin-
ues to increase with xs. This change in internal energy can be
explained by the cost of incorporating argon atoms into the
H-bond network. Only in very dilute mixtures can the few so-
lute atoms be easily incorporated into the existing water tetra-
hedral structure without causing significant perturbation. At
higher xs, solute atoms cause more and more perturbations
to the structure of water. Despite the somewhat strengthening
effect on the 1st surrounding water shell (mainly more dense
packing of water molecules), excessive numbers of solute par-
ticles destabilize the cohesiveness of the water structure.

D. Dielectric constant

We calculated the dielectric constants εm for water plus
neon, argon, methane, krypton, and xenon mixtures. For this

calculation, we have used the classical fluctuation formula of
Kirkwood.21, 26 Despite the fact that the system consists of
two molecules, the second molecule is nonpolar and has zero
dipole moment. Therefore, only water molecules make a con-
tribution to the total dipole moment of the system used in Eq.
(13).

The temperature dependence of the dielectric constants
εm in the one-phase region for pure water and water plus Ne,
Ar, and CH4 systems is presented in Fig. 6. It is apparent,
that all values of εm gradually decrease with temperature and
xs. The decrease in εm with increasing solute concentration is
primarily due to solute-hydration effects. For aqueous solu-
tions, the formation of hydration shells around nonpolar so-
lutes prevents the “shell-bounded” water molecules from be-
ing oriented in the external field. These water molecules are
excluded from creating the effective dipole moment of the
system, thus causing a decrease of polarization and dielec-
tric constant. A further increase in solute concentration leads
to a water deficit and to a redistribution of water molecules
in the hydration layers. Despite the significant difference in
the Ne, Ar, and CH4 size and energy parameters, the dielec-
tric constants of these three systems are almost identical for a
given temperature and xs. The difference in εm values is within
±1%–1.5%.

The absence of experimental data for the dielectric prop-
erties of water-nonpolar solute systems makes it impossible to
validate the predictions of the MCYna + LJ potential. How-
ever, it has been previously reported35 that the MCYna po-
tential provides a good prediction of the dielectric properties
of pure water over a wide range of temperatures. The discrep-
ancy between simulations35 and experiment was typically 5%,
which suggests that we can have a reasonable degree of con-
fidence in the reliability of the mixture calculations.

Figure 7 presents dielectric constants εm for the various
water mixtures as functions of xs at T = 298 K. In general, the
dielectric constants decrease with increasing concentration of
the solute. It is natural to expect values of εm for very dilute
mixtures (xs < 2%) to be very close to that of pure water.
Indeed examining Fig. 7 in the direction of decreasing solute
concentration xs, we can clearly see that the values of εm

for all mixtures converge to the dielectric constant value of
pure water (xs = 0%) at 298 K. It is noteworthy that there
is a small but nevertheless noticeable peak at approximately
xs = 1% for mixtures containing either krypton, or xenon.
While more extensive simulations are always preferable for
better convergence of the dielectric constant, this observation
may be directly connected with the nature of the hydrophobic
hydration of krypton and xenon. As was elaborated by
Chandler,38 solvation of the single particles, which excludes
water molecules from a spherical volume less than 0.5 nm
across, does not require the breaking of hydrogen bonds.
Water molecules can adopt orientations that allow hydrogen-
bonding patterns to go around the solute in such single
cavities. Therefore, at very dilute concentrations, large non-
polar particles such as krypton and xenon enhance local water
ordering, which may lead to a small increase in dielectric
constant and dipole moment. Enhanced local water ordering
in dilute solutions has also been observed by Cristofori
et al.11 and Okazaki et al.31 The situation is different for xs
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FIG. 6. Temperature dependence of the dielectric constants of (a) water-Ne, (b), water-Ar, and (c) water-CH4 systems at solute concentrations 0% (black �),
10% (red ●), 20% (blue �), and 30% (pink �). The lines through data points are given only for guidance.

> 2% where solute particles tend to aggregate, forming
large hydrophobic cavities with low curvature, making it
impossible for water molecules to maintain a complete
hydrogen-bonding network.

E. Comparison of MD and analytical calculations of
dielectric constants

It is of interest to compare the dielectric constants for the
water + methane mixture predicted by the combined MCYna
+ LJ potential with the results obtained using simple analyt-
ical mixing rules developed by Harvey and Prausnitz39 and
other empirical formulas.40 The Harvey-Prausnitz linear and
quadratic mixing rules are based on the calculation of pure
components polarizations p±

i obtained at the reduced density

FIG. 7. Dielectric constants of aqueous solutions of Ne (black �), Ar (red
●), CH4 (green �), Kr (blue �), and Xe (olive �) at T = 298 K as functions
of solutes concentration. The lines through data points are given only for
guidance.

of the mixture, insuring that all molar volumes are physically
appropriate,

pm =
n∑

i=1

�±
i p±

i . (16)

A quadratic mixing rule was developed to account for
increased or decreased degree of correlation between neigh-
boring molecules in the mixture,

pm =
n∑

i=1

n∑
j

�±
i �±

j p±
ij , (17)

where p±
ij = 1

2 (p±
i + p±

j )ξ . ξ is an adjustable parameter used
to optimize agreement between theory and experiment. Anal-
ysis of the binary mixture critical curve indicates41 that a
value of ξ = 0.92 is appropriate for methane + water inter-
actions. The dielectric constant of the mixture εm is obtained
from Kirkwood’s expression for polar fluids

pm = (εm − 1) (2εm + 1)

9εm

. (18)

We also investigated several empirical rules attributed by
van Beek40 to Looyenga, Lichtenecker, Bruggeman, Böttcher,
and Rayleigh. Of the various alternatives summarized by van
Beek,40 we found that the Rayleigh formula yielded values of
εm closest to our MD simulations. The Rayleigh formula is

εm = ε1

2ε1+ε2
ε2−ε1

+ 2V2 − 1.575(ε2−ε1)
4ε1+3ε2

V
10/3

2

2ε1+ε2
ε2−ε1

− V2 − 1.575(ε2−ε1)
4ε1+3ε2

V
10/3

2

, (19)

where V2 is the dimensionless fractional volume of the dis-
persed (solute) component. The derivation of Eq. (19) as-
sumes a cubical array of spheres (ε2) enclosed in a medium
(ε1), which appears to be a reasonable approximation for
methane in water. Furthermore, the dielectric constants of
methane and noble gases at T > 278 K are very close to 1
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FIG. 8. Comparison of the dielectric constants of the water-CH4 (c) system
at solute concentrations (a) 10%, (b) 20%, and (c) 30% obtained from MD
simulations of MCYna + LJ model (�), SPC/E + LJ model (●), linear mix-
ing rule Eq. (16) (continuous red line), quadratic mixing rule Eq. (17) (dashed
red line), and Eq. (19) (dotted blue line). The lines through data points are
given only for guidance.

so it is natural to expect very small contribution to the total
dielectric constant of the mixture from the solute component.
For example, according to the Harvey-Prausnitz approach, at
xs = 10% and T < 373 K, methane contributes less than 1%
to the total dielectric constant of the mixture and it makes an
even smaller contribution at higher temperatures.

It is important to note that particles such as methane and
xenon have relatively high electronic polarizabilities of 2.6
and 4.11 Å3, respectively. Some authors25, 42 suggest that sin-
gle methane molecules can acquire a small induced dipole
moment upon hydration, which can affect the solvation pro-
cess and consequently dielectric constant of the mixture.
However, Mateus et al.25 found no difference between the av-
erage monomeric dipole moment of bulk water and that of wa-
ter in close interaction (within the first hydration layer) with
methane. A proper account of solute polarizability requires a
thorough ab initio approach and is beyond the scope of the
present study.

Comparison of the εm from the given polarizable poten-
tial model with the Harvey-Prausnitz mixing rules, Rayleigh’s
formula, and non-polarizable SPC/E + LJ potential model
for the water-methane system at methane concentrations
10%, 20%, and 30% is presented in Fig. 8. This comparison
indicates that Eq. (16) with linear volume-fraction mixing at
xs = 10% and 20% slightly overestimates εm at T < 343 and
370 K, respectively. At higher temperatures, all analytical for-
mulae underestimate εm. The quadratic mixing rule (17) and
Rayleigh’s Eq. (19) underestimate MD results for all temper-
atures and solute concentrations. One of the reasons for this
difference between MD and analytical results at elevated tem-
peratures is the quite high dipole moment of the MCYna water
molecule, which contributes to ε of pure water higher by 5%
compared to experimental data. Deviation between MD data
and the quadratic mixing rule Eq. (17) can be explained by
the fact that this rule was developed to improve agreement
over the linear rule for water-alcohol systems. These systems

FIG. 9. Temperature dependence of the average dipole moments of (a) water-Ne, (b) water-Ar, and (c) water-CH4 systems at solute concentrations 0% (black
�), 10% (red ●), 20% (blue �), and 30% (pink �). The lines through data points are given only for guidance.
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FIG. 10. Instantaneous snapshots of the distribution of dipole moments for
the water-CH4 system at T = 450 K and solute concentrations of 0%, 10%,
20%, and 30%. Smooth curves show corresponding Gaussian distributions.

are fully soluble and possess stronger correlation between the
neighboring molecules, which is obviously not the case for
hydrophobic solutes such as methane or noble gases. In gen-
eral, we can conclude that the Harvey-Prausnitz linear mixing
rule and the predictions of MCYna + LJ model are in a quali-
tative agreement at all temperatures and solute concentrations.

F. Dipole moment

Figure 9 shows the temperature dependence of the
average water molecule dipole moment μm at different mole
fractions of water plus Ne, Ar, and CH4 systems. At tempera-
tures up to 500 K, all dipoles slowly decrease, while at higher
temperatures, dipoles of water-Ar and water-CH4 systems are
almost constant. In contrast to Ar and CH4 mixtures, dipole
moments of the water-Ne system at supercritical temperatures
exhibit small but steady increases. Values of μm for the given
systems differ much more than in the case of dielectric con-
stants. For example, μm of the water-CH4 system are clearly
higher than μm of water-Ar system, and the difference in-
creases with xs, from 1% for xs = 10% to 2.5% for xs = 30%.
Dipoles for water-Ne system appear to be higher than for
Ar and CH4 and the distance between the curves of constant
xs is smaller. A possible explanation of this weak deviation
of water-Ne system dipoles from pure water could be partly
attributed to the parameters used for Ne. The Lennard-Jones
parameters σ = 0.3035 nm and especially ε/kb = 18.56 K
from Table II appear to be disproportionally small compared
to Ar, CH4, Kr, and Xe. Having such a small ε, which
basically defines the depth of the LJ potential well, means
that Ne atoms interact very weakly with water molecules.

Figure 10 shows the probability distribution of individ-
ual dipole moments at T = 450 K for pure MCYna water and
water-methane systems with xs = 10%, 20%, and 30%. These

FIG. 11. Average dipole moments of aqueous solutions of Ne (black �), Ar (red ●), CH4 (green �), Kr (blue �), and Xe (olive �) at T = 298 K as a function
of solute concentration. The lines through data points are given only for guidance.
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distributions were obtained from an instantaneous snapshot at
the end of the simulation. Deviation from the Gaussian dis-
tribution reflects local fluctuation of molecular dipole at the
given instance. From this figure, we can see that the mean val-
ues, height, and width of the distributions gradually decrease
with increasing xs. In accordance with Fig. 9, the mean val-
ues of the distributions become progressively shifted to the
left with increasing concentration. This dependence seems to
have a simple explanation. Namely, the neutral solute parti-
cles especially at high concentrations repel water molecules
and weaken the intermolecular electric field. As a conse-
quence, at decreasing electric field, the induction contribution
μind to the total molecular dipole moment is also vanishing.
Dipole distributions for water-Ne and water-Ar systems show
the same behavior.

The concentration dependence of the dipole moments of
water mixtures at T = 298 K is illustrated in Fig. 11. In com-
mon with the dielectric constants (Fig. 7), the average dipole
moment decreases with increasing solute concentration. We
observe a distinct peak in the dipole moment at xs < 3% for
the water-xenon curve and a slight increase for the water-neon
curve. The reason for the small increase of the average dipole
moment in the presence of xenon atoms is the same as it was
for the dielectric constant, namely, local strengthening of the
water structure. The small deviation of the water-neon prop-
erties from the general trend can probably be attributed to the
less accurate parameterization of the neon potential due to
quantum influences. Excluding the water-neon mixture, the
dipole moments of the mixtures exhibit a dependency on the
size of the solute as judged by the size of the σ parameter
(Table II). The dipole moment is larger in mixtures with larger
solutes. That is, μm values decrease in the following order: Xe
> CH4/Kr > Ar.

IV. CONCLUSIONS

In this work, we have examined the structural, di-
electric, and polarization properties of different water-
nonpolar solute systems in the single-phase region. A
combined MCYna + LJ potential was chosen for these
systems with Lorentz-Berthelot combining rules. The
MCYna + LJ model reproduces the experimentally ob-
served homogeneous phase region of both water-methane
and water-noble gas systems more accurately than the
SPC/E + LJ model. At solute percentage mole fractions xs

≤ 30%, some strengthening of vicinal water structure was ob-
served. This strengthening is manifested mainly by increasing
numbers of water molecules in the 1st solvation shell around
solute particles and consequent increases in the O–O and
O–H coordination numbers. At xs > 30%, excessive number
of solute particles starts to play a destructive role on water’s
tetrahedral structure, preventing water molecules from
forming H-bonds. Coordination numbers follow the same
dependence as the parameter σ , σ Xe > σ Kr > σ CH4 > σ Ar

> σ Ne. The noo and noh start from values close to that of pure
water at small xs and increase with increasing solute concen-
trations. In contrast to noo and noh, solute-oxygen coordination
numbers decrease with increasing solute concentrations.

The dielectric constant εm and average dipole moment
μm of water-nonpolar solute systems have been calculated.
The calculations confirmed the gradual decrease of dielectric
constant and average dipole moment with temperature and so-
lute concentration. At high temperatures, this trend is caused
by the reduction of polarizability of the system, which in turn
is caused by the collapse of the H-bond network and resulting
thermal fluctuations that oppose dipole alignment by an elec-
trostatic field. In case of high solute concentration, the trend
is caused by the “negative” influence of solute particles on
cooperative response of water molecules on the external field.
Dielectric constants εm calculated in the given MD simulation
are in good agreement with the analytical approach of calcu-
lating εm of aqueous solutions (see Eq. (16)) at small solute
concentrations xs and temperatures up to the boiling temper-
ature of water. At higher temperatures and solute concentra-
tions, analytical calculations underestimate εm compared to
MD results.
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