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ABSTRACT
Molecular hydrogen transitions in quasar spectra can be used to constrain variation in the proton-to-electron mass ratio, \( \mu \equiv m_p/m_e \), at high redshifts (\( z \gtrsim 2 \)). We present here an analysis of a new spectrum of the quasar Q0528—250, obtained on VLT/UVES (the Ultraviolet and Visual Echelle Spectrograph, on the Very Large Telescope), and analyse the well-known H\(_2\) absorber at \( z = 2.811 \) in this spectrum. For the first time we detect HD (deuterated molecular hydrogen) in this system with a column density of \( \log_{10}(N/\text{cm}^{-2}) = 13.27 \pm 0.07 \); HD is sensitive to variation in \( \mu \), and so we include it in our analysis. Using 76 H\(_2\) and 7 HD transitions we constrain variation in \( \mu \) from the current laboratory value to be
\[ \Delta \mu/\mu = (0.3 \pm 3.2_{\text{stat}} \pm 1.9_{\text{sys}}) \times 10^{-6}, \]
which is consistent with no cosmological variation in \( \mu \), as well as with previous results from other H\(_2\)/HD absorbers. The main sources of systematic uncertainty relate to accurate wavelength calibration of the spectra and the re-dispersion of multiple telescope exposures onto the one pixel grid.
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1 INTRODUCTION

The Standard Model of particle physics contains a number of “fundamental constants”, the values of which are predicted by the theory, and which must be measured by experiment. Two dimensionless constants of particular importance are the fine-structure constant, \( \alpha \equiv e^2/(4\pi\epsilon_0\hbar c) \), and the proton-to-electron mass ratio, \( \mu \equiv m_p/m_e \). The former determines the strength of electromagnetism, whereas the latter is a measure of the relative strengths of the strong and electroweak scales. Detection of spatial or temporal variation in a fundamental constant would directly demonstrate the incompleteness of the Standard Model, and might guide efforts to develop post-Standard Model theories.

Quasar absorption lines can be used to constrain variations in \( \alpha \) and \( \mu \) across most of the observable universe. In particular, the wavelengths of certain transitions are sensitive to changes in the value of \( \alpha \) or \( \mu \); if \( \alpha \) or \( \mu \) were different, the relative wavelengths of the spectral lines would differ from those observed in the laboratory, even after correction for the redshift of the absorbing cloud. By comparing measurements of absorption transitions in quasar absorbers to precise laboratory measurements, one is able to constrain changes in \( \alpha \) or \( \mu \).

1.1 Molecular hydrogen
Thompson (1975) noted that the Lyman and Werner transitions of molecular hydrogen (with \( \lambda_0 \lesssim 1150\text{Å} \)) can be used to constrain variations in \( \mu \) at \( z \gtrsim 2 \), where these UV transitions are redshifted into the optical spectrum and therefore can be observed with ground based telescopes. In particular, one can measure the quantity \( \Delta \mu/\mu \equiv (\mu_z - \mu_0)/\mu_0 \) where \( \mu_z \) is the measurement of \( \mu \) at a redshift \( z \) and \( \mu_0 \) is the laboratory value of \( \mu \).

If \( \mu \) were to vary, the wavelengths of the H\(_2\) transitions would vary by different amounts. The shift can be quantified as
\[ \lambda_i = \lambda_i^0 (1 + z) \left( 1 + K_i \frac{\Delta \mu}{\mu} \right), \]
where \( \lambda_i^0 \) is the rest wavelength of the transition, \( \lambda_i \) is the observed wavelength and \( K_i \) is a ‘sensitivity coefficient’ determining the magnitude and sign of the effect (Varshalovich & Levshakov 1993). That is,
\[ K_i = \frac{d\ln \lambda_i}{d\ln \mu}. \]
\( z \) is the absorption redshift of the cloud (equivalently, the redshift of a transition with no sensitivity to a change in \( \mu \)). The determination of \( z \) is not degenerate with determination of \( \Delta \mu/\mu \) provided that two or more transitions with different \( K_i \) values are used.

It is worth noting that, if we define a nominal observation red-
shift for a particular transition as \( z_i \), then
\[
\frac{\Delta v_i}{c} \approx \zeta_i \equiv \frac{z_i - z}{1 + z} = K_i \frac{\Delta \mu}{\mu}.
\]  
(3)

That is, the velocity shift of an individual line is linearly proportional to \( \Delta \mu/\mu \), as is known as the ‘reduced redshift’. The redshift \( z \) is that of a transition with \( K_i = 0 \). In practice, \( z \) must be measured simultaneously with \( \zeta_i \) from a set of transitions (e.g. through regression methods) because it is unknown \textit{a priori}.

Recent indications have emerged for a significantly positive \( \Delta \mu/\mu \) from the study of two \( H_2 \) absorbers at \( z = 2.595 \) and \( z = 3.025 \) toward Q0405−443 and Q0347−383 respectively. Ivančik et al. (2005) analysed high resolving power \((R \sim 50,000)\) VLTI/UVES spectra of these absorbers, and reported a combined value of \( \Delta \mu/\mu \) for the two absorbers of \((30.5 \pm 7.5) \times 10^{-6}\) and \((16.5 \pm 7.4) \times 10^{-6}\) depending on whether \( H_2 \) laboratory wavelengths were used from Abgrall et al. (1993) or Philip et al. (2004) respectively. Reinhold et al. (2006) analysed the same two absorbers using improved laboratory wavelength values, and \( K_i \) values derived from a more accurate calculation. Using a table of observed line wavelengths from Ivančik et al. (2005), they determined \( \Delta \mu/\mu \) values of \((27.8 \pm 8.8) \times 10^{-6}\) for the absorber toward Q0405−443, \((20.6 \pm 7.9) \times 10^{-6}\) for the absorber toward Q0347−383, and a combined value of \((24.5 \pm 5.9) \times 10^{-6}\).

King et al. (2008) analysed the same raw spectra of Q0405−443 and Q0347−383 using a more comprehensive fitting method in which all transitions are fitted simultaneously with the addition of \( \Delta \mu/\mu \) as a free parameter in the fit. They used an improved flux extraction and, importantly, an improved wavelength calibration procedure (Murphy et al. 2007) which should significantly reduce systematic errors. They found \( \Delta \mu/\mu \) = \((8.2 \pm 7.4) \times 10^{-6}\) and \((10.1 \pm 6.2) \times 10^{-6}\) for the absorber toward Q0347−383 and Q0405−443 respectively. They also analysed the \( z = 2.811 \) absorber toward Q0528−250, providing a constraint of \( \Delta \mu/\mu = (-1.4 \pm 3.9) \times 10^{-6}\). A weighted mean of these three values yielded \( \Delta \mu/\mu = (2.6 \pm 3.0) \times 10^{-6}\).

Wendt & Reimers (2008) and Thompson et al. (2009) also analysed the absorbers toward Q0405−443 and Q0347−383 using the same UVES spectra, and derived results statistically consistent with \( \Delta \mu/\mu = 0 \). Wendt & Molario (2011) re-analysed the existing Q0347−383 exposures combined with exposures under program ID 68.B-0115(A) that had not been previously analysed, again deriving a result statistically consistent with zero. Given the results of King et al. (2008), Wendt & Reimers (2008), Thompson et al. (2009) and Wendt & Molario (2011) it does not appear that there is significant evidence for \( \Delta \mu/\mu \neq 0 \) from the absorbers in Q0405−443 and Q0347−383.

Małecki et al. (2010) reported a strong constraint from the \( z = 2.059 \) absorber toward J1213−0050 from spectra obtained using Keck/HIRES. A combination of good seeing conditions and the brightness of the quasar \((r\text{-band magnitude} \approx 16.5 \text{ mag})\) meant that they were able to obtain a \( R \approx 110,000 \) spectrum of sufficiently high SNR in a single night. They found that \( \Delta \mu/\mu = (5.6 \pm 5.5)_{\text{stat}} \pm 2.9_{\text{sys}} \times 10^{-6}\) from 86 \( H_2 \) transitions. Recently the same J1213−0050 absorber system was observed with VLTI/UVES at a somewhat lower resolution \((R \approx 53,000)\) but with a higher signal-to-noise ratio (van Weerdenburg et al. 2011). The spectrum covered 96 \( H_2 \) and HD lines and yields a result of \( \Delta \mu/\mu = (8.5 \pm 3.6)_{\text{stat}} \pm 2.2_{\text{sys}} \times 10^{-6}\), in very good agreement with the results from Keck.

From consideration of the results above, it does not appear at present that there is any strong evidence for \( \Delta \mu/\mu \neq 0 \) at \( z > 1 \) from measurements of \( H_2 \) absorbers.

Unfortunately the number of quasars known to contain \( H_2 \) absorption features in their spectra is low \((\lesssim 15)\), which makes obtaining a statistical sample of \( \Delta \mu/\mu \) measurements from the \( H_2 \) method difficult. To obtain a reliable measurement of \( \Delta \mu/\mu \) from \( H_2 \), one needs a \( H_2 \) column density that is high enough to produce significant absorption, but preferably not saturated (which makes determination of line centroids difficult). Similarly, transitions of significantly different \( K_i \) must be used to achieve good precision on the measurement of \( \Delta \mu/\mu \). Unfortunately, the only quasar absorbers to date which have been able to yield measurements of \( \Delta \mu/\mu \) at the \( \lesssim 10^{-6}\) level are those listed above, which explains the significant number of analyses on these few objects.

### 1.2 Historical Q0528−250 constraints

Since the absorber in Q0528−250 is the focus of this work, we note here previous constraints on variation in \( \mu \) from this object.

Varshalovich & Levshakov (1993) analysed the \( R \approx 4,000 \) spectrum of Foltz et al. (1988) of Q0528−250 to obtain \( \Delta \mu/\mu < 0.005 \). Varshalovich & Potekhin (1995) reanalysed the same spectrum to conclude that \( \Delta \mu/\mu < 0.002 \). Potekhin et al. (1998) used new observations of the same system at higher resolving power \((R \approx 14,000)\) to obtain \( \Delta \mu/\mu = (-10 \pm 8) \times 10^{-5}\).

Cowie & Songaila (1995) used a \( R = 36,000 \) Keck observation of Q0528−250 to produce \( \Delta \mu/\mu \in [-7.5,5] \times 10^{-4}\) (95 percent confidence limits).

Ubachs & Reinhold (2004) used the improved laboratory \( H_2 \) wavelengths of Philip et al. (2004) to re-investigate the reported line positions for transitions in the spectra of Q0528−250, Q0347−383 and Q1232+082. For the combined data, they found that \( \Delta \mu/\mu = (-0.5 \pm 1.8) \times 10^{-5}\). Omitting the Q0528−250 data, which was of poorer quality, they obtained \( \Delta \mu/\mu = (1.9 \pm 1.5) \times 10^{-5}\), an explicit value for Q0528−250 was not given.

### 1.3 Other quasar constraints on \( \Delta \mu/\mu \)

The inversion transitions of ammonia are strongly sensitive to variation in \( \mu \), with \( K_i \sim 4.2 \) (Flambaum & Kozlov 2007). Murphy et al. (2008a) and Henkel et al. (2009) compared the inversion transitions of \( NH_3 \) with rotational molecules to obtain stringent constraints on \( \Delta \mu/\mu \) at \( z < 1 \). Murphy et al. (2008a) used B0218+357 to obtain \( \Delta \mu/\mu = (0.74 \pm 0.47)_{\text{stat}} \pm 0.76_{\text{sys}} \times 10^{-6}\) at \( z = 0.69 \), whilst Henkel et al. (2009) used PKS1830−211 to obtain \( \Delta \mu/\mu = (0.08 \pm 0.47)_{\text{sys}} \times 10^{-6}\) at \( z = 0.89 \). Kanekar (2011) analysed the \( z = 0.69 \) absorber toward B0218+357 to obtain \( \Delta \mu/\mu = (-3.5 \pm 1.2) \times 10^{-7}\).

Constraints derived from the analysis of \( H_2/HD \) absorbers are not statistically competitive with the ammonia results at present. However, the ammonia results are from lower redshifts \((z < 1)\), whilst the \( H_2/HD \) results all probe \( z > 2 \), and therefore probe much larger distances and lookback times. The two methods are thus complementary.

Recently it has been suggested that \( H_3^+ \) ions (Kozlov & Levshakov 2011) and \( CH_3OH \) molecules (Jansen et al. 2011) are even more sensitive probes to detect or constrain \( \mu \) variation; these transitions exhibit large sensitivity coefficients \((K_i > 10)\).
1.4 Motivation for re-analysis of Q0528–250

The constraint on $\Delta \mu / \mu$ derived from the Q0528–250 absorber presented in [King et al. (2008)] is very precise. However, there are good reasons to revisit this absorber. Some of the exposures which contributed to the spectrum used in that analysis are not well-calibrated. By well-calibrated, we mean that the exposures do not have ThAr (thorium-argon) calibration spectra taken immediately afterwards. The design of VLT/UVES is such that the position of the spectrograph grating is reset between different quasar exposures. Although the specification is such that the placement of the grating should be good to within 0.1 pixels [D’Odorico et al. (2000)], the use of spectra for which the ThAr spectra were taken after grating resets necessarily introduces wavelength calibration uncertainties into the spectrum.

A more subtle concern for the earlier observations (under program IDs P66.A-0594, P68.A-0600 and P68.A-0106) is that they suffer from the fact that the slit width used for the observations was often significantly larger than the prevailing seeing conditions. For those observations, a 1 arcsecond slit was used in both the blue and red arms of UVES. The average ratio of the slit width to seeing, where seeing is quantified by the output of the DIMM (differential image motion monitor) and the seeing values were weighted by the duration of the exposure, was 0.78. In one exposure of 1.6 hours, the ratio was as low as 0.48. In the case where the seeing is significantly smaller than the slit width, the instrumental profile will be non-Gaussian, which complicates the analysis. Although in principle one can use a numerically-provided instrumental profile to convolve the Voigt profile model with, assuming that the instrumental profile is Gaussian is significantly easier.

2 DATA

2.1 Description of the new Q0528–250 spectrum

Note that this paper uses only new spectra of Q0528–250 so as to measure $\Delta \mu / \mu$ as independently as possible from that presented in [King et al. (2008)].

Our new observations are summarized in Table [1]. We observed Q0528–250 in late 2008/early 2009 under ESO program ID 082.A-0087, with exposures totalling approximately 8.1 hours. All science exposures were followed immediately by ThAr calibration exposures without any intervening grating resets, thereby reducing drifts and shifts in the spectrograph in the intervening time. The average slit-width-to-seeing ratio for these exposures is 1.03; that is, the slit width was more appropriately matched to the average seeing conditions than for the exposures contributing to the spectrum analysed in [King et al. (2008)].

We optimally extracted and wavelength calibrated the raw spectra using the ESO UVES Common Pipeline Language (CPL) software suite. While the CPL code redisperses the spectra onto a linear wavelength scale by default, we used only the original, ‘un-redispersed’ flux and error array for each echelle order in subsequent reduction steps. A custom code, uvres_popler, was used to combine these extracted echelle orders from the 10 exposures into a single spectrum. The relevant heliocentric corrections and air–vacuum wavelength conversions were calculated and applied to the wavelength scale of each echelle order before dispersing all orders onto a common, log-linear wavelength scale with dispersion 20 km s$^{-1}$ pixel$^{-1}$. The best-fitting relative flux scaling between overlapping orders from all exposures was determined using an automatic $\chi^2$ minimisation scheme. After applying these relative scalings, the extracted quasar exposures were coadded with inverse-variance weighting and a cosmic ray rejection algorithm. Note that, as implied by equation 1, effects which shift the wavelength scale by a constant velocity at all wavelengths are generally unimportant.

UVES_popler was also used to automatically fit a continuum to the final spectrum. This continuum was acceptable for our purposes only redwards of the Lyman-\(\alpha\) forest. In the Lyman-\(\alpha\) forest the continuum was manually re-fitted with low-order polynomials to obtain a nominal continuum against which the $H_2$ absorption lines of interest could be reliably defined. Local constant or linear modifications to this continuum were necessary in the vicinity of some $H_2$ lines when conducting the detailed spectral fitting, as described below.

Using the CPL pipeline we extracted the ThAr flux with the same spatial profile weights derived for the corresponding quasar exposure, thereby allowing the wavelength calibration polynomial most appropriate to the quasar exposure to be established. The CPL pipeline makes use of the ThAr line-list derived by [Murphy et al. (2007)] specifically for accurate calibration of UVES ThAr exposures. The calibration residuals had a root-mean-square (RMS) deviation around the final polynomial of 70 m s$^{-1}$ in UVES’s blue arm (where all the $H_2$ lines fall) and 55 m s$^{-1}$ over the majority of the two red arm chips, on average.

From the widths of the extracted ThAr features we derived an average full-width-at-half-maximum (FWHM) resolution of $\approx 5.45$ km s$^{-1}$, as expected for a slit width of 0.8 [D’Odorico et al. (2000)]. We initially used this FWHM value as the instrumental resolution in our spectral fits. However, we expect – and later demonstrate – that a somewhat lower value of 5.15 km s$^{-1}$ better represents narrow, unresolved lines in the spectrum because the quasar illuminates the slit centrally rather than uniformly like the ThAr lamp.

2.2 Laboratory wavelengths and $K_i$ values

Until recently, the uncertainties in the laboratory wavelengths for the Lyman and Werner series $H_2$ transitions were comparable to the typical uncertainties in the measured line positions in the quasar spectra. However, a significant amount of recent work has improved this situation by using laser-based spectroscopic techniques to obtain much more precise laboratory values. In particular, Philip et al. (2004), Ubachs & Reinhold (2004) and Ivanov et al. (2008b) improved the fractional wavelength accuracy ($\delta \lambda / \lambda$) to $\approx 5 \times 10^{-8}$, whilst Salumbides et al. (2008) improved the fractional accuracy to $\approx 5 \times 10^{-9}$ for most Lyman transitions and $\approx 10^{-8}$ for Werner transitions. See also Bailly et al. (2009).

The $K_i$ coefficients can be calculated either through semi-empirical methods (Ubachs et al. 2007) or from ab initio methods (Meshkov et al. 2006). The $K_i$ values derived from these two processes are in good agreement (to within 1 percent).

1 See [http://astronomy.swin.edu.au/~mmurphy/UVES_popler] maintained by MTM.

2 This is not strictly true when many quasar exposures are combined, as is the case here. If different velocity shifts are applied to the different quasar exposures, and if the relative weights of the exposures vary with wavelength when forming the final, combined spectrum, then small relative velocity shifts will be measured between transitions at different wavelengths.
To estimate the transitions in the absorber with Voigt profiles using the non-linear fitting program VPFIT, we have used the laboratory wavelength data from Malec et al. (2010) (see their Table 1) have collated the laboratory wavelength data from Ubachs et al. (2007) to produce a comprehensive list which may be used for an analysis of $\Delta \mu/\mu$. They have used oscillator strengths from Abgrall & Roueff (1994) and calculated damping coefficients from Abgrall et al. (2000). We therefore have used the laboratory wavelength data, $K_i$ values, oscillator strengths and damping coefficients tabulated in Malec et al. (2010) for our analysis of the H$_2$ absorber in Q0528–250.

<table>
<thead>
<tr>
<th>UT date &amp; time</th>
<th>$\lambda$</th>
<th>$T_{\text{exp}}$</th>
<th>Slit-width</th>
<th>DIMM seeing</th>
<th>$\Delta T$</th>
<th>$\Delta P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[yyyy-mm-dd hh:mm]</td>
<td>[nm]</td>
<td>[s]</td>
<td>[arcseconds]</td>
<td>[arcseconds]</td>
<td>[K]</td>
<td>[hPa]</td>
</tr>
<tr>
<td>B</td>
<td>R</td>
<td>B</td>
<td>R</td>
<td>B</td>
<td>R</td>
<td>B</td>
</tr>
<tr>
<td>2008-11-23 03:58</td>
<td>390</td>
<td>564</td>
<td>2900.0</td>
<td>1.6</td>
<td>1.8</td>
<td>0.8</td>
</tr>
<tr>
<td>2008-11-23 04:52</td>
<td>390</td>
<td>580</td>
<td>2900.0</td>
<td>1.6</td>
<td>1.8</td>
<td>0.8</td>
</tr>
<tr>
<td>2008-11-25 07:35</td>
<td>390</td>
<td>580</td>
<td>2900.0</td>
<td>1.6</td>
<td>1.8</td>
<td>0.8</td>
</tr>
<tr>
<td>2008-12-23 05:03</td>
<td>390</td>
<td>580</td>
<td>2900.0</td>
<td>1.6</td>
<td>1.8</td>
<td>0.8</td>
</tr>
<tr>
<td>2008-12-23 05:54</td>
<td>390</td>
<td>580</td>
<td>2900.0</td>
<td>1.6</td>
<td>1.8</td>
<td>0.8</td>
</tr>
<tr>
<td>2008-12-23 06:46</td>
<td>390</td>
<td>580</td>
<td>2900.0</td>
<td>1.6</td>
<td>1.8</td>
<td>0.8</td>
</tr>
<tr>
<td>2008-12-23 07:38</td>
<td>390</td>
<td>580</td>
<td>2900.0</td>
<td>1.6</td>
<td>1.8</td>
<td>0.8</td>
</tr>
<tr>
<td>2009-01-25 02:40</td>
<td>390</td>
<td>580</td>
<td>2900.0</td>
<td>1.6</td>
<td>1.8</td>
<td>0.8</td>
</tr>
<tr>
<td>2009-01-26 04:02</td>
<td>390</td>
<td>564</td>
<td>2900.0</td>
<td>1.6</td>
<td>1.8</td>
<td>0.8</td>
</tr>
<tr>
<td>2009-02-26 02:52</td>
<td>390</td>
<td>580</td>
<td>2900.0</td>
<td>1.6</td>
<td>1.8</td>
<td>0.8</td>
</tr>
</tbody>
</table>

In practice, there are two factors which complicate the analysis. Firstly, the H$_2$ transitions all have rest wavelengths less than that of Lyman-α (1215.7 Å), and therefore are found only in the Lyman-α forest, the dense series of broad H1 transitions found bluewards of the quasar’s Lyman-α emission line. This means that the H$_2$ transitions are seen against a background of relatively broad Lyman-α lines found at random redshifts and with varying optical depths. To accurately determine the line centroids of the H$_2$ transitions, one must model the Lyman-α forest transitions simultaneously with the H$_2$ transitions. Similarly, unless one allows the parameters of the Lyman-α transitions to be determined simultaneously with those of the H$_2$ transitions, one will necessarily underestimate the errors in the line centroids for the H$_2$ transitions and therefore also the error on $\Delta \mu/\mu$.

Secondly, the Q0528–250 absorber is not well-represented by a single Voigt profile. Instead, it shows ‘velocity structure’ – several clouds closely separated in velocity space but having different optical depths and Doppler widths. Provided that the SNR of the spectrum is sufficiently high, one can decompose the observed absorption profile into different ‘velocity components’ (one for each absorption cloud). A reasonable model of the absorber is necessary if one is to obtain an accurate estimate of $\Delta \mu/\mu$.

In order to estimate $\Delta \mu/\mu$ for the Q0528–250 absorber it is therefore necessary to: i) construct a Voigt profile model for the Q0528–250 H$_2$ absorber, determining the required number of velocity components using objective criteria, and; ii) construct a model for the Lyman-α forest in the vicinity of each of the H$_2$ transitions. These two steps constitute almost all of the effort in accurately measuring $\Delta \mu/\mu$ from an existing spectrum of the absorber (significant work being required to obtain a spectrum). In section 3.3 we discuss the statistical criteria used to determine the preferred model. In section 3.2.3 we discuss how we build up a model of the Lyman-α forest in the vicinity of the H$_2$ transitions. In section 3.2.5 we describe how we determine the best-fitting number of H$_2$ velocity components.
3.1 Model selection

Webb et al. (1999, 2001, 2011), Murphy et al. (2001, 2003, 2004, 2008b) and King et al. (2011) discussed the importance of accurately constructing a Voigt profile fit to an absorber in the context of potential variation of \( \alpha \). We apply a similar methodology here in attempting to create the simplest Voigt profile model which best explains the absorption spectrum. King et al. (2008) and Malec et al. (2010) discussed the importance of using an appropriate number of velocity components when fitting H\( _2 \) absorbers to estimate \( \Delta \mu / \mu \).

When comparing two models with the same number of free parameters, under the maximum likelihood method one should prefer whichever model has the lowest \( \chi^2 \). However, when comparing models with different numbers of free parameters, one must consider whether the reduction in \( \chi^2 \) as a result of the addition of more free parameters is sufficiently large to justify the extra free parameters; a so-called ‘information criterion’ should be used to select the most appropriate model.

One statistic which can be used to compare models with different numbers of free parameters is the Akaike Information Criterion (AIC, 1974), defined as

\[
AIC = \chi^2 + 2p = \frac{\chi^2 + 2p(n + 1)}{n - p - 1}
\]

where \( n / p \) is the number of spectral points included in the fit, \( n \) is the number of free parameters. As the AIC is only correct in the limit of large \( n / p \), we use the AIC corrected for finite sample sizes, \( \Delta AIC \) (Sugiura, 1978), defined as

\[
\Delta AIC = \frac{\chi^2 + 2p(n + 1)}{n - p - 1}
\]

The number of degrees of freedom, \( \nu \), is therefore given by \( \nu = n - p \). If several competing models are being considered, one chooses the model which has the lowest AIC. The actual value of the AICC is not important; only relative differences matter. The suggested interpretation scale for the AICC is the Jeffreys’ scale (Jeffreys, 1961) (see Liddle, 2007 for further discussion), where \( \Delta AIC = 5 \) and \( \Delta AICC = 10 \) are considered strong and very strong evidence against the weaker model respectively.

When constructing the Voigt profile model, our goal is to find a physically plausible model for the spectral data which minimises the AICC.

3.2 Constructing the Voigt profile model

We built up our model of the molecular hydrogen transitions and the surrounding forest through an iterative process which we describe here. With knowledge of the redshift of the molecular hydrogen absorbers, in each spectrum we searched for molecular hydrogen transitions which we considered to be potentially usable.

We consider potentially usable transitions to be those for which the molecular hydrogen transition can be visually distinguished from its surroundings. This necessarily precludes the use of H\( _2 \) transitions in regions of near zero flux, but in any event these transitions would contribute no meaningful constraint on \( \Delta \mu / \mu \).

3.2.1 Model construction process and physical assumptions

We did not build up our region fits from those used in King et al. (2008), but rather started afresh in order to provide as independent a measurement of \( \Delta \mu / \mu \) as possible. From a list of potentially usable transitions, we then selected a spectral region around the H\( _2 \) transition, where the region should be large enough to include any absorption feature which might overlap with the H\( _2 \) transition. In general, we attempted to ensure that the fitting region was sufficiently large so as to return to the local continuum, although this was not always possible. In each of the fitting regions, we modelled the molecular hydrogen transition and then modelled all surrounding features as H\( _1 \). To do this, we added and removed H\( _1 \) components to attempt to achieve a statistically satisfactory model, using the criterion set out in section 3.1. The line parameters (\( N, b, z \)) for different H\( _1 \) transitions are independent of each other. Note that although most transitions observed in the forest are indeed due to H\( _1 \), there are also metal transitions from other absorbers along the line of sight (including galactic and atmospheric lines). The identification of the origin of these transitions is not necessary if they do not overlap with the H\( _2 \) transitions; we simply modelled them as H\( _1 \) in order to have a physical model for them. We describe the treatment of metal lines which overlap with H\( _2 \) lines below. For all transitions assumed to be H\( _1 \) (which we refer to hereafter as just H\( _1 \) transitions), we use only the \( \lambda 1215.7 \) transition rather than the whole Lyman series, to prevent line misidentification spuriously impacting regions blueward of that transition. Where Lyman-\( \beta \) transitions exist in the blue region of the spectrum, we simply modelled them with additional Lyman-\( \alpha \) components.

We then combined models from the regions fitted individually into a model where the regions are fitted simultaneously. As the line parameters for the individual H\( _2 \) transitions were independent when the regions were fitted independently, at this stage we imposed physical restrictions on the transitions by tying certain parameters together to reflect the fact that the transitions are physically connected. The ground states of the H\( _2 \) and HD molecules have several rotational sub-states described by the quantum number \( J \). We refer to these sub-states as being different \( J \)-levels. For H\( _2 \) and HD each \( J \)-level has a different ground state population. This means that the column density, \( N \), should be the same for each \( J \)-level, that is a velocity component arising from a particular \( J \)-level. The same applies for the Doppler width, \( b \), and the redshift, \( z \). We impose the assumption that the velocity structure is the same in all the \( J \)-levels, that is that a velocity component has the same value of \( z \) in all \( J \)-levels. We describe later the impact of this assumption.

King et al. (2008) did not actually impose the requirement that each velocity component arising from the same \( J \)-level has the same \( N \); instead they fitted the column densities for each transition as free parameters. We apply a similar approach. We must, however, ensure that a physical consistency is maintained, in that the ratios of the line strengths between different velocity components should be the same for transitions arising from the same \( J \)-level. We therefore imposed the requirement that the ratio of the column densities between the different components was the same for transitions arising from the same \( J \)-level. In this way, the total column density (effectively, oscillator strength) for each transition was a free parameter, but the ratios of the individual column densities of different velocity components within each transition were constrained.

To model the forest, we thus iteratively refined the fit by alternately allowing VPFIT to minimise \( \chi^2 \) for a particular model, then attempted to improve that model through the addition and deletion of H\( _1 \) components to obtain a robust model according to the criteria in section 3.1.

3.2.2 Blending with metal lines

During the iterative process, it can become clear that a molecular transition is blended with another line (presumed H\( _1 \)) when it was not thought to be from a fit to just that region. This is because
the information from the other molecular hydrogen transitions imposes a strong constraint on the $b$ parameters and redshifts of that transition, thus uncovering apparently hidden blends. These blends necessitate the addition of $\mathrm{HI}$ components that overlap with the $\mathrm{Hz}$ or $\mathrm{HD}$ transition in question. With the addition of extra $\mathrm{HI}$ transitions, an acceptable fit can generally be achieved. This demonstrates the utility of fitting all transitions simultaneously; otherwise-inconspicuous blends are generally revealed.

In a few instances, the transitions which had to be included to achieve a statistically acceptable fit had extremely narrow $b$ parameters ($b < 5 \text{ km s}^{-1}$). In this case, it is likely that the blend is a metal line from an unknown absorber along the line of sight. As a result, we excluded such $\mathrm{Hz}$ or $\mathrm{HD}$ transitions from our fit. The reason for not accepting transitions affected by narrow-$b$ interlopers is that any inaccuracy in modelling the interloping transitions could lead to a significant bias in measuring the $\mathrm{Hz}$ line position – the narrow $b$ parameter(s) of the interloping transition(s) means that the absorption they cause varies rapidly across the $\mathrm{Hz}$ line profile. Ultimately, the joint fit of all the molecular hydrogen transitions allows the detection and rejection of transitions which are likely to be contaminated by metal lines.

Rejecting transitions which are suspected to be contaminated cannot bias $\Delta \mu / \mu$ away from zero. Moreover, this should not bias $\Delta \mu / \mu$ significantly. If the suspicion of contamination in particular lines was in fact due to $\Delta \mu / \mu \neq 0$, we would expect to see this problem more frequently, and more obviously, for transitions with larger $|K_i|$. The number of transitions rejected was small, and did not appear to be correlated with $|K_i|$, and hence it is unlikely that we are biasing $\Delta \mu / \mu$ towards zero.

### 3.2.3 Continuum and zero level fitting

Determination of the local quasar continuum is difficult in the Lyman-$\alpha$ forest due to absorption which can cover many Angstroms. Malec et al. (2010) discussed the fact that different investigators may manually fit qualitatively similar but quantitatively different continua to particular regions of a spectrum. For this reason, in any region where it appears that the local continuum has not been well determined, we allow for a freely floating continuum that is described by either a constant offset or a linear function, depending on the region in question. The use of a continuum fit which is at most linear helps to prevent strong degeneracies with the parameters of the Voigt profiles which might occur if a higher degree polynomial was used. The parameters of the continuum fit are determined simultaneously with all other parameters in the fit, and therefore any uncertainty in determining the continuum level naturally flows into the uncertainty on $\Delta \mu / \mu$.

Although weak night sky emission is subtracted as part of the initial flux extraction, the subtraction process does not appear to be optimal in the UVES CPL pipeline. In particular, in the base of saturated lines there appears to be a residual flux of about 2 percent of the local continuum. Therefore, in any region which includes saturated lines we allow for the zero level to be a free parameter in the fit, to be determined simultaneously with all other parameters.

### 3.2.4 Over-fitting

It is possible to add too many $\mathrm{HI}$ components to a particular region, leading to “over-fitting”. Over-fitting is undesirable for several reasons. The primary reason is that it means that another, simpler model can explain the absorption spectrum better than the over-fitted model. Perhaps more importantly, it means that the performance of the optimisation algorithm can be substantially impaired. With significant over-fitting, convergence to the $\chi^2$ minimum can be excessively slow. In extreme cases, convergence may not occur at all. Over-fitting can be detected through two means:

1. The addition of components which increase the AICC suggests that the components are not supported by the data. If the AICC significantly decreases upon removal of the components, this suggests that the model was over-fitted.

2. Over-fitting causes the uncertainty estimates on the parameters of the components in question to be excessively large (Gill et al. 1986). In fact, this is often a good way to directly identify components which are potentially unnecessary; the AICC relates to the model as a whole and therefore cannot suggest which components may be unnecessary. In particular, $\mathrm{HI}$ transitions with $\sigma_{\log N} \approx 1.0$ or $\sigma_i / b \approx 1$ are certainly suspicious. In regions with substantial over-fitting, errors can easily be substantially larger than this. The numerical cause of these large errors is strong relative degeneracies between parameters. That is, $\chi^2$ is almost flat in some direction in the parameter space relating to the offending transitions. It is this flatness in $\chi^2$ which is the cause of poor convergence. Nevertheless, the presence of large errors on some components does not mean that they are unnecessary. In particular, the column densities for transitions which are saturated can be very poorly determined. This necessarily means that saturated $\mathrm{HI}$ transitions will have large errors on the column density.

Because of the impact of over-fitting on the convergence of VPFIT, we spent considerable effort trying to identify cases of over-fitting, and removed $\mathrm{HI}$ components as necessary to minimise the problem.

### 3.2.5 Determination of the number of velocity components in the $Q0528-250$ absorber

King et al. (2008) noted that at least 2 velocity components are plainly required to achieve an adequate fit to the $Q0528-250$ absorber. They argued on the basis of the AICC that 4 velocity components are required. We followed a similar procedure here, by comparing models with two, three and four velocity components. We choose whichever model has the lowest AICC (see section 3.2 below).

### 3.3 Voigt profile fits

Our final fits were obtained where we were not able to obtain any statistically appreciable improvement. We show one part of the $\mathrm{Hz}$/HD and Lyman-$\alpha$ Voigt profile fit in Fig. 1; the full model may be found in the online-only version in Appendix A.

### 3.4 Determining $\Delta \mu / \mu$

There are two methods in the literature used for determining $\Delta \mu / \mu$ for a particular $\mathrm{Hz}$ absorber. These can be described as the ‘line-by-line fitting method’ (LBLFM) and the ‘comprehensive fitting method’ (CFM).

In the LBLFM, for each transition one calculates the $\zeta_i$ values in equation 3. Equation 3 then implies that a plot of $\zeta_i$ vs $K_i$ will have a slope of $\Delta \mu / \mu$. The slope of a linear fit to $\zeta_i$ vs $K_i$ can easily be obtained from standard $\chi^2$ minimisation techniques. This method has the advantage of assisting visual detection of problematic transitions, where $\zeta_i$ deviates from the general trend shown by
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Figure 1. Part of the H$_2$/HD Voigt profile fit for the $z = 2.811$ absorber toward Q0528−250. The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of H$_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-$\alpha$). Normalised residuals (i.e. [data - model]/error) are plotted above the spectrum between the orange bands, which represent $\pm 1\sigma$. Labels for the H$_2$ transitions are plotted below the data. Other regions shown in Appendix A (online only).
other lines. A strong deviance of this nature implies that a problem exists in the fit to the transition which generated that $\zeta_i$ value; one can then return to the spectral fit to attempt to determine the problem. This method was used by Ivanhik et al. (2005) and Reinhold et al. (2006).

Unfortunately, the LBLFM cannot be used when the absorber contains two or more closely spaced velocity components. The If velocity components overlap then the calculated errors in the line centroids for those velocity components will be correlated. It follows that, to use the LBLFM, one must first demonstrate that a single component is the best model for the H$_2$/HD lines i.e. that a two component model is statistically worse than a one component model. The LBLFM can be generalised to fit closely spaced velocity components through the use of generalised least squares methods, which allow for correlations between data points. However, to the best of our knowledge this has not been used in the literature to determine $\Delta\mu/\mu$ from a quasar spectrum.

The CFM allows one to reliably measure $\Delta\mu/\mu$ in the case where the absorber contains two or more closely spaced velocity components. In the CFM, one fits all H$_2$ transitions simultaneously with a single redshift for each velocity component, and allows for $\Delta\mu/\mu$ as a free parameter in the fit, such that the rest wavelengths are perturbed as $\lambda^0_i \rightarrow \lambda^0_i [1 + K_i(\Delta\mu/\mu)]$. The value of $\Delta\mu/\mu$ at the $\chi^2$ minimum is the best estimate of $\Delta\mu/\mu$ from the spectrum. In this way, the overlap of the velocity components is naturally accounted for within the fitting process, including the error estimate for $\Delta\mu/\mu$. Additionally, this method significantly reduces the number of free parameters in the fit, which should improve the reliability of the method. This method was used by King et al. (2008) and Malec et al. (2010).

We have assumed that the errors in the $K_i$ values (which are $\approx 1$ percent) are negligible. This assumption can be clearly justified by examining typical reduced redshift plots e.g. Fig. 1 in King et al. (2008), where it is clear that the uncertainty in determining the velocity shifts of the line centroids is much more important than $\approx 1$ percent errors in the $K_i$ coefficients.

The absorber in Q0528−250 contains several closely spaced molecular velocity components. We therefore use the CFM to derive our estimate of $\Delta\mu/\mu$. We note that our fits to each region were all constructed assuming $\Delta\mu/\mu = 0$; $\Delta\mu/\mu$ was allowed to vary only once our model for the H$_2$/HD and Lyman-α lines was complete. If $\Delta\mu/\mu$ is significantly different from zero, it is conceivable that this method could bias our measurement of $\Delta\mu/\mu$ towards zero by “fitting away” any $\mu$ variation through the choice of the Lyman-α forest model. However, because the forest lines generally have high $b$ parameters and because our model cannot fit the spectra in a totally arbitrary fashion (our model consists of a series of Voigt profiles, which have rather less flexibility to fit the spectrum than polynomials, for example) any bias induced should be small. Note that, on account of the above methodology, we cannot bias $\Delta\mu/\mu$ away from zero.

3.5 HD

HD is sensitive to a change in $\mu$, and therefore here we include HD in our analysis of $\Delta\mu/\mu$. Although HD should display a similar velocity structure to H$_2$, the low optical depth of the HD transitions and the small number of transitions observed means that any such structure is unresolved. We therefore model the HD absorption with only a single velocity component. That is, the constraint on $\Delta\mu/\mu$ from HD is derived only by considering potential velocity shifts of the HD lines with respect to each other, and not with respect to H$_2$ transitions. The small number of HD transitions used means that the statistical constraint on $\Delta\mu/\mu$ derived from HD is weak compared to that derived from the H$_2$ transitions. However, future detected HD absorbers observed with greater optical depths and higher SNRs may provide statistically competitive constraints.

3.6 Spectral extraction problems

The CPL pipeline appears to incorrectly estimate the errors associated with the flux data points in the base of saturated lines. In particular, the dispersion of the flux data points about the local zero level is too large to be accounted for by the statistical error. The statistical errors on the flux points appear to be under-estimated by a factor of at least 2. Although it is difficult to determine precisely what happens in regions of low, but non-zero flux, we believe that the errors there are also underestimated. The effect of this is to give falsely high precision on any quantity derived from these data points (including $\Delta\mu/\mu$). Additionally, one cannot fit plausible models to data involving regions of low or negligible flux.

When we combine the individual exposures into a final spectrum using UVES_POPLER, the program calculates a check on the consistency of the exposures contributing to each pixel. As the combined value of each flux pixel is given as a weighted mean of pixels from the contributing spectra, this consistency check is a value of $\chi^2$ for each pixel about the weighted mean. We attempt to check for the under-estimation of uncertainties in regions of low or negligible flux by applying the following algorithm. For each pixel in the combined spectrum, we take a region of five pixels centred on that point. We then take the median of the $\chi^2$ pixels just described that are associated with those five points. We then multiply the error estimate for that spectral pixel by the square root of that median value (that is, $\sigma_i \rightarrow \sigma_i \times \sqrt{\text{median}(\chi_i^2)}$).

However, we only increase the error array if median($\chi^2$) > 1. This is because the spectral errors are generated from photon-counting, and therefore the statistical uncertainty should be a lower bound on the true uncertainty. Thus, it is difficult to justify decreasing the error array without particular evidence that the spectral uncertainty is systematically under-estimated.

4 RESULTS

In section 4.2, we describe our determination of the velocity structure of the absorber, and the $\Delta\mu/\mu$ values (and associated statistical errors) which result. In section 4.3, we describe various consistency checks we make to ensure that our results are robust. In section 5, we detail our analysis of potential systematic errors. In section 6, we give our preferred result including the final estimate of systematic errors.

4.1 Transitions used

For our analysis, we have included 76 molecular hydrogen transitions. In Fig. 2, we give the relationship of $K_1$ and $J$ with $\lambda_0$ for the H$_2$ and HD transitions used in our analysis. The seven HD transitions we have used are: L1R0, L2R0, L3R0, L4R0, L5R0, L6R0, L8R0. We show the spectral regions for the stronger HD transitions as a velocity plot in Fig. 3 clearly demonstrating the existence of HD.
4.2 Velocity structure and $\Delta \mu/\mu$ results

We examine the question of the velocity structure of the Q0528−280 absorber under different scenarios. To do this, we consider models with two, three and four velocity components. In the 3- and 4-component case, we applied a model in which corresponding velocity transitions in transitions from the same $J$-level had the same $b$ parameter [$b = F(J)$], and also the scenario in which corresponding transitions had the same $b$ parameter regardless of $J$ [$b \neq F(J)$]. For the 2-component case, we only considered $b = F(J)$. We give the AICC for these scenarios, and the resulting values of $\Delta \mu/\mu$, in Table 2. We note that we were unable to obtain a stable fit for a 4-component model where $b$ parameters for corresponding components were forced to be the same for all $J$-levels. In this model, the column density of one of the components in the $J = 1$ transitions was driven down to effectively zero. This component was the second strongest component in the $J = 2$ and $J = 3$ transitions. Although we could have omitted this component, the substantial differences in relative strength between the different components in the different $J$-levels means that this model is very unlikely to be a good representation of the physical situation, and therefore that the value of $\Delta \mu/\mu$ derived is unlikely to be accurate.

We note the sign change in $\Delta \mu/\mu$ from the result in King et al. (2008) [$\Delta \mu/\mu = (−1.4±3.9) \times 10^{-6}$], although in the $n = 3$ case the result is only marginally different from zero. It is clear from the $n = 3$ results that a model where different $J$-levels have different $b$ parameters is preferred very strongly over a model with the same
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**Figure 2.** Relationship of $K_1$ and $J$ with $\lambda_0$ (rest wavelength) for the $\text{H}_2$ and HD transitions used in our analysis of the $z = 2.811$ absorber toward Q0528−250. Only $\text{H}_2$ transitions with $J \in [0, 4]$ are shown. All the HD transitions have $J = 0$. Upper panel: the sensitivity coefficients, $K_i$, for the transitions used in our analysis of the absorber (dark blue points) and not detected or not fitted (grey points). Lower panel: the distribution of transitions with wavelength according to their $J$-level.

**Figure 3.** Different spectral regions for our spectrum of Q0528−250 demonstrating the presence of HD in the absorber at $z = 2.811$. The velocity is shown about $z = 2.81112$, which is the fitted HD redshift. The black line is the spectral data and the green line is the model fitted to the data. The red tick marks at $v = 0$ are fitted HD transitions. The red tick marks at $v \neq 0$ are fitted $\text{H}_2$ components. The blue tick marks are fitted Lyman-α components.

---

**Table 2.** Analysis of the velocity structure of Q0528−250. $n$ gives the number of components. The second column defines whether the $b$-parameter for different components is fixed or is different for transitions with different $J$, i.e. whether $b$ is a function of $J$ [$b = F(J)$]. The column labelled AICC gives the AICC for the fit. The column $\Delta \text{AICC}$ shows the difference of the AICC with respect to the best-fitting model. For the 4-component, $b \neq F(J)$ model, the column density of one component of the $J = 1$ transitions was driven to zero, and the component was rejected, where this component was strongly detected in other $J$-levels. This implies that the model is not physically realistic, and so we label it as unstable. For these fits, the instrumental resolution was assumed to have a FWHM of 5.45 km s$^{-1}$. Note that the AICC is numerically quite large because of the thousands of degrees of freedom due to thousands of spectral points being included in the fit.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$b = F(J)$</th>
<th>AICC</th>
<th>$\Delta \text{AICC}$</th>
<th>$\chi^2/\nu$</th>
<th>$\Delta \mu/\mu$ (10$^{-6}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$b = F(J)$</td>
<td>11545.8</td>
<td>57.6</td>
<td>1.126</td>
<td>2.6 ± 2.8</td>
</tr>
<tr>
<td>3</td>
<td>$b = F(J)$</td>
<td>11488.2</td>
<td>0</td>
<td>1.115</td>
<td>0.2 ± 3.2</td>
</tr>
<tr>
<td>3</td>
<td>$b \neq F(J)$</td>
<td>11653.8</td>
<td>166.6</td>
<td>1.141</td>
<td>0.4 ± 3.2</td>
</tr>
<tr>
<td>4</td>
<td>$b = F(J)$</td>
<td>11510.4</td>
<td>22.2</td>
<td>1.117</td>
<td>3.4 ± 3.7</td>
</tr>
<tr>
<td>4</td>
<td>$b \neq F(J)$</td>
<td>Unstable fit</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>
b-parameter for each J-level. This accords well with the results of King et al. (2008).

We note that, for these fits, the 3-component model is preferred to the 4-component model, at about the same statistical significance as the 4-component model was preferred to the 3-component model in King et al. (2008). There are several points to note here:

i) The seeing conditions for the spectra used by King et al. (2008) were quite variable, and may have induced a significantly non-Gaussian instrumental profile. The requirement for 4 components in King et al. (2008) may be a reflection of the non-Gaussian profile, rather than the absorber itself. Because the components are unresolved at these resolving powers, identification of the correct number of components is difficult. Nevertheless, what is important is that all the statistical structure in the measured profiles is adequately accounted for. This is directly reflected in the AICC.

ii) Some of the exposures contributing to the spectrum used by King et al. (2008) were poorly calibrated. It is conceivable that wavelength miscalibrations could cause a model with more complexity to be favoured.

iii) Although we have attempted to apply the same forest model in analysing the 3- and 4-component model (where in each case \( \chi^2 \) is obviously minimised with respect to all the parameters), the construction of the forest model itself depends on the choice of the \( J_2 \) model. Strong \( J_2 \) components will obviously have little effect on the forest model because they are clearly distinguished from the forest. However, the 4th component of the model is weak and unresolved visually. We created the 3-component fit by removing the weakest component from the 4-component fit. In most regions, the resulting fit was reasonable, however in a small number of regions we found that we had to add weak forest components to account for the removal of the 4th \( J_2 \) component. To achieve a like-with-like comparison, we included these extra forest components in the 4-component fit. This means that any test for the statistical significance of the number of components depends somewhat on the choice of forest model near the \( J_2 \) lines.

iv) We noted whilst we were iteratively refining the model in the 3- and 4-component cases that the 4-component model was preferred for most of the refining process, with \( \Delta \text{AICC} \approx 10 \) in its favour for much of the time. It was only in the last few rounds of refining the model that the 3-component model became preferred as a result of changes made to a small number of regions. Therefore, the choice of the correct number of components can be sensitive to decisions made about the forest model in a small number of regions.

v) If the instrumental resolution used differs significantly from the true instrumental resolution then one might choose an incorrect number of components.

We conclude from this that although the Jeffreys’ scale suggests that there is very significant evidence for the 3-component model over the 4-component model, in light of the fact that this evidence is conditioned on the correct choice of forest model and instrumental resolution, the actual preference for the 3-component model over the 4-component is rather weak. These arguments apply similarly to the preference for a 4-component model over a 3-component model in King et al. (2008). The issue of whether there are 3 or 4 components is simply very difficult to resolve given the actual SNR and resolution of the spectra available.

To investigate the effect of varying the instrumental resolution, we re-ran the 3- and 4-component, \( b = F(J) \) fits with an instrumental resolution of 5.15 km s\(^{-1}\). The results of this are given in Table 3. There are three points to note from varying the instrumental resolution: i) in both cases the AICC decreases, suggesting that the lower instrumental resolution is preferred; ii) the preference for the 3-component model over the 4-component model increases, and; iii) \( \Delta \mu/\mu \) is relatively insensitive to the instrumental resolution, as one would naively expect (particularly for the 3-component model). We give the resulting parameters from this fit in Table 4.

In principle, one can account for the uncertainty in the choice of model by constructing a weighted mean of the \( \Delta \mu/\mu \) values from each model, where the weights are given by the penalised likelihood [i.e. \( w_i = \exp(-\text{AICC}/2) \)]. Because the difference in the AICC between the 3-component and 4-component models is \( \approx 30 \), however, the suppression of the 4-component model is sufficiently large so that any contribution from this model can be neglected.

Thus, on the basis of the statistical results in Table 3 we choose \( \Delta \mu/\mu = (0.3 \pm 3.2) \times 10^{-6} \) as our preferred statistical result for the analysis of \( z = 2.811 \) absorber toward Q0528–250. This is obviously consistent with no change in \( \mu \).

### 4.3 Consistency checks

We can relax some of the assumptions made in our analysis of this absorber to explore whether they have a meaningful impact on the result. In particular, we explore here whether the result we obtain is significantly affected by our assumptions about the different J-levels. We follow a similar procedure to that used by Malec et al. (2010). We also verify that our optimisation algorithm is functioning adequately.

#### 4.3.1 Different \( \Delta \mu/\mu \) from different J-levels

Rather than allowing transitions from all J-levels to contribute to a single value of \( \Delta \mu/\mu \), within VPFIT we can calculate a value of \( \Delta \mu/\mu \) for each \( J_2 \) J-level (and one for HD) separately. Strictly, the values of \( \Delta \mu/\mu \) obtained are not independent because: i) they assume that each J-level has the same number of velocity components; and, ii) the redshifts are tied between corresponding velocity components in transitions arising from different J-levels. Nevertheless, this is useful for quantifying the contribution that each J-level makes to the final result. Ubachs et al. (2007) noted that, on account of the para–ortho distribution of \( J_2 \) the \( J = 1 \) state is significantly populated even at low temperatures. They suggested dividing the states into a \( J \in [0, 1] \) set (cold states) and \( J \geq 2 \) set (warm states) to examine the impact of temperature. We examine both of these cases in Fig. 3. We see that there is no clear evidence for a difference of \( \Delta \mu/\mu \) obtained using transitions arising from different J-levels.

### Table 3. Effect of varying the instrumental resolution from FWHM=5.45 km s\(^{-1}\) (table 2) to FWHM=5.15 km s\(^{-1}\) on estimates of \( \Delta \mu/\mu \) for different models.

<table>
<thead>
<tr>
<th>n</th>
<th>( b = F(J) )</th>
<th>AICC</th>
<th>( \Delta \text{AICC} )</th>
<th>( \Delta \mu/\mu (10^{-6}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>( b = F(J) )</td>
<td>11470.4</td>
<td>0</td>
<td>0.3 ± 3.2</td>
</tr>
<tr>
<td>4</td>
<td>( b = F(J) )</td>
<td>11500.1</td>
<td>29.8</td>
<td>4.0 ± 3.8</td>
</tr>
</tbody>
</table>
The columns labeled "Component 1" through "Component 3" give the parameters for the 3 H2 components, whilst the HD column gives the parameters for the single fitted HD component. For the H2 components, \( N_{\text{rel}} \) specifies the relative strengths of the three components, defined as \( N_{\text{rel},i} = N_i / \Sigma_j N_j \) for the components in that J-level; because we fit the line intensities as free parameters for the H2 transitions it is difficult to derive an accurate estimate of the column density. For an approximate estimate of the total column density for each J-level, see Table 8. The HD components were fitted using the actual oscillator strengths, and so we give a direct estimate of the column density for the J = 0 level of HD explicitly, b gives the b parameter for the component. Uncertainty estimates are derived from the covariance matrix at the purported optimisation solution. For certain poorly-determined b parameters, where \( \alpha_i/b \geq 1 \) these uncertainty estimates will not yield accurate confidence intervals on the b-parameters due to the fact that \( b > 0 \). Our optimiser has a hard lower limit for \( b \) of 0.4 km s\(^{-1}\) to prevent numerical problems with the convolution of the Voigt profile model with the instrumental profile model, which is why the b parameters for the \( J = 3 \) and \( J = 4 \) levels of component 3 are both 0.40 km s\(^{-1}\). Note the trend for decreasing \( b \) with increasing \( J \) for the H2 components, which is why the \( b = F(J) \) models are significantly preferred over the \( b \neq F(J) \) models.

<table>
<thead>
<tr>
<th>J-level</th>
<th>n</th>
<th>Parameter</th>
<th>Component 1</th>
<th>Component 2</th>
<th>Component 3</th>
<th>HD</th>
</tr>
</thead>
<tbody>
<tr>
<td>J = 0</td>
<td>3</td>
<td>( b ) (km s(^{-1}))</td>
<td>2.8110056(9)</td>
<td>2.811123(7)</td>
<td>2.8109346(11)</td>
<td>2.8111200(33)</td>
</tr>
<tr>
<td>J = 1</td>
<td>8</td>
<td>( N_{\text{rel}} )</td>
<td>0.68</td>
<td>0.25</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>J = 2</td>
<td>24</td>
<td>( b ) (km s(^{-1}))</td>
<td>4.64 ± 0.09</td>
<td>3.57 ± 0.25</td>
<td>2.44 ± 0.62</td>
<td></td>
</tr>
<tr>
<td>J = 3</td>
<td>28</td>
<td>( N_{\text{rel}} )</td>
<td>0.18</td>
<td>0.07</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>J = 4</td>
<td>13</td>
<td>( b ) (km s(^{-1}))</td>
<td>3.78 ± 0.19</td>
<td>3.08 ± 0.08</td>
<td>0.40 ± 0.05</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4.** Left panel: \( \Delta \mu/\mu \) for each H2 J-level and HD, assuming that each J-level has the same 3-component velocity structure. The J = 0 level has a substantially larger uncertainty than the J \( \in [1, 4] \) transitions because only 3 J = 0 transitions are used in the fit. HD has been plotted in units of 10\(^{-5}\) to increase clarity for the H2 results. Right panel: \( \Delta \mu/\mu \) for two groups of transitions, H2 J \( \in [0, 1] \) ("cold transitions") and J \( \in [2, 4] \) ("warm transitions"). The black data points are the results where the redshifts for corresponding components in the cold and warm transitions are assumed to be the same, and the red points are where the redshifts are allowed to differ between the cold and warm transitions.

### 4.3.2 Optimiser performance

The determination of \( \Delta \mu/\mu \) requires minimising \( \chi^2 \) for a model which contains hundreds of free parameters. Adequate performance of the optimiser is crucial in obtaining a reliable value of \( \Delta \mu/\mu \) and an associated error. Premature termination of the optimiser will yield an erroneous best estimate for \( \Delta \mu/\mu \). Typically this result will be biased towards the value of \( \Delta \mu/\mu \) that is used to initialise the optimiser. Code errors or other gross problems with the optimiser will also render the error associated with \( \Delta \mu/\mu \) unreliable.

In the context of potential variation of \( \alpha \), we have checked that the optimiser within VPFIT performs adequately for the case of a few tens of parameters using Markov Chain Monte Carlo (MCMC) methods (King et al. 2009). We found for three systems that the estimated value of \( \Delta \alpha/\alpha \) and its associated 1σ error provided by VPFIT are very similar to that determined from MCMC exploration of the likelihood function. Nevertheless, our model for the absorber in Q0528−250 and the Lyman-\( \alpha \) forest have more than an order of magnitude more free parameters, and so an explicit check on the performance of the optimiser is advantageous.

A simple check on whether the optimiser is functioning adequately is to restart VPFIT with an initial value of \( \Delta \mu/\mu \) that is significantly different to both the original starting guess (\( \Delta \mu/\mu = 0 \)) and the final result returned by VPFIT. To do this, we re-ran the optimisation with a starting value of \( \Delta \mu/\mu = 10^{-5} \) for the 3-component, \( b = F(J) \) fit with an instrumental resolution FWHM of 5.45 km s\(^{-1}\). The final value of \( \Delta \mu/\mu \) under this circumstance was 0.210 \( \times 10^{-6} \), compared to 0.187 \( \times 10^{-6} \) when started from \( \Delta \mu/\mu = 0 \). These two numbers differ by \( \approx 0.007\sigma \), which is entirely negligible. This demonstrates both that the final result is insensitive to reasonable choices of the starting guess for \( \Delta \mu/\mu \) and that our optimiser is functioning adequately.

We note that Malec et al. (2010) performed Monte Carlo simulations on realisations of their J2123−0050 spectrum and found consistency between the error on \( \Delta \mu/\mu \) and the distribution of \( \Delta \mu/\mu \) values. Similar simulations confirm the reliability of VPFIT in the context of \( \Delta \alpha/\alpha \) (Murphy et al. 2003, King et al. 2009).

### 5 SYSTEMATIC ERRORS

Malec et al. (2010) discussed a number of potential systematic errors which could affect the measurement of \( \Delta \mu/\mu \) from the analysis of H2/HD absorbers. We investigate the same potential systematic errors here.

It is worth noting initially that a clear potential source of uncertainty arises from the quality of the wavelength calibration. Because the K\( \alpha \) values are well-correlated with wavelength within the Lyman and Werner series (but much less so when considering both
the Lyman and Werner series simultaneously), any effect which systematically expands or compresses the wavelength scale will mimic a change in \( \mu \). Any effect which only locally perturbs the wavelength calibration will have a random effect on \( \Delta \mu/\mu \), and, providing enough transitions are used, the impact of such an effect will average to zero. We discuss wavelength calibration in the next two sections.

5.1 Known wavelength calibration errors due to uncertainties in the ThAr calibration

The calibration of the ThAr wavelength scale is not perfect; each of the ThAr transitions displays a residual velocity offset about the best-fit polynomial solution. The RMS of the residuals is \( \sim 70 \text{ m s}^{-1} \) in the blue arm and \( \sim 55 \text{ m s}^{-1} \) in the red arm. However, these fluctuations are random, and therefore will average out if a large number of \( \text{H}_2 \) transitions are used. Only systematic deviations from the true wavelength solution should appreciably affect the best estimate of \( \Delta \mu/\mu \). There are fewer good ThAr lines in the blue end of the spectrum than in the red end, and therefore larger deviations of the wavelength solution from the true solution are possible.

Following the analysis of [Murphy et al. 2007], the systematic deviation in the blue end of the spectrum relative to the red end of the forest has an upper limit of \( \sim 20 \text{ m s}^{-1} \). The maximum \( K_1 \) value used in the fit is 0.053, whilst the minimum is \( \sim -0.009 \). This implies that the maximum possible systematic due to this effect is given by \( \delta (\Delta \mu/\mu) = (\Delta v/c)/\Delta K_1 \), which is \( 1.1 \times 10^{-6} \). In reality, the effect is likely to be smaller than this as positive deviations should tend to cancel somewhat with negative deviations. However, how to reduce the effect is unclear; it may not simply scale as \( 1/\sqrt{N} \) (for \( N \) transitions). Therefore, we retain this estimate as the maximum possible systematic effect due to this cause.

5.2 Intra-order distortions of unknown origin

The path that the quasar light takes through the telescope is similar but not identical to that from the ThAr calibration lamp – the ThAr light fills the slit nearly uniformly, whilst the quasar light does not, and the ThAr light does not pass through the telescope optics. Due to the different light paths, the wavelength scale of the quasar light may be different to that of the ThAr light; the differences between them may appear as an apparent distortion of the wavelength scale. Both long range and short-range distortions are possible. [Griest et al. 2010] identified a pattern of distortion within echelle orders in Keck/HIRES spectra, such that the wavelength scale at the centre of echelle orders is distorted with respect to that at the echelle order edges. The peak-to-peak velocity distortion is \( \sim 500 \text{ m s}^{-1} \) at \( \sim 5600 \text{ Å} \). The distortion was identified by comparing the calibration of a spectrum obtained using a ThAr exposure to that obtained using an I\(_2\) absorption cell. The iodine cell is placed in the quasar light path, and the characteristic absorption spectrum is imprinted on the quasar spectrum. The use of an iodine cell therefore obviates the concern about optical path differences when using a ThAr lamp. Unfortunately, an I\(_2\) cell is not useful for calibration of general quasar observations, because the iodine transitions cover only a relatively narrow part of the optical range, and because of the loss of flux from the quasar as a result of the use of the cell. The observed distortion pattern appears to be dependent on wavelength, and the distortion may be larger at longer wavelengths. The precise origin of the distortions is unknown, and similarly it is unknown to what extent the distortions remain constant in time, and how they depend on extrinsic factors (e.g. telescope orientation, temperature, pressure and accuracy of quasar centering in the spectrograph slit). Therefore, it is not possible at present to adequately remove these distortions of the wavelength scale from observations. [Whitmore et al. 2010] identified a similar effect in VLT/UVES spectra, with a peak-to-peak velocity distortion of \( \sim 200 \text{ m s}^{-1} \). The distortion appears to be much less consistent between echelle orders than that seen by [Griest et al.] however. Further observations by one of us (MTM) have shown that the observed wavelength distortion is definitely not constant over long periods of time i.e. more than several nights, which makes removal of the distortion extremely difficult.

Similar to [Malec et al. 2010], we attempted to estimate the magnitude of the error introduced into a determination of \( \Delta \mu/\mu \) as a result of the observed velocity distortions. To do this, we used a triangular-shaped distortion, where the wavelengths of pixels at the centre of echelle orders were displaced by \( +200 \text{ m s}^{-1} \) with respect to those at the echelle order edges. The modification to the spectra was implemented within UVES-POLPERL. The shift in \( \Delta \mu/\mu \) after modifying the spectrum was \( -0.3 \times 10^{-6} \) (using the 3-component, \( b = F(J) \) model). Clearly this value is model-dependent – if the distortion has a different amplitude or form, then the impact on \( \Delta \mu/\mu \) may be different. However, this estimate of the systematic error is likely to be of the correct magnitude. We therefore adopt a Gaussian with \( \sigma = 0.3 \times 10^{-6} \) as an estimate of the systematic effect due to distortions of this type.

5.3 Velocity structure and spatial segregation

It is possible that transitions arising from different \( J \)-levels might be spatially segregated [Jenkins & Peimbert 1997; Levshakov et al. 2002]. Assuming that all \( J \)-levels arise from the same redshift in this event could spuriously produce \( \Delta \mu/\mu \neq 0 \). Although our result for the Q0528–250 absorber is statistically consistent with zero, it is of course possible that a non-zero \( \Delta \mu/\mu \) could be pushed towards zero by this sort of systematic effect. Similar to [Malec et al. 2010], we relaxed our assumption that corresponding components in all \( J \)-levels arise from the same redshift. In particular, we divided the data set into “cold” transitions, \( J \in [0, 1] \), and “warm” transitions, \( J \in [2, 4] \), as was done earlier, but only tie the redshifts of corresponding components between different \( J \)-levels within these two groups. If there is spatial segregation, this should be seen as a statistically significant difference between the redshifts of corresponding components between the two groups, and also as a substantial shift in the values of \( \Delta \mu/\mu \) derived from the two groups compared to what was obtained earlier.

In the right panel of Fig. 1 we directly compared \( \Delta \mu/\mu \) in the case where the velocity structure was allowed to vary between cold and warm components, and note that there is no appreciable shift. In Fig. 2 we show these considerations more directly by examining the differences in the redshifts of the three components, and also the explicit difference between \( \Delta \mu/\mu \) in the two cases considered. We see that there is no statistically significant difference between the redshifts in any of the three components when the velocity structure is allowed to vary between the cold and warm components. Similarly, we see that the shift in \( \Delta \mu/\mu \) is \( \lesssim 0.1 \sigma \) when the velocity structure is allowed to vary between the cold and warm components. Thus, we conclude that there is no evidence for a systematic shift in \( \Delta \mu/\mu \) as a result of segregation of the cold and warm \( J \)-levels.

Nevertheless, to quantify the possible error introduced by our
variables is given by the convolution of their individual probability density functions. Thus, to estimate our final uncertainty, we convolve the distributions assumed for each of the sources of uncertainty, and give the standard deviation of the resultant distribution as our uncertainty estimate.

This yields our final estimate of $\Delta \mu/\mu$ for the $z = 2.811$ absorber toward Q0528–250 as

$$\frac{\Delta \mu}{\mu} = (0.3 \pm 3.2_{\text{stat}} \pm 1.9_{\text{sys}}) \times 10^{-6}$$

(5) 

$$= (0.3 \pm 3.7)_{\text{tot}} \times 10^{-6}.$$  

(6)

7 OTHER ANALYSIS

7.1 $H_2/HD$ column density ratio

The HD/H$_2$ column density ratio is of astrophysical interest. We calculate the total H$_2$ column density under the 3-parameter, $b = F(J)$ model via the method given in the caption to Table 6 to be $\log_{10} N/(\text{cm}^{-2}) = 16.556 \pm 0.024$. Column densities for each of the H$_2$ $J$-levels are given in Table 6. The HD $J = 0$ column density is $\log_{10} N/(\text{cm}^{-2}) = 13.267 \pm 0.024$ directly from the fit. We assume that the total H$_2$/HD column density ratio is approximated by the HD/H$_2$ column density ratio as $(5.6 \pm 1.1) \times 10^{-6}$ from Q0528–250. Alternatively, $\log_{10}(N(\text{HD})/N(\text{H}_2)) = -3.3 \pm 0.2$. As such, some caution is warranted in comparing the HD/H$_2$ ratio presented here to other results. Additionally, our HD/H$_2$ column density measurement is based on the HD line intensities fitted as free parameters. This makes it challenging to accurately estimate the total H$_2$ column density; to obtain a more accurate HD/H$_2$ column density ratio, this absorber should be re-analysed specifically for this purpose.

8 DISCUSSION

Firstly, it is clear that the result obtained here is consistent with no variation of $\mu$. Secondly, the result is consistent with the Q0528–250 result in King et al. (2008), and also the $\Delta \mu/\mu$ estimates obtained from Q0405–443 and Q0347–383 in King et al. (2008) and from J2123–0050 in Malec et al. (2010). From consideration of all the HD/H$_2$ measurements from quasar absorbers (which are all at $z > 2$) there is no statistically significant evidence for cosmological variation in $\mu$. In particular, we can formally combine the results from King et al. (2008), Malec et al. (2010) and this work under a weighted mean model (assuming that a weighted mean model is a legitimate description of the data), and we obtain $\Delta \mu/\mu = (2.3 \pm 2.2) \times 10^{-6}$, with $\chi^2_{\text{red}}$ about the weighted mean of $\approx 0.9$. The fact that $\chi^2_{\text{red}} \approx 1$ suggests that the uncertainty estimates on $\Delta \mu/\mu$ are approximately correct. We show the result of
the universe. The value of as free parameters, the particular $J$, in this absorber, with a column density of log HD transitions. This is the first time that HD has been detected on the values presented in King et al. (2008) and Malec et al. (2010).

In this work in comparison with other quasar constraints on $\Delta \mu / \mu$ in Fig. 6.

9 CONCLUSION

We have used new observations of the molecular absorber at $z = 2.811$ towards Q0528$-250$ to derive a new, strong constraint on $\Delta \mu / \mu$ at high redshift, namely $\Delta \mu / \mu = (0.3 \pm 3.2_{\text{stat}} \pm 1.9_{\text{sys}}) \times 10^{-6} = (0.3 \pm 3.7) \times 10^{-6}$. This result is the strongest individual constraint on variation in $\mu$ at $z > 1$, and together with other measurements of H$_2$/HD absorbers provides a very strong constraint on evolution in $\mu$ over most of the observable history of the universe. The value of $\Delta \mu / \mu$ presented here is consistent with the values presented in King et al. (2008) and Malec et al. (2010).

Our result was derived using 76 H$_2$ transitions and seven HD transitions. This is the first time that HD has been detected in this absorber, with a column density of log HD column density ratio to be $\log_{10}(N(\text{HD})/N(\text{H}_2)) = -3.3 \pm 0.2$.

Similar to King et al. (2008) and Malec et al. (2010), we applied the comprehensive fitting method (CFM), where we simultaneously fitted the H$_2$/HD transitions with the surrounding Lyman-$\alpha$ forest lines. By modelling the forest simultaneously with the H$_2$/HD transitions, our estimate of $\Delta \mu / \mu$ should be more accurate. Similarly, the uncertainty in determining the locations of the forest lines directly feeds into our uncertainty estimate on $\Delta \mu / \mu$, helping to ensure that our uncertainty is not under-estimated.

On the basis of the AICC, we concluded that a model of the absorber with 3 velocity components is preferred. We imposed a number of assumptions about the velocity structure of the absorber in order to reduce the number of free parameters in the fit. Investigation of potential differences between ‘cold’ ($J \in [0, 1]$) and ‘warm’ ($J \in [2, 4]$) components showed that the potential impact of our assumptions on the estimate of $\Delta \mu / \mu$ is significantly smaller than the statistical error on $\Delta \mu / \mu$.

We investigated a number of potential systematic effects, including: known wavelength calibration errors due to uncertainties in the ThAr calibration; observed intra-echelle order wavelength scale distortions of unknown origin; assumptions about the velocity structure, and; the effect of re-dispersing the individual exposures onto a common wavelength grid. The contribution of each of these effects is small, and in aggregate the total uncertainty in $\Delta \mu / \mu$ is dominated by statistical rather than systematic error sources.
is reassuring, and means that future VLT/UVES observations of H$_2$/HD absorbers may continue to increase the constraint on $\Delta \mu/\mu$ in a meaningful way, provided that appropriate absorbers can be identified. 

Although there is no significant evidence for evolution in $\mu$, and little ($\sim 2\sigma$) evidence for dipolar variation in $\mu$ across the sky, it is intriguing that the dipole direction in a dipole+monopole model fitted to the $z > 1$ H$_2$/HD $\Delta \mu/\mu$ constraints points in a similar direction to the $\Delta\sigma/\sigma$ dipole described in [King et al. (2011)]. Given the distribution of existing H$_2$ results on the sky, new H$_2$ absorbers in judicious locations will be able to place strong constraints on spatial variation in $\mu$.

The current number of quasars known to contain molecular hydrogen absorption is small, and almost all existing analyses have focused on the objects Q0405−443, Q0347−383, Q0528−250 and J2123−0050. Given that analysis of molecular hydrogen currently remains the most direct and precise way of investigating potential evolution in $\mu$ at $z > 2$, it would be advantageous if many more H$_2$/HD systems could be discovered. Although new observations of existing H$_2$/HD systems can increase the SNR, common systematics may remain. The use of more absorbers in different quasars would increase both the redshift and spatial coverage of the $\Delta \mu/\mu$ constraints.
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**APPENDIX A: VOIGT PROFILE FITS**

*Online only: Figures A1 through A14 show our Voigt profile model for the \( z = 2.811 \) absorber toward Q0528−250 and the surrounding Lyman-\( \alpha \) forest regions, indicating both the positions of the H\(_2\)/HD components as well as the H\(_1\) components used to fit the surrounding Lyman-\( \alpha \) forest.*
New constraint on $\mu$-variation from Q0528–250

Figure A1. $\text{H}_2$/HD fit for the $z = 2.811$ absorber toward Q0528–250 (part 1). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of $\text{H}_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-$\alpha$). Normalised residuals (i.e. [data - model]/error) are plotted above the spectrum between the orange bands, which represent $\pm 1\sigma$. Labels for the $\text{H}_2$ transitions are plotted below the data.
Figure A2. H$_2$/HD fit for the $z = 2.811$ absorber toward Q0528$-$250 (part 2). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of H$_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-α). Normalised residuals (i.e. [data - model]/error) are plotted above the spectrum between the orange bands, which represent ±1σ. Labels for the H$_2$ transitions are plotted below the data.
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Figure A3. $\text{H}_2$/HD fit for the $z = 2.811$ absorber toward Q0528−250 (part 3). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of $\text{H}_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-\(\alpha\)). Normalised residuals (i.e. $[\text{data} - \text{model}]$/error) are plotted above the spectrum between the orange bands, which represent $\pm 1\sigma$. Labels for the $\text{H}_2$ transitions are plotted below the data.
Figure A4. $\text{H}_2$/HD fit for the $z = 2.811$ absorber toward Q0528−250 (part 4). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of $\text{H}_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-$\alpha$). Normalised residuals (i.e. $|\text{data} - \text{model}|/\text{error}$) are plotted above the spectrum between the orange bands, which represent $\pm 1\sigma$. Labels for the $\text{H}_2$ transitions are plotted below the data.
Figure A5. H$_2$/HD fit for the $z = 2.811$ absorber toward Q0528−250 (part 5). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of H$_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-α). Normalised residuals (i.e. (data - model)/error) are plotted above the spectrum between the orange bands, which represent ±1σ. Labels for the H$_2$ transitions are plotted below the data.
Figure A6. H$_2$/HD fit for the $z = 2.811$ absorber toward Q0528−250 (part 6). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of H$_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-α). Normalised residuals (i.e. [data - model]/error) are plotted above the spectrum between the orange bands, which represent ±1σ. Labels for the H$_2$ transitions are plotted below the data.
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Figure A7. H$_2$/HD fit for the $z = 2.811$ absorber toward Q0528−250 (part 7). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of H$_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-$\alpha$). Normalised residuals (i.e. $|\text{data} - \text{model}|/\text{error}$) are plotted above the spectrum between the orange bands, which represent $\pm 1\sigma$. Labels for the H$_2$ transitions are plotted below the data.
Figure A8. H$_2$/HD fit for the $z = 2.811$ absorber toward Q0528$-$250 (part 8). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of H$_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-$\alpha$). Normalised residuals (i.e. [data - model]/error) are plotted above the spectrum between the orange bands, which represent ±1σ. Labels for the H$_2$ transitions are plotted below the data.
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Figure A9. H2/HD fit for the \( z = 2.811 \) absorber toward Q0528−250 (part 9). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of H2/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-\( \alpha \)). Normalised residuals (i.e. [data - model]/error) are plotted above the spectrum between the orange bands, which represent ±1σ. Labels for the H2 transitions are plotted below the data.
Figure A10. H$_2$/HD fit for the $z = 2.811$ absorber toward Q0528–250 (part 10). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of H$_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-$\alpha$). Normalised residuals (i.e. [data - model]/error) are plotted above the spectrum between the orange bands, which represent $\pm 1\sigma$. Labels for the H$_2$ transitions are plotted below the data.
Figure A11. H$_2$/HD fit for the $z = 2.811$ absorber toward Q0528−250 (part 11). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of H$_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-$\alpha$). Normalised residuals (i.e. [data - model]/error) are plotted above the spectrum between the orange bands, which represent $\pm 1\sigma$. Labels for the H$_2$ transitions are plotted below the data.
Figure A12. $\text{H}_2$/HD fit for the $z = 2.811$ absorber toward Q0528−250 (part 12). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of $\text{H}_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-α). Normalised residuals (i.e. $[\text{data} - \text{model}] / \text{error}$) are plotted above the spectrum between the orange bands, which represent $\pm 1\sigma$. Labels for the $\text{H}_2$ transitions are plotted below the data.
Figure A13. H$_2$/HD fit for the $z = 2.811$ absorber toward Q0528−250 (part 13). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of H$_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-α). Normalised residuals (i.e. [data - model]/error) are plotted above the spectrum between the orange bands, which represent ±1σ. Labels for the H$_2$ transitions are plotted below the data.
Figure A14. H$_2$/HD fit for the $z = 2.811$ absorber toward Q0528–250 (part 14). The vertical axis shows normalised flux. The model fitted to the spectrum is shown in green. Red tick marks indicate the position of H$_2$/HD components, whilst blue tick marks indicate the position of blending transitions (presumed to be Lyman-α). Normalised residuals (i.e. [data - model]/error) are plotted above the spectrum between the orange bands, which represent ±1σ. Labels for the H$_2$ transitions are plotted below the data.