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Performance Appraisal of Software Testers

Tanjila Kanij1 and John Grundy

Swinburne University of Technology, Melbourne, Australia

Robert Merkel

Monash University, Melbourne, Australia

Abstract

Context: To determine the effectiveness of software testers a suitable
performance appraisal approach is necessary, both for research and practice
purposes. However, review of relevant literature reveals little information of
how software testers are appraised in practice.

Objective: (i) To enhance our knowledge of industry practice of perfor-
mance appraisal of software testers; and (ii)to collect feedback from project
managers on a proposed performance appraisal form for software testers.

Method: A web-based survey with questionnaire was used to collect
responses. Participants were recruited using cluster and snowball sampling.
18 software development project managers participated.

Results: We found two broad trends in performance appraisal of software
testers - same employee appraisal process for all employees and a specialized
performance appraisal method for software testers. Detailed opinions were
collected and analysed on how performance of software testers should be
appraised. Our proposed appraisal approach was generally well-received.

Conclusion: Factors such as number of bugs found after delivery and
efficiency of executing test cases were considered important in appraising
software testers’ performance. Our proposed approach was refined based on
the feedback received.

Keywords: Performance appraisal, Software testers, Project management

1. Introduction

The reliability of delivered software, to a large extent, depends on the
performance of software testers. An accurate performance appraisal of soft-
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ware testers is thus very important for their recruitment, monitoring and
development, and for testing team performance management. Furthermore,
from a research perspective, to conduct studies of factors that potentially
affect software testers’ performance, a validated, reliable instrument to as-
sess software testers’ performance is an essential prerequisite. For example,
in a research study [1] investigating the influence of personality on the effec-
tiveness of software testing the authors needed to distinguish different levels
of performance. To accomplish this, a method to assess high performing
software testers was necessary.

However, from an extensive search of relevant literature we did not find
any widely accepted and well established performance appraisal method for
software testers. Therefore, as an operational need for our research, we have
proposed a new Performance Appraisal Form (PAF) for software testers.
However, any such instrument should be validated for use.

In this study, we sought a broader insight into industrial practice in the
area of tester performance appraisal by surveying nearly 20 software develop-
ment project managers to describe the practices in their own organizations,
and their own views on tester performance appraisal. We then attempted to
validate the approach taken in our PAF by collecting feedback from software
development project managers on the proposed PAF, obtaining detailed feed-
back from 10 of them. With this two-pronged approach, we not only sought
direct comment on our proposed PAF, we hoped to find out whether indus-
trial practice could further inform our PAF design, and also whether the PAF
proposed could be of industrial as well as research interest.

The rest of the article is arranged as follows- Section 2 summarises our
review of relevant literature, Section 3 details our research questions, Sec-
tion 4 describes the proposed Performance Appraisal Form (PAF), Section 5
describes the method of this research study, Section 6 presents our results,
Section 7 lists the threats to validity of the research, Section 8 presents our
discussion on the findings and finally Section 9 concludes the article.

2. Related Work

2.1. Performance evaluation of software testers

As reported in our earlier research [2], there is no widely accepted in-
strument or approach to evaluating the performance of software testers in
the academic literature. However, we found some suggestions about criteria
that may be important for evaluating software testers’ performance. Fenton
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and Pfleeger [3] suggest measuring efficiency of software testing using the
number of bugs found per KLOC. Grady and Caswell [4] suggest looking for
average reported bugs per working day. However, Kaner [5] has discouraged
considering only bug counts to measure software testers’ efficiency as bug
counts are influenced by reliability of code being tested, difficulty of testing
the code, and the testing techniques being used (for example, exploratory
and regression testing will produce different bugs).

Kaner [6] proposed a multidimensional assessment method for software
testers, emphasizing qualitative assessment of testers’ plan of testing, exe-
cution of tests and bug reports. He suggests the reviewer conducts short,
regular discussions with testers regarding their test progress to obtain infor-
mation. Kaner’s proposed approach is a plausible way to evaluate testers;
however, it is not supported by any research results. In addition, the eval-
uation approach is time consuming and is dependent on the perception of
the reviewer. Appropriate manager training and experience is needed to
successfully carry out this type of evaluation.

In our earlier survey [2] we found that bug report quality was considered
important in assessing software tester’s performance.

2.2. Performance evaluation of other software practitioners

Killingsworth et al. [7] described a model to motivate and evaluate infor-
mation systems staff using five factors: product quality, customer outreach,
staff development, administrative efficiency and fiscal responsibility. A senior
project manager and team leader assess each employee on each of the five
factors with varying weights for the reviewer. For example product quality
accounts for 40% of the review for a team leader and 20% of the review for
a senior manager.

Mayer and Stalnaker [8] describe a number of methods that are useful for
selection and evaluation of computer personnel. While most of the methods
presented in their paper are useful for selection of programmers, very few of
those can be used for evaluation as well. These include: Dickmann’s [9] Pro-
grammer Appraisal Instrument (PAI) with four performance areas- profes-
sional preparation and activity, programmer competence, dealing with people
and adapting to the job; Bairdain’s approach [10] considering the follow-
ing factors- programming knowledge/capability, working style, temperament
traits and personal professional items and Berger and Wilson’s [11] Basic
Programmer Knowledge Test (BPKT) evaluating programmer’s knowledge
on six areas- logic estimation and analysis, flow diagramming, programming
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constraints, coding operations, program testing and checking, and documen-
tation.

Powell [12] presented 13 categories to be used to rate programmers and
analysts. Some of the categories were tact and diplomacy, project selection,
project planning, self expression- written and oral, ability to complete the
job, and supervision. He defined each of the categories and proposed a distri-
bution of performance according to his method for a group of 20 programmers
and analysts.

The proposals for programmer assessment indicates similar instruments
can be developed for software testers as well.

3. Research Questions

Current methods utilized to appraise software testers in the software in-
dustry have not been reported or evaluated in any detail in the open liter-
ature [2]. We therefore do not know what are the relative advantages and
disadvantages of current performance appraisal practices for software testers
and how we can improve on these.

Based on our review of the literature and analysis of different require-
ments listed in job advertisements for testers, we designed a new Performance
Appraisal Form (PAF) for software testers. We then wanted to collect feed-
back on the appropriateness of our proposed PAF and to make suggested
improvements. A brief description of the proposed PAF is given in the fol-
lowing subsection. The PAF itself is available at:

http://www.testingsurveys.org/PAF static/initialPaf.html
In this study, we attempt to answer four research questions via a two-part

practitioner survey:

• How is performance of software testers currently appraised in industry?

• What are the advantages and disadvantages of current performance
appraisal methods used for software testers?

• How can the currently used performance appraisal methods for software
testers be improved?

• What do software project managers think of our proposed PAF for
software testers?
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4. Proposed Performance Appraisal Form (PAF)

The objective of our proposed PAF is to provide a standard assessment
instrument to assess overall performance of software testers from different
performance dimensions. Some performance appraisal instruments use mul-
tiple forms to assess different aspects of employee performance. However, for
simplicity we chose to design an integrated form. The performance dimen-
sions of our proposed PAF were based on different approaches [13] to perfor-
mance appraisal: Performer focused appraisal : This approach attempts to
discern whether some qualities are exhibited by the performer or not.Work
behaviour based appraisal - This approach judges the performance on the
work behaviour of the performer. Result focused appraisal: This approach
includes assessment of performance based on predefined goals and objectives.

For software testers, how effectively testing has been carried out and
how efficiently the testing contributed to the reliability of the software, are
important. We also believe there are some general skills that are important
to be high performing software testers. The appraisal form, therefore include
different rating dimension on work behaviour, work outcome and personal
attributes, with seven dimensions in total.

In order for the better the understand-ability of the readers, before de-
scribing the dimensions of our proposed PAF, we discuss some of the scale
types used to evaluate on those dimensions. We have used three types of
rating scale: behaviour frequency scales, compare against standard scales
and evaluation concept scales [13]. A behaviour frequency scale considers
the occurrence of defined behaviour; labels such as “always”, “seldom”, and
“never” and used. Standard scale type compares the performance against a
standard with labels such as “exceeds standard”, “below standard” and so
on. The evaluation concept scale judges the quality of performance and the
associated labels are typically “outstanding”, “marginal”, “unsatisfactory”
and so on.

Dimensions related to work outcome: Two work outcomes consid-
ered to be included in the dimensions related to work outcome of a software
tester are bug report and number of bugs reported (bug count).

Bug report: Kaner [6] emphasized on the qualitative assessment of bug
report based on- ease of understanding, sufficient information to replicate
the bug, short and precise description, absence of unnecessary information
and using polite tone for communication. We designed two performance
dimensions on the quality of bug report according to the suggestions of Kaner.
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Dimension 1- Bug report (ease of understanding): This dimension helps
to assess the qualities of the bug reports that are important to make those
understandable. The dimension uses evaluation concept scale labels [13] with
five choices since this scale is designed to evaluate the quality of the attribute.

Figure 1: Dimension 1 of our proposed PAF

Dimension 2- Bug report (ease of replication): This dimension evaluates
the presence of sufficient information to replicate the bugs addressed in the
reports. This dimension also uses evaluation concept scale labels for the same
reason as the previous dimension.

Number of bugs found: We have designed two performance dimensions
related to the number of bugs found. However, taking into account the
drawbacks as outlined by Kaner [5] of considering only raw bug count, we
have incorporated two mitigating criteria - the severity of found bugs and
the difficulty of finding the bugs - that produce extra context about the bug
detection performance.

Dimension 3- Bug count (compared to the ease of finding the bug): The
number of bugs found by a tester is directly dependent on the ease of testing
the code. We have defined three levels of difficulty from our experience and
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Figure 2: Dimension 2 of our proposed PAF

assigned varying weights. The standard scale labels [13] is associated with
this dimension. The standard is considered as the average number of bugs
which is highly dependent on the project, so no range or number is specified
and should be decided by the appraiser.

Dimension 4- Bug count (compared to the severity of found bugs): This
dimension considers the severity of the found bugs in regard to the frequency
of finding those. Four levels of severity are adopted from [14]. The weights
of the different levels of severity are assigned from our experience.

Dimensions related to work behaviour: We have collected and anal-
ysed the job descriptions of software testers in the popular recruitment web
site [15] over a period of five days. We found the responsibilities of testers
can be classified in two broad classes - test planning and execution of tests.

Dimension 5- Assessment of performance in test planning: This dimen-
sion uses frequency scale labels [13] with five choices. Since this dimension is
related to work behaviour and frequency scale helps to assess how often cer-
tain behaviour is displayed, frequency scale was considered most appropriate
for this dimension.

Dimension 6 - Assessment of performance in executing tests: This di-
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Figure 3: Dimension 3 of our proposed PAF
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Figure 4: Dimension 4 of our proposed PAF

Figure 5: Dimension 5 of our proposed PAF
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mension also uses frequency scale labels with five choices for the same reason
as stated above.

Figure 6: Dimension 6 of our proposed PAF

Dimensions related to personal attributes: We have listed the soft-
skills or qualities mentioned in job advertisements of software testers in re-
cruitment web site[15]. We have also reviewed related literature and found
skills like good domain knowledge [16; 17] are important. We have designed
the seventh dimension with these personal attributes of a software tester.

Dimension 7- Personal attributes of a tester: This dimension uses com-
pare against a standard scale labels [13] to assess whether the software tester
possesses the following personal attributes: domain knowledge, adaptability
to new tools and techniques for testing, communication skill, attention to
details and ability to handle complex technical aspects. Different weights are
assigned to those attributes from our experience.

Overall score: this is calculated by summing individual scores and di-
viding by 7. Modifications could include weighting different sections more
or less heavily depending on manger and organisational needs and perceived
inter-relationships between scores. It should be noted that scores in one di-
mension may (or may not) influence another e..g it could be the case that a
good rating in the test planning dimension implies a good performance in the
bug count dimensions. This may be an appraisers interpretation and scoring
result though we do not explicitly make these links. Some appraisers may
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Figure 7: Dimension 7 of our proposed PAF

similarly treat the dimensions as completely unrelated in their own usage
and scoring.

Similarly, the PAF and overall scoring could be augmented by other di-
mensions. For example, scoring the tester’s ability to work well in a testing
team. These can be incorporated by an organisation or specific testing team
manager.

Our PAF is intended to be used to appraise any and all testers carry-
ing our any types of tester tasks. Again, specific focused questions or sub-
dimensions could be added asking about performance relating to very specific
testing tasks e.g. unit testing, inspections, performance testing and so on.
Scoring could be used to influence the score for a particular dimension or the
overall score, depending on manager and organisational needs.

Using the PAF : Testing managers complete the PAF and discuss results
with the tester. The overall score, while numeric, is qualitative as it is based
on the qualitative scores entered previously. The idea is to identify areas of
strength and weakness that can be addressed in the tester under appraisal.
Over time, results from each individual question and overall scores can be
charted to help inform further tester development. We envisage time vs
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Figure 8: Overall score of our proposed PAF

rating line charts. The results from a whole testing team could be graphed
with bar charts of number vs rating.

5. Methodology

A personal opinion survey [18] was used to conduct our survey. Compared
to other available research methods, a survey enabled us to collect opinions
of higher number of participants in limited available time [19]. The design
of the survey was by following the steps as suggested by Kitchenham and
Pfleeger [18], and these are presented in the following subsections.

5.1. Setting the Objectives

The two main objectives of the research were to (i) collect information
about the state of practice of performance appraisal of software testers; and
(ii) collect feedback on a proposed Performance Appraisal Form (PAF) for
software testers. Accordingly, the research was divided in two sections.

5.2. Survey Design

We used a web-based survey and prepared a data collection tool con-
taining a self-administered questionnaire. The benefit of using a web-based,
self-administered questionnaire is that the participants can respond at their
own convenience. A potential disadvantage of web-based survey is the gen-
eralization of the sample.
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5.3. Development of Survey Instrument

According to the suggestion of Kitchenham and Pfleeger [18], we searched
for relevant research studies in the literature before developing our own survey
instrument. However, we did not find any research study we could adopt
some questionnaire or designing tips from. As such we developed our own
instrument. Since our aim was to collect opinion and feedback, most of the
data collected was in the form of open-ended free-form text.

5.4. Questionnaire design

Opinion on state of practice - The section asked whether there is a for-
mal performance appraisal process for employees, is there any specialized ap-
praisal process for software testers or not, whether the performance appraisal
of software tester in practice was considered sufficient and appropriate or not
and in their opinion how software testers performance should be appraised.

Feedback on proposed PAF - In our initial design we planned to evaluate
the proposed PAF using the following two steps: Step 1: We requested par-
ticipants to consider a software tester worked under their supervision. We
asked them to rate the software tester’s overall performance using a scale of
five with rating labels of poor, marginal, satisfactory, good and outstanding.
Step 2: The managers were then asked to rate the same software tester’s per-
formance using our proposed appraisal form. The managers were requested to
rate more than one tester working in their supervision by repeating the steps
above. The overall score obtained from using our form and the overall score
the manager had assigned before completing our form would be compared
to check the validity of our proposed form in obtaining the right appraisal
score. Once managers rate their testers, they would be given a survey form
where the managers could give their feedback about our proposed appraisal
form. The attempt to validate our proposed PAF by collecting feedback from
managers was chosen since managers usually perform performance appraisal
in practice and as such they could comment whether performance appraisal
conducted with proposed PAF actually helps them to systematically assess
testers’ performance and reflects their judgement.

Unfortunately, due to a poor response rate (14 participants, though the
actual response rate cannot be determined as invitations were sent to the
groups) to our initial PAF appraisal survey we had to revise this process
and plan a more lightweight survey based on feedback from participants
and potential participants that the original was too detailed and too time-
consuming. We modified our survey design and participants were no longer
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requested to use our proposed performance appraisal form. The form was
presented to the participants to review followed by a simplified feedback
questionnaire asking them whether they thought the performance dimensions
considered in the proposed PAF were sufficient and appropriate or not, how
the proposed PAF could be improved, whether the weight assignment to
different attributes were appropriate or not and so on. Most of the feedback
questions used closed Likert scale responses.

5.5. Evaluation of Survey Instrument

To evaluate the survey instrument 11 participants including professional
software engineers, academics teaching software engineering and PhD stu-
dents with prior industry experience were requested to participate in a pilot
survey. Based on the feedback of six participants (54.5%) who responded,
definition of a severity class was modified.

5.6. Sampling to Obtain Valid Data

We used cluster and snowball sampling in this survey [19]. In cluster sam-
pling, instead of selecting individuals from the population randomly, clusters
of individuals are selected and within one cluster all individuals are included
in the sample. In applying cluster sampling, permission to send invitation
email was requested from the 12 LinkedIn and 12 Yahoo! groups that had
approved us in our preliminary survey [16; 20; 2]. Three LinkedIn and four
Yahoo! groups permitted us to post to the group this time, making the
group response rate 25% and 33.3%, respectively. It is, however, impossible
to calculate an accurate individual response rate, since most of the invita-
tions were sent to the groups and the number of group members who actively
read emails cannot be obtained.

Snowball sampling, on the other hand, is a process where samples are
selected through references. The authors invited participants from their per-
sonal contacts and requested the invited participants to nominate more par-
ticipants. Unfortunately we did not find any participant in the initial survey,
however, we obtained 3 participants in lightweight survey with snowball sam-
pling.

5.7. Data Analysis

We used grounded theory [19] to analyse open-ended responses. In this
analysis process the researchers read the data multiple times and assign codes
to the data according to the interpretation made by the researchers. Similar
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codes are then grouped together to form categories and categories are anal-
ysed to develop a hierarchy. The key concepts are found from the hierarchy.

6. Results

Our survey was divided into two main sections. We noticed that we
obtained a different rate of participation for the two sections. Unfortunately,
22.2% of participants dropped out after completing the first section. Thus
we describe the results obtained from each section separately.

A total of 18 participants (8 in the initial survey and 10 in the new
lightweight survey) participated in this section.

6.1. Demographic information

The majority of our participants in our sample were male (83.3%). This is
not surprising since the majority of practitioners in the IT field are male [21].
We assume the gender ratio is similar for software testers since female par-
ticipants were in the minority in all our previous studies [16; 20; 2]. Partic-
ipants were distributed over a number of countries, with the most coming
from (in order of frequency) Bangladesh (27.8%), Australia (22.2%), Canada
(11.1%) and United Kingdom (11.1%). There were also participants from
China (5.6%), Egypt (5.6%), United States of America (5.6%), Hungary
(5.6%) and Romania (5.6%). Most participants (72.2%) worked in IT orga-
nizations with little (22.2%) working in non-IT organization and 5.6% being
self employed. Since the intended participants of this survey were software
development project managers, we did not explicitly ask the role of the par-
ticipants. Around 40% (38.9%) participants had between 1 to 3 years expe-
rience, 22.2% had between 3 to 5 years of experience, 22.2% had more than
5 yesrs of experience in managing testers.

Participants came from small to large organizations. The majority of par-
ticipants (44.4%) reported the organizations they worked in had 11-50 em-
ployees, 16.7% reported having 251-1000 and 1000+ employees each, 11.1%
reported having 50-250 and 10000+ employees each and 5.6% reported hav-
ing 1-10 employees.

6.2. State of practice

6.2.1. Current performance appraisal approaches for software testers

We asked the participants whether the organization they work in prac-
ticed a formal process of employee appraisal and whether there is any spe-
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Figure 9: Responses on performance
appraisal practice

Figure 10: Responses on “How per-
formance of software testers is ap-
praised (not using specialized per-
formance appraisal method or pro-
cess)”

cialized performance appraisal method/form used for software testers. The
responses to these questions are summarized in Figure 9.

From Figure 9 we can see that 78% of the organizations our partici-
pants came from, conduct a formal process of employee appraisal. A similar
number of organizations (77.8%) have specialised processes or methods for
performance appraisal of software testers. For these we asked whether they
thought the specialized process or method was adequate and sufficient. We
also asked whether the specialized method or process were designed for cus-
tom use by the organization. 50% of those participants (77.8% of total)
indicated that their specialized performance appraisal process or method
was designed specifically for their organization. All were satisfied with the
customized method. However, responses were divided on the sufficiency of
performance components considered in the specialized process or method.
Only 50% mentioned the performance components were sufficient.

On the other hand, those who reported that they did not have a spe-
cialized appraisal method or process for software testers were asked how
performance of software testers is appraised in those organizations. Different
views were obtained in response to this question. The responses are shown
in Figure 10.

From the responses, we see that about half of the organizations (50%)
that do not have any specialized performance appraisal process or method
for their software testers use a “general appraisal method”. Sometimes the
same appraisal method was used for software testers and programmers, some-
times a common HR appraisal policy was followed for all employees. These
are grouped under “general appraisal method”. The second most common
practice was “manager evaluation”. Different methods of manager evalu-
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Table 1: Performance criteria with respective frequency of occurrence
Performance criteria Number of time

mentioned
Bugs found after delivery, Number of test cases run with regards to time 4 each
Agreed upon KPIs 3
Number of bugs found, Agreed upon personal goals, In depth code inspection 2 each
Bug report quality, Severity of bugs found, Teamwork, Skill on applying testing method-
ology, Technical knowledge, Knowledge of the product, Use of formal QC/QA method-
ology, Innovativeness of testing requirement analysis, Depth of testing, Thought process
behind discovery of bug, Time spent on type of bugs (cosmetic vs crucial), Number of
buggy tests, Number of automated test cases, Behavioural or functional or requirement
coverage, Efficiency of test case design, Communication skill

1 each

ation were described by our participants. These include managers setting
goals and evaluating the performance based on these goals; managers sitting
closely by the software testers and evaluating them based on their activity;
and software testers evaluating themselves and manager evaluation taking
place afterwards. Surprisingly, in 14% of those organizations, no appraisal
method at all is practiced for software testers. Only one participant men-
tioned that in their organisation software testers’ performance was evaluated
based on the bugs found in the live environment.

6.2.2. Suggestions on how software testers’ performance can be appraised

In total 17 participants (94.4%) gave their views on how the performance
of software testers can be appraised. Their responses were broad and de-
tailed. From the detailed responses we see two major themes. One group
of participants (29.4%) thought that software testers’ performance should be
appraised using the same process as is practiced for others. The other group
of participants (70.6%) thought the opposite and advocated for a special-
ized performance appraisal method for software testers. Some participants
(44.4%) of later group precisely described what criteria should be considered
for performance appraisal of software testers. Some of the criteria included
comparison against testing specific KPIs, delivered system performance, ef-
ficiency of designed tests and so on. Table 1 lists the proposed criteria along
with respective frequency of occurrences.

6.3. Feedback on Proposed PAF

Unfortunately not all of the participants who responded to the first sec-
tion of the survey participated in the second section. We noticed a 25% and
20% drop out for the initial survey and the new lightweight survey, respec-
tively. As a result we obtained a total of only 14 participants who completed
feedback on the proposed PAF.
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Figure 11: Responses on “Do you
think the form is appropriate for
performance appraisal of software
testers?”

Figure 12: Responses on “Do you
think the dimensions considered in
this form are sufficient to assess the
performance of a software tester?”

Responses to the first three questions from the initial and the new lightweight
survey are analysed together. However, possible responses to the other ques-
tions in this section were different, so those are presented separately.

The main feedback on our new proposed PAF was whether participants
considered the proposed form is appropriate for performance appraisal of
software testers. The responses to this are shown in Figure 11. The majority
of participants thought the proposed PAF was at least somewhat appropri-
ate. Three (21.4%) participants gave their comments on the appropriateness
of the PAF in the accompanying open ended question. According to the
responses, the form is considered appropriate for general performance ap-
praisal of software testers. In order to increase appropriateness, participants
also suggested considering the number of bugs that pass through testing
without noticing instead the number and severity of found bugs, including
some evaluation about automated testing, being more specific about what a
satisfactory test plan is and ignoring the number of bugs found.

The responses to whether the dimensions considered in the proposed PAF
are sufficient or not, are shown in Figure 12. The participants suggested to
add more dimension on setting own goals in terms of capabilities and weak-
nesses, taking the innovation skill of the process into account, considering the
time taken to reproduce a bug often reported by customers and requested to
be fixed urgently and ability to work in a team.

We requested participants to indicate whether they thought the proposed
interpretation of the overall score is appropriate. As shown in Figure 13 none
of the participants considered the proposed interpretation inappropriate.

We asked participants to indicate whether they clearly understood the
performance labels attached to each performance dimension from respective
definitions. In the new light weight survey they could indicate their overall

18



Figure 13: Responses on “Do you
think the interpretation of overall
score is appropriate?”

Figure 14: Responses on “Do you
think the personal attributes consid-
ered in dimension7 are sufficient?”

response to this. However, in the initial detailed survey they could indicate
the ease of understanding for each dimension.

We asked participants to indicate whether they clearly understood the
performance labels attached to each performance dimension from respective
definitions. From the responses we see that the majority of participants could
understand the labels from definitions well (25% indicated the labels were
“very clear”, 50% indicated the labels were “clear”), although a few (12%
indicated those were “neither clear nor unclear”) were not sure about this.
However, two participants thought the definitions were unclear for dimension
3 and 4.

We asked participants to comment on the relative weight assignment to
three of the performance dimensions in the proposed PAF. The majority of
the participants were happy with the weight assignments with one participant
indicating the severity of bugs found should not limit the number of bugs
found.

We asked participants to indicate whether they thought that the personal
attributes we considered in dimension 7 were sufficient with possible response
options “yes” and “no” in the initial survey and five point Likert scale re-
sponses in light-weight survey. In the initial survey 50% participants thought
the attributes were sufficient. The responses to this obtained in the new light
weight survey are presented in Figure 14. Participants who thought the at-
tributes considered were insufficient, suggested several additional attributes
(in order of frequency of occurrence): ability to cooperate in a team, ability
to deal with clients and colleagues, patience, ability to raise important issues
to management at the right time, self organization, presentation skill, and
being pedantic.

More detailed results are available at:
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http://www.testingsurveys.org/PAF results/partialResults.pdf

7. Threats to validity

One of the threats that can limit the external validity of our reported
results is over-generalization of the findings. We believe that the nature of
participation required for this study put off many potential participants and
as such we obtained a limited number of participants. Due to the small
number of participants we had to modify the survey to require less time and
yet still the participation rate was not satisfactory. We found that many
participants were less interested in the second section and as a result we
noticed a number of drop outs. Although some of our findings are interesting,
due to the low number of responses we cannot strongly conclude that our
finding applies in general. Another limitation of this study was modifying
our proposed PAF based on the feedback we received from the participants.
Compared to the first section of the survey, the responses to this section were
not as extensive as we would have preferred. This limits the strength any
conclusions we draw about our proposed PAF. However, useful feedback was
obtained on various aspects which have helped us to refine it further.

Misinterpretation of survey questionnaire can be a threat to the internal
validity of our research. However, the broad and informative responses to
the open questions indicate that participants understood the questions.

8. Discussion

From the responses to the survey questionnaire of the state of practice
of performance appraisal, it is evident that a formal process of employee ap-
praisal is practiced in the majority of organizations. A specialized appraisal
process is also common for software testers. However, when there is no
such specialized process, performance of software testers is most commonly
appraised using a more general employee appraisal process or a manager’s
evaluation. In only a small number of organizations are bugs reported after
deployment also considered a measure of the performance of software testers.
It is the software testers responsibility to ensure certain level of reliability of
the software. Bugs encountered in a live environment is an ultimate measure
of the reliability of the software. We believe that this might be the reason
that this criterion is used in small instances.
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In response to the request to propose a performance appraisal method for
software testers, participants gave detailed responses. The majority of partic-
ipants advocated for specialized performance appraisal for software testers.
Participants indicated different criteria for testers on which performance can
be measured. Among those, counting the number of bugs encountered af-
ter delivery and the number of test cases run during unit testing were most
popular. Participants also stated that KPIs should be agreed upon from the
beginning and that evaluation should occur more frequently. The number
of bugs found was also considered important by a few participants. As has
already been discussed, this contradicts Kaner’s [5] views on bug counts and
our finding in the preliminary survey [2]. In the preliminary survey we also
found that the severity of bugs found was a better measure than number of
bugs found. However, number of bugs found was stated as a performance
criterion far more frequently than bug severity. We are slightly puzzled by
this result and are unclear as to whether it is simply lack of awareness of the
potential problems with bug counts, or whether their practical experience
suggest that the problems are less severe in practice than Kaner’s [5] critque
suggests.

We found that our proposed PAF was considered appropriate by the
majority of the participants. The performance dimensions in the proposed
PAF were also considered generally sufficient. Participants suggested that we
consider some extra dimensions, such as time taken to reproduce a bug and
agreed upon KPIs. The responses indicate the majority of participants were
satisfied with the interpretation of the overall score, the labels attached to
each dimension and relative weight assignment. We refined our proposed PAF
according to the overall feedback as summarised in Table 2. The modified
version of the proposed PAF is available at:

http://www.testingsurveys.org/PAF static/refinedPaf.html
The feedback on industrial practice and the respondent’s general thoughts

on tester performance appraisal did produce a number of interesting ideas;
however, in our view, they do not immediately suggest a clearly superior al-
ternative to the approach taken in the PAF for our research purposes. While
we would be very hesitant about using bugs detected in the testing process
as a metric for our own purposes, the support for the idea of using bugs
detected after delivery as a performance assessment tool is interesting. This
may be a useful additional quantitative approach that could be applied in a
research context to identify high-performing testers. It would be extremely
difficult, however, to control for the many factors outside a tester’s control
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Table 2: Feedback on proposed PAF and corresponding modifications
Feedback Modification to

be carried out
Comment

PAF should be
designed based on
business domain

No modification The aim of the proposed PAF is to develop and refine a generalized
performance appraisal form for software testers. Employers can deploy
the PAF and add domain specific dimension(s) if necessary.

Consider number
of bugs that pass
testing without
notice

No modification Undiscovered bugs may indicate poor performance or especially hard-
to-find bugs. However, testing cannot reveal all bugs. The importance
of this criteria needs to be evaluated before considering this as a per-
formance dimension.

Specific definition
for satisfactory
test plan

Added more text
to dimension 5.

Dimension 5 - test planning: added text to give explanation. Modified
text is-“DIMENSION 5- TEST PLANNING: Frequency of preparing
efficient and good quality test plan. Quality and efficiency attributes of
the test plan include: ability of assessing high risk area and selection of
efficient test strategy. A satisfactory test plan should incorporate such
test strategy that is able to test most important parts of the software
in feasible time.”

Ignore number of
bugs

No modification. We agree that number of bugs should not be directly used as a mea-
sure of testing performance. As such number of bugs are considered as
related to severity of bugs and the difficulty of finding those.

Specific KPIs
from testers
themselves

Added a dimen-
sion.

A dimension is added where the manager can set some specific KPIs
with the software tester at the beginning of the evaluation period. The
score of this dimension and relative weight assignment (if necessary) is
suggested done by the manager.

To consider in-
novation skill of
process

No modification. We believe the selection of appropriate and feasible test strategy covers
the innovativeness of selected test process.

Time taken to re-
produce a bug

No modification. Suggested by one participant. In some organizations software testers
may be requested to reproduce bugs that are reported by clients but
not all, hence we didn’t include directly

Unclear definition
for ”bug count vs
ease of finding”

Simplified text

Unclear definition
for ”bug count vs
severity”

Simplified text

Add more per-
sonal attributes

Added attribute. “Team playing capability” was mentioned by multiple participants.
Others, such as ”ability to deal with clients and colleagues”, ”pa-
tience”, ”ability to raise important issues to management at the right
time”, ”self organization”, ”presentation skill” and ”being pedantic”
were listed only once. If managers think some are particularly impor-
tant, those can be added as specific KPIs.

which might affect this metric.
A number of issues would have to be considered by an organisation or test

team manager in adopting our PAF. This includes issues raised previously:
would they need to adapt some questions or add new ones for their specific
needs e.g. to assess specific testing tasks? They would need to adapt their
appraisal processes to incorporate use of the PAF, KPI setting, and pro-
vide targeted support and training to improve tester performance over time.
However, this is necessary when using any appraisal process. Ultimately,
management (and testers) would need to identify suitable improvements in
tester performance over time by user of the PAF to justify its adoption.

9. Conclusion

This study aimed to obtain information about the state of practice of
performance appraisal of software testers and to make suggestions on how
the appraisal process can best be conducted. We found that there are two
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trends: some organizations use the same performance appraisal process for
all employees, whereas some use a specialized one for software testers. Our
participants suggested a number of criteria that should be considered in
appraising performance of software testers. Among those number of bugs
found in live environment and efficiency of running test cases were most
prominent.

We also aimed to obtain feedback on our new proposed PAF for software
testers and refine this based on their feedback. In spite of some dropouts in
participation, we obtained good feedback on our proposed PAF. We found
that parts of the proposed PAF were unclear to our participants and so we
modified the text to make those parts more understandable. A few more use-
ful performance dimensions were proposed by our participants. We added two
more dimensions and one more personal attribute to address these proposals
on our PAF. We believe the new refined PAF can appraise the performance
of software testers appropriately. However, further industry deployment and
evaluation of the PAF by managers is required to verify this. The proposed
PAF will be helpful for the researchers aiming to investigate the influence of
different factors on the performance of software testers as well as for industry
practitioners to assess the performance of software testers for improvement,
promotion and renumeration purposes.

References

[1] T. Kanij, R. Merkel, J. Grundy, An empirical study of the effects of
personality on software testing, in: Proceedings of the 2013 IEEE Inter-
national Conference on Software Engineering Education and Training,
CSEET2013, 2013.

[2] T. Kanij, R. Merkel, J. Grundy, Performance assessment metrics for
software testers, in: Proceedings of the 2012 ICSE Workshop on Human
Factors in Software Engineering, CHASE2012, 2012.

[3] N. Fenton, S. L. Pfleeger, Software metrics (2nd ed.): a rigorous and
practical approach, PWS Publishing Co., Boston, MA, USA, 1997.

[4] R. B. Grady, D. L. Caswell, Software metrics: establishing a company-
wide program, Prentice-Hall, Inc., Upper Saddle River, NJ, USA, 1987.

[5] C. Kaner, Don’t use bug counts to measure testers, Software Testing &
Quality Engineering (1999) 80.

23



[6] C. Kaner, Measuring the effectiveness of software testers, Software Test-
ing Analysis & Review Conference (STAR) East.

[7] B. L. Killingsworth, M. B. Hayden, D. Crawford, R. Schellenberger, A
model for motivating and measuring quality performance in information
systems staff, Information Systems Management 18 (2) (2001) 1–7.

[8] D. B. Mayer, A. W. Stalnaker, Selection and evaluation of computer
personnel- the research history of sig/cpr, in: Proceedings of the 1968
23rd ACM national conference, ACM ’68, ACM, New York, NY, USA,
1968, pp. 657–670.

[9] R. A. Dickmann, A programmer appraisal instrument, in: Proceed-
ings of the second SIGCPR conference on Computer personnel research,
SIGCPR ’64, ACM, New York, NY, USA, 1964, pp. 45–64.

[10] E. F. Bairdain, Research studies of programmers and programming.

[11] R. M. Berger, R. C. Wilson, Correlates of programmer proficiency, in:
Proceedings of the fourth SIGCPR conference on Computer personnel
research, SIGCPR ’66, ACM, New York, NY, USA, 1966, pp. 83–95.

[12] B. Powell, Performance evaluation of programmers and analysts, in:
Proceedings of the 3rd annual ACM SIGUCCS conference on User ser-
vices, SIGUCCS ’75, ACM, New York, NY, USA, 1975, pp. 19–21.

[13] D. Grote, The Complete Guide to Performance Appraisal, Amacom
Books, 1996.
URL http://books.google.com.au/books?id=u1n3tgAACAAJ

[14] M. L. Hutcheson, Software Testing Fundamentals: Methods and Met-
rics, 1st Edition, John Wiley & Sons, Inc., New York, NY, USA, 2003.

[15] Recruitment website, http://www.monster.com/.

[16] R. Merkel, T. Kanij, Does the individual matter in soft-
ware testing?, http://www.swinburne.edu.au/ict/research/sat/-
technicalReports/TC2010-001.pdf.

24
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