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Abstract

This thesis reports on the results of steady-state, polarisation and time-resolved spectroscopic investigations of the excited-state configurational dynamics of the well-known donor-acceptor dye molecule DCM. The aim of this study was to investigate the structural configuration of the excited-state or DCM and add to the discussion about the proposed, but controversial, existence of a twisted intramolecular charge transfer (TICT) state in this molecule.

Using a suite of purpose built laser spectroscopy experiments, the spectral dynamics of DCM and a planar, conformationally-restricted analogue molecule were probed. Steady-state, time-resolved fluorescence and pump-supercontinuum-probe measurements were made on the molecules in a range of solvents. Further information was obtained by analysing the polarisation-dependence of these signals in order to determine the time-dependent anisotropy $r(t)$ - a parameter that has features and dynamics determined by the transition dipole moment of the probe molecule and the rotational diffusion of the molecules in solution.

By performing a number of different solvent dependent measurements focussing on various solvent parameters, the dynamics and the features seen were attributed to the viscosity, dielectric constant and dipole moment of the solvent. The de-convoluted dynamics were then compared with that of the planar twist-restricted molecule, DCJ.

Analysis of the data, produced strong evidence to support the formation of
an intramolecular charge transfer (ICT) state after photoexcitation. However, the results indicate that the ICT state of DCM does not involve a twisting conformation about the dimethylamino bond, despite this being the twist position most often cited in the literature with regards to a TICT in this molecule.
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Chapter 1

Introduction

The photochemistry and photophysics of molecules has been a topic of interest for many years. The understanding of the processes that underlie photosynthesis in plants [1], the design of more efficient organic displays [2, 3, 4] and solar cells [5, 6] and the development of chemistries for meta-materials with novel optical properties requires an intimate knowledge of the events that occur when the system absorbs (or emits) a photon. Study of the photo-excitation and subsequent relaxation of molecules also gives fundamental insights into the mechanisms and variables that affect these processes. By exploiting this knowledge, new compounds can be designed with specific photochemical properties.

Many of the important photochemical and photophysical processes occur on extremely fast time scales. One reason for this is that many photochemical reactions are unimolecular i.e. they do not rely on chance collisions between reactants. The timescales involved thus depend on the very fast rearrangement of electrons and (sometimes) atoms. Reactions that occur on these timescales are difficult to analyse using steady-state absorption and fluorescence spectroscopy, as short-lived intermediates states only have a small contribution to the time-integrated spectrum.
The development of ultrashort high repetition rate pulsed lasers allows direct spectroscopic observation of dynamics on extremely short time-scales. With the current generation of lasers now capable of producing pulses of visible light with a duration of just a few femtoseconds [7], where 1 fs is equal to $10^{-15}$ s, the range of phenomena that can be studied is growing all the time. Femtosecond laser systems are now relatively common-place in research labs around the world and their use and application to the study of chemical and material dynamics has become widespread.

The interest in femtosecond pulsed lasers in the chemistry community is due to the fact that the dynamics associated with electronic transitions, atomic vibrations and the relaxation of excited-states within molecules occur on this timescale. Femtosecond time-resolved spectroscopy is thus the ideal technique to study the very fast initial processes that occur in photochemical reactions such as those involved in photosynthesis and fundamental details on the energetics and motion of molecules in excited-states.

Donor-acceptor molecules are compounds that contain both electron-donor and electron-acceptor groups. When promoted to the excited-state, a charge migrates to (or towards) the acceptor creating a charge separated zwitterion or a highly polar state. One goal of developing these compounds is to extend the lifetime of the charge separated state in order to use it to do useful work such as producing an electrical current for organic solar cells [8].

The objective of this project is to study transient configurational changes in the substituted stilbenoid dye DCM [9] in order to better understand the dynamics and mechanisms of processes leading to emission. In particular, the thesis aims to investigate evidence for the popular, but controversial, twisted intramolecular charge transfer (TICT) model [10, 11, 12] for excited-state charge transfer in conjugated aromatic donor acceptor compounds, and whether it is a valid explanation for the excited-state of DCM.
In order to address this question, the study incorporates results from various spectroscopic methods based on a pulsed femtosecond laser system. These include polarisation resolved streak camera time-resolved fluorescence and pump-supercontinuum-probe, as well as steady-state absorption and fluorescence measurements.

The thesis will present a progression of experiments designed to examine the strong effect of solvent environment on the excited-state of DCM. An overview of the thesis chapters and the logical steps followed is shown below:

After a review of the literature regarding DCM and similar TICT compounds, this study has been undertaken to provide further evidence to resolve the controversy [13, 14, 15] about the TICT model in DCM.

Chapter 4 presents data on DCM dissolved in methanol to highlight the features seen with each experiment described in chapter 3. Methanol is a common and well understood solvent to use for solvation studies [16, 17, 18] and previous studies of DCM have tended to use methanol as a solvent [19, 20, 21]. This data provides a baseline for the comparative study against the parameters investigated in the later results chapters. Some ambiguities about the origin of certain spectral and time-resolved features were discovered in this initial data-set and subsequent experiments were designed to determine the processes that cause them by eliminating variables in a systematic manner.

Chapter 5 is focussed on the effect of solvent viscosity on the features from the methanol chapter. An increase in viscosity slows diffusion rates of solvent and solute within the sample volume. The aim of this chapter is to characterise which excited-state relaxation processes are diffusion dependent in order to account for the effect of viscosity when the other parameters were studied.

This leads into chapter 6, in which the effect of solvent dipole moment and dielectric properties is determined. The dipole moment of a solvent directly
determines its ability to stabilise highly polar excited-state such as the one proposed for DCM. Thus the solvent polarity dependence allows control over the extent to which charge transfer can occur.

Chapter 7 concludes the results section with a comparison between the excited-state of DCM and an analogue compound, DCJ. DCJ has a structure which restricts the rotation of the bond commonly associated with the TICT mechanism in DCM. One would thus expect the dynamics to be quite different in the two compounds. Some interesting results were found.

Chapter 8 concludes the thesis by summarising the results of the data analysis, stating the conclusions of the study and giving some suggestions for further work that could be done to clarify points that were beyond the scope of this work.

Portions of this work were presented at the 8th Femtochemistry and Femtobiology conference in Oxford, UK [22] and the 15th International Conference on Ultrafast Phenomena [23].
Chapter 2

Background

2.1 DCM

![Chemical structure of fluorescent dye DCM](image)

Figure 2.1: Chemical structure of fluorescent dye DCM

DCM or 4-(dicyanomethylene)-2-methyl-6-(p-dimethylaminostyryl)-4H-pyran is a fluorescent dye that was developed by the Eastman-Kodak company in the mid-1970s by Webster et al. [9] to extend the tunable range of dye lasers into the red range of the visible spectrum. When dissolved in a polar solvent such as methanol and excited with light of the appropriate energy, its spectral
properties are characterised by a highly efficient [24, 25], broad fluorescence band, a relatively long excited-state lifetime [19] and a large solvent dependent Stokes shift [11] (the energy difference between absorption and fluorescence). This molecule has experienced considerable interest in the research community regarding the energy, molecular configuration and dynamics of the excited-states that give rise to the emission.

DCM is an example of a donor-π-bridge-acceptor molecule. It consists of an electron-donating dimethylamino group and an electron-accepting dicyano group, separated by a conjugated bridge (Fig 2.1)[9]. Such systems are expected to undergo photoinduced intramolecular charge transfer (ICT), in which the excited free electron migrates from the donor to acceptor (Fig 2.2) before relaxing back to a less polar ground-state.

![Figure 2.2: Photoinduced intramolecular charge transfer (ICT) in a donor-acceptor molecule](image)

The intramolecular charge transfer is mediated by the conjugated bridge. The bridge is composed of two aromatic rings and alternating single and double bonds that extend all the way from the donor to the acceptor. Conjugation gives rise to a π molecular orbital that extends from the donor to the acceptor by overlapping of the p-orbitals from the constituent carbon atoms or from lone pairs. As seen in figure 2.3, the simple 4-carbon conjugated molecule 1,3-butadiene has a series of π molecular orbitals that are delocalised along the length of the molecule [26, 27, 28].

In the ground-state of a conjugated system, the highest occupied molecular
orbital (HOMO) is fully occupied and electrons cannot move. However, if an electron from the donor group is excited into the lowest unoccupied molecular orbital (LUMO) state, it is free to migrate along the delocalised orbital.

The energy separation of the \( \pi \)-orbitals of a conjugated system can be modelled by a 1-dimensional “particle-in-a-box” where the electrons are essentially confined to an infinite potential well [29]. The solutions of Schrödinger’s equation for such a system give rise to energy levels whose separation is proportional to the length of the well (figure 2.4). In a conjugated system this is defined by the distance over which the delocalised \( \pi \) orbital extends and is referred to as the conjugation length [30, 31, 32].

As mentioned above, the formation of the delocalised molecular orbitals of a conjugated system requires the p-orbitals of the atoms that form it to overlap.
The p-orbitals that form $\pi$-orbitals have lobes that extend perpendicularly to the carbon chain in a defined direction and the extent of overlap of adjacent p-orbitals depends on the angle between them as shown in figure 2.5. Thus the conjugation length is highly dependent on the relative angles between the p-orbitals of the atoms within the molecule.

The amino nitrogen in the donor group of DCM is expected to have orbitals that are in between pure $sp^3$ and $sp^2$ hybrid orbitals. This is due to resonance structures that involve delocalisation of the lone pair to the aromatic ring [33]. In aliphatic amines, the lone pair resides in one of four $sp^3$ hybrid orbitals but in aromatic amines, the orbitals are closer to $sp^2$ and the amino group takes on a more planar conformation with respect to the ring and the lone pair resides in a p-orbital [34]. The overlap between the lone pair orbital and the $\pi$ orbitals in the aromatic ring determines the ability of the lone pair to delocalise; thus the $sp^2$ hybridisation is preferable for charge-transfer to occur [35, 36, 37].

In DMABN, one of the lone-pair electrons in the non-bonding (n) orbital of the dimethylamine donor group is excited to the unoccupied $\pi^*$ orbital in the aromatic ring [10, 38]. The charge from the lone pair orbital is then free to migrate towards the acceptor cyano group on the pyran ring. This polar excited-
The existence of a charge transfer excited-state for DCM is supported experimentally by solvatochromism measurements, whereby the dependence of the Stokes shift on solvent dielectric properties can be used to calculate the change in the dipole moment between the ground and excited-state. Solvatochromism experiments performed by Meyer et al. [19], in which the Stokes shifts of DCM dissolved in a series of 25 solvents were measured and analysed with the Lippert-Mataga solvation theory [39, 40, 41], suggested an increase in the molecular dipole moment of 20.2 D with respect to the ground-state. The existence of a charge transfer (ICT) state is thus not in dispute but the nature of this CT state is.
2.1.1 The TICT theory

2.1.1.1 DMABN

The main source of controversy with regard to the ICT state of DCM has been the validity of the so-called twisted intramolecular charge transfer (TICT) model for this molecule. The TICT model was first proposed by Grabowski et al. [10] to account for the phenomenon known as “dual fluorescence” [39] in the donor-bridge-acceptor compound dimethylamino benzonitrile (DMABN). Figure 2.6 compares the structure of DCM to that of DMABN. As can be seen, both DCM and DMABN have a dimethylamino donor and nitrile acceptor separated by a conjugated bridge - the aromatic ring being a special example of a conjugated system. The trans ethene linkage separating the two aromatic rings in DCM extends the bridge and adds degrees of freedom for bond rotation not available to DMABN. Both trans-cis isomerisation around the central double bond [42, 19, 43] and rotation of the various single bonds can occur. Any rotation that changes the orientation of p-orbitals on the donor with respect to the acceptor can cause a decoupling of the conjugated molecular orbital [44] as already seen in figure 2.5 for bond-torsion. This decoupling is an important concept in the TICT model and will be a central theme of this thesis.

The dipole moment, \( \mu \), for two opposite charges of magnitude \( q \) separated by a distance \( r \) is given by:

\[
\mu = q.r
\]  

Therefore a full charge transferred from donor to acceptor would give rise to a higher excited-state dipole moment in DCM than that of the charge transfer (CT) state in DMABN. Employing the theory of Lippert and Mataga that uses data from the solvent-dependent shift of the fluorescence band to estimate the
excited-state dipole moment, Mialocq et al. [45] calculated that the excited-state of DCM in methanol had a dipole moment of 26.3 D.

DCM’s excited-state dynamics are also complicated by the central double bond that can undergo trans-cis isomerisation [42]. However, this process is not very efficient in polar solvents due to lowering of the energy of the charge transfer state. As the isomerisation reaction has a barrier along the bond coordinate of the double bond half way between the trans and cis states, the lowering of the CT state effectively increases the height of the barrier to isomerisation [19].

2.1.1.2 Dual fluorescence

Part of the controversy arises because the tell-tale marker of twisted intramolecular charge transfer, the phenomenon of “dual fluorescence” [39], is noticeably absent in the fluorescence spectra of DCM. Dual fluorescence refers to the appearance of two distinct bands in the fluorescence spectrum of DMABN as in
Figure 2.7: The photoisomerisation of DCM is a possibility if it absorbs a photon that matches the energy of the $\pi \rightarrow \pi^*$ energy gap.

Figure 2.8, the relative intensities of which are highly dependent on the solvent polarity.

Grabowski’s group [10] attributed these bands in DMABN’s fluorescence spectrum to two excited-states associated with the orientation of the dimethylamino group with respect to the aromatic ring. In the TICT model, the high energy band is attributed to a planar state where the dimethylamino group is in the plane of the ring and is designated as the locally excited (LE) state. The low energy band is attributed to a state in which the dimethylamino group is twisted with respect to the ring and is accompanied by the transfer of a unit of charge from the dimethylamino nitrogen donor to the nitrile (-CN) group - the TICT state.

According to Grabowski’s theory [10, 46, 47, 48], the locally excited-state should have a dipole moment that is similar to that of the ground-state whereas the twisted state decouples the molecular orbitals of the donor and acceptor, thus localising the charge separation and increasing the lifetime of the state by preventing recombination (see figure 2.9).

Since the TICT theory was first proposed, the phenomenon of dual fluo-
Figure 2.8: *Dual fluorescence in DMABN and the contribution from locally excited (LE) and twisted intramolecular charge transfer (TICT) states. \( \mu_g, \mu_{LE} \) and \( \mu_{CT} \) refer to the magnitude of dipole moments of the ground, LE and TICT states.*

Fluorescence in DMABN and other compounds has been extensively studied and reviewed [12]. A number of model compounds based on constricted planar and pre-twisted versions of DMABN have provided support for the TICT theory. It has been shown [12] that constricted planar versions exhibit only the band corresponding to the locally excited-state, whereas the pre-twisted molecule produces only emission attributed to the low energy TICT band. The TICT state in DMABN is still not fully understood and as of the submission date of this thesis there are still current articles addressing it [49, 50, 51].

Keeping in mind the structural similarities between DMABN and DCM (Fig 2.6), one would expect that the TICT state might also be valid for DCM. A majority of the spectroscopic studies of DCM, however, note the absence of dual-emission. An often cited exception is the work of Hsing-Kang et al. in 1985 [52]. Proponents for TICT state formation in DCM suggest that most of the emission occurs from the TICT state due to a very rapid decay [17] or strong coupling [53] of the LE state to the TICT accounting for the missing signature feature.
Figure 2.9: The influence of dimethylamino twist angle on the delocalisation of non-bonding electrons to the aromatic \( \pi \) orbital.

![Diagram showing the influence of dimethylamino twist angle on delocalisation](image)

Figure 2.10: The locally excited and TICT states in a donor-acceptor system

<table>
<thead>
<tr>
<th>State</th>
<th>Illustration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Locally excited state</td>
<td><img src="image" alt="Locally excited state" /></td>
</tr>
<tr>
<td>Partial charge transfer</td>
<td><img src="image" alt="Partial charge transfer" /></td>
</tr>
<tr>
<td>TICT state</td>
<td><img src="image" alt="TICT state" /></td>
</tr>
<tr>
<td>Full charge transfer</td>
<td><img src="image" alt="Full charge transfer" /></td>
</tr>
</tbody>
</table>

Extensive time-resolved investigations of DCM in the 1980s and 90s [43, 55, 14, 56, 15] attempted to aid the discussion about the nature of the excited-state but reached conflicting conclusions. DCM in polar solvents shows a time-dependent Stokes shift towards a steady-state fluorescence band-shape which has been attributed to the relaxation of solvent molecules to a configuration that accommodates the changed dipole moment of the excited-state - a process that
lowers the energy of the solute (DCM) and solvent system [57].

Meyer’s study [19] found no direct evidence for fluorescence from a locally excited (LE) state in picosecond photon counting methods. The paper suggested that fluorescence occurs from a relaxed excited-state and a possible LE state would have a lifetime less than 100 picoseconds.

Theoretical simulations, by Marguet et al [13], of the energy of the first three singlet states ($S_0$, $S_1$ and $S_2$) of DCM versus the angle of the central double bond and dimethylamino group using quantum chemical calculations produced some interesting results. The simulations reproduced here in figure 2.11 showed that the ground singlet state ($S_0$) has a significant energy barrier along the isomerisation (double bond angle) coordinate as would be expected, whereas the $S_1$ and $S_2$ does not have this feature. Therefore the ground-state is stable to isomerisation and the trans-cis conversion may only occur via the photo-excited-states. More interestingly, the simulations showed that the $S_2$ state crosses the $S_1$ state at a double bond torsion angle of 45° when the dimethylamino angle is 90° to the plane of the ring. Marguet, attributed this to a TICT state.

Chang et al. [58] studied model analogues of DCM that have restricted rotation around the dimethylamino bond and found an order of magnitude increase in the lifetime of the assigned $S_1$ state compared with un-restricted DCM. The TICT state in this study was assigned to the $S_2$ state from Marguet’s study.

This 90° twisted conformation of the dimethylamino group corresponds to the lowest $S_2$ state energy. As it is a lower energy than the $S_1$ state, it is argued that this prevents the trans-cis isomerisation. The calculated TICT state conformation was also found to have a large dipole moment, consistent with the previous experimental work and analysis of Meyer et al.

When studied in solution, the solvent has a role to play in the dynamics of
the excited-state and the rate at which the CT state is formed. A highly polar solvent will stabilise the high dipole moment species of DCM and thus we expect the rate of formation to be fast. The size and therefore mobility of the solvent may also affect the rate of solvent reorganisation around the excited molecule and therefore formation of the CT state. The Stokes shift shows a dependence on the solvent polarity which gives further evidence for the presence of a charge transfer mechanism.

Some papers suggest alternative mechanisms for the time-dependent Stokes shift in DMABN that doesn't invoke a twisted single bond, such as planar charge-transfer states whose energy shifts during solvation [15, 17] or rehybridised intramolecular charge transfer (RICT) states where the reaction coordinate is the rehybridisation of the sp cyano carbon in the acceptor group to \(sp^2\). Or the pseudo-Jahn-Teller ICT (PICT) model in which the charge separation of the donor and acceptor occurs by pyramidalisation of the \(sp^2\) trigonal planar dimethylamino bond to a \(sp^3\) orbital decoupling the donor and acceptor orbitals [59]. Even the bond that twists in the model compound DMABN is not fully
accepted [60].

Van Tassle et al [61] presented visible pump IR probe experiments performed on DCM and deuterated DCM. The group assigned an infrared band at 1495 cm$^{-1}$, which they assigned to a stretching mode of the N-C bond in a twisted conformation of the dimethylamino group, in agreement with the TICT mechanism. Van Tassle’s analysis also precludes the RICT or PICT mechanisms in DCM.

So, the exact nature of DCM’s excited-state is far from clear. This study presents new evidence to the discussion of DCM. The background and theory behind the spectroscopic methods used in this study will be introduced first before a discussion about the practical aspects of the experiments in chapter 3.

### 2.2 Photochemical processes in molecules

Elucidation of the excited-state structure of DCM is complicated by the dynamical processes dependent on many variables. This section outlines some of the processes that lead to the features seen in the steady-state and time-resolved experiments outlined in chapter 3.

#### 2.2.1 Electronic transitions

When a molecule absorbs an ultraviolet or visible photon, it is perturbed from its ground-state into an energetic and transient excited-state whereby an electron is promoted to a higher molecular orbital. In order for the molecule to return to the ground-state, the extra energy must be dissipated. There are a number of processes that can achieve this.

In **spontaneous emission**, the excited-state molecule loses energy by emitting a photon with an energy that corresponds to the transition from the excited-state
to the ground-state (or lower excited-state). This process can occur from the
initially excited-state, or from a state produced after a non-radiative relaxation
process. A fluorescence spectrum records the energy of transitions that occur
from the excited-state by measuring the number and wavelength of photons
emitted by the excited molecule.

**Stimulated emission** is a process whereby a transition from an excited-state
back to the ground-state can be stimulated by another photon of equivalent
energy to the transition. This mode of emission is particularly important in the
pump-probe measurements which will be discussed in chapter 3.

The **Franck-Condon principle** [62, 63] states that the nuclei within a molecule
are essentially stationary during electronic transitions between molecular or-
bitals. Thus when vibrational potentials of molecular electronic states are plot-
ted, transitions between electronic and vibrational levels (vibronic transitions)
are represented as vertical lines (Figure 2.12). This is due to the faster motion of
the much less massive electrons relative to the nuclei of the atoms.

Figure 2.12 shows the ground and excited electronic states of a molecule with
harmonic potentials associated with the vibrational modes available in each state.
The quantised vibrational levels and their probability distributions (coloured
red) are also shown. The probability distributions for each vibronic state are
given by the square of the wave function at the allowed levels of a harmonic
oscillator. Vibronic transitions (between vibrational levels of two electronic
states) occur with high probability when there is a large overlap between the
wave function of the occupied vibrational level of the initial electronic state and
that of the final electronic state [63]. As a consequence, photoexcitation from
the excited-state often produces an electronic state in a vibrational level higher
than the lowest available mode \( (\nu' > 0) \). The state produced by such transitions is
known as a Franck-Condon state.
The excess vibrational energy generally relaxes very quickly to the $v' = 0$ state by collisions with surrounding molecules, i.e. the solvent. Relaxation to the ground electronic state will also occur from the vibrationally relaxed excited-state to the vibrational level that has the largest overlap. Thus, emission from this electronic level will be red-shifted (towards lower energy) with respect to the absorption transition by the combined energy difference between the Franck-Condon and lowest vibrational level in the excited-state (Fig 2.12a) and the difference between the vibrationally excited-state and the lowest vibrational level in the excited-state (Fig 2.12b).

![Figure 2.12: Vibronic transitions in molecules demonstrating the Franck-Condon principle.](image)

### 2.2.2 Solvation

Solvation refers to the reorientation of solvent molecules to accommodate a changed charge or spatial distribution of a solute following photo-excitation. When there is a large difference in the dipole moments of the ground and excited-states $\Delta \mu = \mu_e - \mu_g$, this solvent reorganisation can significantly lower the energy of the excited-state [64].
Figure 2.13: Energy diagram illustrating the contribution of solvation to the Stokes shift of a photo-excited molecule. The structure of the solvent cage surrounding the molecule is essentially unchanged during electronic excitation.

The Lippert-Mataga theory of solvation [39, 40, 41, 57] describes the energy shift in terms of the solvent refractive index ($n$) and dielectric constant ($\epsilon$).

$$\bar{\nu}_A - \bar{\nu}_F = \frac{2}{hc} \left( \frac{\epsilon_0 - 1}{2\epsilon_0 + 1} - \frac{n^2 - 1}{2n^2 + 1} \right) \frac{(\mu_e - \mu_g)^2}{a^3}$$  \hspace{1cm} (2.2)

where $\mu_g$ and $\mu_e$ are the dipole moments of the ground and excited-states, $h$ is Planck’s constant, $c$ is the speed of light, $a$ is the radius of a sphere that encloses the molecule and $\bar{\nu}_A$ and $\bar{\nu}_F$ are the absorption and fluorescence maxima (in cm$^{-1}$).

The term in the large brackets in equation 2.2 is known as the orientational polarisability of the solvent and is given the designation $\Delta f$.

$$\Delta f = f(\epsilon) - f(n)$$  \hspace{1cm} (2.3)

This is derived from the high frequency or electronic polarisability $f(n)$, which is a function of the refractive index $n$ and describes the instantaneous response of
electrons in the solvent to the dipole moment of a solvent molecule:

\[ f(n) = \frac{n^2 - 1}{2n^2 + 1} \quad (2.4) \]

and the low frequency polarisability, which is a function of the solvent dielectric constant and takes into account the slower response of the orientational motion of solvent dipoles [37]:

\[ f(\epsilon) = \frac{\epsilon - 1}{2\epsilon + 1} \quad (2.5) \]

Figure 2.14 highlights the origin of the components of the reaction field. The dipole-dipole interactions between solvent and solute stabilise polar excited-states, lowering their energy and therefore red-shifting the fluorescence band.

Due to the large number of solvent molecules and degrees of freedom of solvent configuration, the potential energy of a molecule versus solvent coordinate can be treated as a classical continuum rather than a quantised system. As with the Franck-Condon principle for vibronic transitions, electronic transitions occur essentially instantaneously with respect to solvent orientation (Fig 2.13). Thus the solvent is in a non-equilibrium configuration immediately following excitation and must reorganise into the lowest energy excited-state configuration as shown at figure 2.13: point 3. Relaxation of the vibronic state of the molecule again produces a non-equilibrium solvation configuration (figure
2.13: point 4) as the ground electronic state has a smaller dipole moment.

Because of this, in a time-resolved experiment one would expect to see a shift in the energy of the excited-state transitions (such as fluorescence and excited-state absorption - to be discussed in chapter 3) to the red within ones to tens of picoseconds [14]. Conversely, ground-state dynamics would be expected to shift to the blue as the solvent reorganises, thereby lowering the energy of the molecular ground-state-solvent system.

2.2.3 Polarisation Anisotropy

The direction of the electric field oscillation in a light beam defines its polarisation. The absorption of light by a sample can depend on the orientation of the absorbing species with respect to the direction of the light polarisation. If a sample exhibits a change in its optical response with the light polarisation, the optical response is said to be polarised.

For most cases of molecules dissolved in solvents, the optical response from a large sample of molecules is unpolarised or isotropic, i.e., the signal measured has no dependence on the angle of polarisation. An explanation for this, and how a polarised response can be induced in such samples, requires the introduction of two concepts - the transition dipole and a process known as photoselection [65, 57].

2.2.3.1 Photoselection

Molecular transitions occur via coupling of the electric field oscillation of a light wave to the transition dipole moment. The transition dipole moment from an initial state \( m \) to a final state \( n \) is defined as the sum over all the charge (electron and nuclei) positions in the two states, i.e., it is determined by the change in
charge distribution within the molecule before and after the transition.

\[ \vec{\mu}_{nm} = e \int \Psi_m^* \sum Z_i \hat{r}_i \Psi_n d\tau \]

where \( e \) is the electron charge, \( \Psi_m \) and \( \Psi_n \) are the electron wave-functions of states \( m \) and \( n \), \( \hat{r} \) is the displacement vector of each particle and \( Z \) is the atomic number.

The square of \( \mu_{nm} \) gives the probability of the transition \( m \rightarrow n \) and the direction of the vector in the molecular framework gives the polarisation of the transition. The transition probability follows a \( \cos^2 \) dependence with the angle \( \theta \) between the excitation direction, given by the direction of oscillation of the electric field, and the orientation of the transition dipole moment:

\[ P_{abs} \propto \cos^2 (\theta_{\mu,E}) \]

Molecules in a bulk solvent environment will in general have a random orientation such that the absorption transition dipoles will also be randomly distributed. As many molecules are sampled in a typical spectroscopy experiment, the polarisation dependence will be averaged out. Therefore, the signal will show an equal (isotropic) response at all detected polarisation directions. However, upon introduction of a linearly polarised excitation source, the molecules whose transition dipole moments are aligned with the polarisation of the light will be preferentially excited. This process is referred to as photoselection.

Figure 2.15 shows the orientational probability distribution of excited-state molecules produced by photoselection. In the figure, the probability of finding a molecule in the excited-state at each orientation is proportional to the length of the vector from the origin to the surface.
2.2.3.2 Anisotropy

As can be seen, molecules whose transition dipoles are aligned with the electric field vector of the pump light ($\mathbf{E}$) absorb the light with maximum probability, while those at $90^\circ$ remain in the ground-state. The photo-selected orientational distribution gives rise to an anisotropic response to optical measurements such as fluorescence and pump-probe spectroscopy.

The extent to which the optical response of the molecules is aligned to the polarisation of the excitation beam is often characterised by a number called the anisotropy ($r$). This parameter can be measured in the following example of a fluorescence anisotropy experiment (2.16).

In this example, the anisotropy is given by:

$$ r = \frac{I_{\parallel} - I_{\perp}}{I_{\parallel} + 2I_{\perp}} $$

(2.8)

where $I_{\parallel}$ and $I_{\perp}$ represent the intensities of the fluorescence components that are
parallel and perpendicular with respect to the polarisation of the excitation light.

The total intensity is given by:

\[ I_T = I_x + I_y + I_z \]  \hspace{1cm} (2.9)

which can be thought of as the sum of one parallel and two perpendicular components:

\[ I_\parallel + 2I_\perp \]  \hspace{1cm} (2.10)

Thus the anisotropy is normalised by the total intensity.

In this study, the total (rotation independent) intensity was calculated from the parallel and perpendicular channels from equation 2.10. However, the total can be measured directly by analysing the signal at the polarisation direction known as the "magic angle" [57]. At a polarisation angle of 54.7° with respect
to the excitation polarisation, the contributions of each emitted component \(I_x, I_y\) and \(I_z\) are equal. Thus, under these conditions the measured intensity is proportional to the total fluorescence intensity \(I_T\) and the time dependent intensity decays are independent of rotational motion of the solute.

Consider a single molecule with an emission dipole that is aligned to the polarisation of the excitation light source. In this case \(\theta\) is 0 and \(r\) is equal to 1.0. This is also the case when a sample of molecules are all aligned so that their average \(\theta\) is also 0. Randomly distributed molecules in a solvent, however, can never reach an anisotropy value of 1.0.

As indicated in equation 2.7, photoselection imposes a distribution of excited-state molecules within the excitation volume giving a distribution given by \(\cos^2\theta\).

For a sample in which the molecules are randomly oriented, the proportion of molecules within the range \(\theta\) to \(\theta + d\theta\) is given by \(\sin\theta d\theta\). When coupled with equation 2.7 this gives the following formula for the distribution of molecules produced by photoselection in an isotropically oriented sample.

When considering photoselection in a sample of molecules with a random orientational distribution, the probability that a molecule is aligned to the polarisation vector of the excitation light field is given by:

\[
f(\theta) d\theta = \cos^2\theta \sin\theta \, d\theta
\]

When the absorption and emission dipoles are collinear, the average value of \(\cos^2\theta\) is given by:

\[
< \cos^2\theta > = \frac{\int_{0}^{\pi/2} \cos^2\theta f(\theta) \, d\theta}{\int_{0}^{\pi/2} f(\theta) \, d\theta}
\]

Substituting equation 2.11 into 2.12 gives a \(< \cos^2\theta >\) of 3/5 for collinear
absorption and emission transition dipoles.

If the absorption and emission dipoles are not collinear, the anisotropy depends on the angle $\beta$ between them and is given by:

$$r = \frac{2}{5} \left( \frac{3 \cos^2 \beta - 1}{2} \right)$$

(2.13)

For parallel transition dipoles this gives an anisotropy of 0.4 and for perpendicular transition dipoles a value of -0.2.

<table>
<thead>
<tr>
<th>$\beta$ (degrees)</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.40</td>
</tr>
<tr>
<td>54.7</td>
<td>0.00</td>
</tr>
<tr>
<td>90</td>
<td>-0.20</td>
</tr>
<tr>
<td>45</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 2.1: Anisotropy values

Thus, the anisotropy can give detailed information about the orientation and
Figure 2.18: The influence of the angle between $\mu_{\text{fluo}}$ and $\mu_{\text{abs}}$ on the measured anisotropy dynamics of the transition dipole. If the fluorescence transition dipole moment changes its orientation with time, which might occur during formation of a TICT state, it should be reflected as a change in the measured anisotropy.

2.2.3.3 The polarisation response and the magic angle

As mentioned in a previous section, the magic-angle, with a value of approximately $54.7^\circ$ is the polarisation detection angle, relative to the excitation or pump beam, at which the measured signal is independent of rotation of the sample molecule(s). Under these conditions, the total measured signal is composed of a mixture of the parallel and perpendicular signals $S_\parallel$ and $S_\perp$ in a proportion of 1:2 i.e.

$$S_T = S_\parallel + 2S_\perp \quad (2.14)$$
as the parallel component given by \( \cos^2 57.4 \) will be 0.333 and the perpendicular component given by \( \sin^2 57.4 = 0.667 \).

By combining the parallel and perpendicular components of the signal in 1:2 proportion, the magic angle equivalent signal can be calculated rather than needing to measure it independently. This method was used in the experiments described in chapter 3.

### 2.2.3.4 Time dependent anisotropy

Our previous discussions about anisotropy assume that the molecule remains static in the excited-state. In a solvent, this is not true. If a photo-selected distribution of molecules is dissolved in a solvent, the molecules will lose any preferential orientation in time due to the process of rotational diffusion. Thermal motion of the molecules causes them to rotate, so that the transition dipoles become randomly oriented with respect to the axis defined by the maximum of the probability distribution. The value of the anisotropy, therefore, decays during this process with a characteristic time(s).

The time-dependent anisotropy \( r(t) \) of a sample of spherical molecules that can freely diffuse is given by:

\[
r(t) = r_0 e^{-t/\tau_{\text{rot}}} \tag{2.15}
\]

where \( r_0 \) is the initial anisotropy created by photoselection and \( \tau_{\text{rot}} \) is the rotational diffusion time given by the Stokes-Einstein-Debye (SDE) [66, 67, 68] relation:

\[
\tau_{\text{rot}} = \frac{\eta V}{k_B T} \tag{2.16}
\]

where \( \eta \) is the solvent viscosity, \( V \) is the volume of the rotating molecule, \( T \) is the temperature (Kelvin) and \( k_B \) is the Boltzmann constant.
Rotational diffusion of non-spherical particles is considerably more complex [69] and involves a number of axes of rotation with distinct rotational correlation times giving a multi-exponential decay

\[ r(t) = r_1 e^{-t/\tau_1} + r_2 e^{-t/\tau_2} + r_3 e^{-t/\tau_3} + \ldots \] (2.17)

A modified version of the SDE relation takes into account the shape of the molecule \( S \) and introduces a friction coefficient \( F \) which defines the boundary condition between the solvent and the rotating solute:

\[ \tau_{rot} = \eta VF \frac{F}{k_B T S} \] (2.18)

The frictional factor \( F \) can range from 0 to 1. A value of zero is known as the slip boundary condition where there is no direct interaction between the solvent and the solute. A value of one corresponds to the stick boundary condition in which a layer of solvent molecules sticks to the rotating solute.

The shape factor \( S \) for a symmetrical ellipsoid depends on the ratio of the length and width of the ellipse and the axes on which the rotation occurs.

The hydrodynamic volume is defined as:

\[ V_{hydro} = \frac{VF}{S} \] (2.19)

Dielectric friction, which is the effect of the solvent reaction field on rotation of the solute in a polar solvent is also a possible complicating factor in interpreting anisotropy decays - contributing an extra component to the rotational correlation time:

\[ \tau_{rot} = \tau_{SDE} + \tau_{dielectric\ friction} \] (2.20)

At this stage it is simply worth noting that the rotational correlation time
depends on solvent viscosity and the shape of the molecule. The viscosity dependence of rotational diffusion will be exploited in chapter 5 with fixed temperature measurements. This will be used to determine whether a change in the atomic configuration of DCM due to TICT (or other processes) can be observed by their effect on diffusion rates.

The time-dependent anisotropy can be a difficult parameter to interpret and there are many factors that can determine how it changes and/or decays. This study attempts to disentangle some of these factors by comparing the anisotropy of DCM in various solvents and with its model compound DCJ.

Chapter 3 will introduce the practical aspects of the experiments described above.
Chapter 3

Experimental techniques

The experimental data used in this thesis were obtained from a variety of techniques. The steady-state absorption spectra were obtained with a traditional commercial bench-top UV-Vis spectrometer (Shimadzu UV 1601 CE). All other measurements were made using a commercial ultrafast laser system with experimental setups that were custom built by the author and colleagues.

The steady-state fluorescence was excited by a pulsed laser source and collected by focussing the emitted light with a 3” aperture lens onto a spectrometer with a 1024-pixel CCD detector.

Time-resolved measurements were made using two methods: time-resolved fluorescence using an optical streak camera and and a pump-supercontinuum-probe setup. All time-resolved measurements were polarisation-resolved in that the parallel and perpendicular components of the signal with respect to the excitation laser polarisation were detected simultaneously in order to determine the time-dependent anisotropy.

This chapter will describe the methods, some theory and practical issues involved with making the measurements mentioned above - including the
generation of ultrashort pulses.

3.1 Steady-state spectroscopy

In this work, the term **steady-state spectroscopy** will refer to the time-integrated absorption and fluorescence spectra. These techniques give information about the states that can be excited by optical transitions and the radiative transitions that can occur from these excited-states. In the UV and visible range (wavelengths from 200-700 nm), absorption transitions correspond to the promotion of a ground-state electron to a higher molecular orbital and fluorescence transitions correspond to the electron returning to a lower energy excited-state or back to the ground-state.

In absorption spectroscopy a sample of molecules absorbs photons from a white light excitation source that correspond to the energy difference between the ground and allowed excited-states. The absorbance is defined as the logarithm of the ratio of the light before and after the sample (figure 3.1).

\[
A = -\log_{10}(I_0/I) = \varepsilon I c
\]

**Figure 3.1:** Absorption of light by a chemical sample.
The measured absorbance as a function of light frequency \( A(\nu) \) depends on the frequency-dependent molar absorption coefficient \( \epsilon (M^{-1}.cm^{-1}) \), which is a measure of the strength or probability of a transition occurring, the concentration or number of absorbing species \( c (mol.L^{-1}) \) and the path-length \( l \) (cm), corresponding to the distance the light travels through the absorbing material:

\[
A(\nu) = -\log_{10} \frac{I}{I_0} = \epsilon(\nu)cl
\]  

(3.1)

Absorption spectra in this study were taken on a solution of concentration \( 10^{-4} \) M using a UV-Visible spectrometer in a 1 mm path-length cell. The spectrometer had a deuterium lamp as the UV source and a hollow-cathode lamp as the visible source.

Fluorescence is the light emitted by a sample as it relaxes from an excited-state to the ground-state. Fluorescence spectra of the samples in this study were obtained by exciting the samples at 400 nm with a frequency-doubled titanium sapphire femtosecond laser and the fluorescence was collected using a 3” diameter lens and focussed onto a spectrometer with a Peltier-cooled CCD detector, as shown in figure 3.2.

![Figure 3.2: Laser pumped steady-state fluorescence experiment. A laser is tuned to a wavelength within the molecule's absorption spectrum. The excited-state molecules decay via fluorescence and other processes. The emitted fluorescence is collected with a lens and focussed into a spectrometer. A CCD detector reads out the intensity at each wavelength and thus a spectrum is generated.](image)

The steady-state fluorescence spectrum is usually shifted to a lower energy...
with respect to the absorption spectrum (Stokes shift) due to internal processes such as vibrational relaxation and solvation. It includes contributions from all intervening emissive states integrated over the collection time. Thus short-lived states do not contribute much to the spectrum.

3.2 Time-resolved spectroscopy

The steady-state techniques give an average over time of the absorption and fluorescence spectra. If the excited-state dynamics are very fast, as is the case with DCM, short-lived states can be washed out in the time-integrated average. Time-resolved spectroscopy can be used to observe these short-lived states as they are populated and depopulated, and to measure their dynamics [70]. This allows the experimentalist to study the relaxation pathways and the mechanisms that give rise to the features seen.

For relatively long-lived states a time-resolved experiment can be as simple as placing a mechanical shutter in between the excitation source and the sample, and synchronising detection with a fast detector. However, many molecular photochemical processes of interest, particularly intramolecular relaxation, occur on much faster timescales than this technique will measure. For this reason this study has gained great benefit from the development of femtosecond pulsed lasers.

3.2.1 The laser system

The laser system used in this work consisted of a mode-locked Ti:Sapphire oscillator (Tsunami, Spectra-Physics), amplified by a regenerative amplifier (Spitfire, Spectra-Physics) with two independently tunable optical parametric amplifiers. Each of these components will be described in the following section.
Ultrafast laser system with OPAs for nonlinear spectroscopy. Pulses are generated by a mode-locked titanium sapphire oscillator and then amplified by a regenerative amplifier. 100 fs pulses with a central wavelength of 800 nm are converted to a range of UV, visible and IR wavelengths in a pair of optical parametric amplifiers (OPAs).

3.2.1.1 Ultrafast laser

Lasers are known for their ability to produce highly intense, highly directed beams of light, often with a very well defined colour or wavelength. While these properties are attractive as a light source for spectroscopy experiments, they are not the properties most exploited in this study. Further explanation requires some background about the basics of what a laser is and how they work.

A laser, in simple terms, is a light amplifier with feedback. The amplification happens within a so-called gain medium, whose properties are chosen such that incoming photons passing through the medium produce more photons, in a process known as stimulated emission. The feedback comes from the fact that the gain medium is placed within a resonant optical cavity composed of a pair of highly reflective parallel mirrors. Photons travelling in the correct direction will find themselves confined to the cavity as they make successive passes, reflecting off the mirrors back and forth and passing through the gain medium each time.
In this way, the number of photons increases very rapidly. At a certain point, the gain medium becomes saturated and each successive pass produces no more photons on average than the number coming in. One of the cavity mirrors allows a small fraction of the photons within the cavity to escape as a laser beam.

But the cavity produces more effects than just allowing the light intensity to increase. **Interference** of the light waves within the cavity means that only certain light frequencies are allowed to propagate, while others cannot due to destructive interference. These allowed light frequencies are known as cavity modes.

In so-called multi-mode operation of a laser, many cavity modes are allowed to propagate within the cavity. The frequency separation of cavity modes $\Delta \nu$ is given by:

$$\Delta \nu = \frac{2d}{c}$$

(3.2)

where $d$ is the separation of the cavity mirrors and $c$ is the speed of light.

Lasers can be designed such that a component or process in the cavity favours modes with a fixed phase relationship - referred to as **mode-locking** [71, 72, 73]. Under this condition, constructive interference occurs at regular intervals, creating a periodic train of intense laser pulses as shown in figure 3.4. This process can allow lasers to produce pulses of less than 100 femtoseconds ($< 10^{-13}$ seconds)!

The minimum width of the laser pulses in a mode-locked laser is determined by the so-called Fourier-limit. The more phase-locked modes that can be added together, the shorter the pulse-width can be. One major limiting factor for the Fourier-limit is the gain bandwidth of the laser crystal. Gain media have a range of photon energies (or light frequencies) that they can amplify; thus the spectrum of the laser output is determined by the shape of the gain curve, which in turn determines the range of cavity modes that are amplified and thus able to
Figure 3.4: Phase-locked cavity modes interfere constructively at regular intervals to produce a train of short pulses.

contribute to the mode-locked pulses. Figure 3.5 shows the cavity modes in the frequency domain and how the gain medium bandwidth amplifies only a selected range.

Figure 3.5: The allowed cavity modes with frequencies given by $\Delta \nu = 2d/c$ are shown in (a). The gain profile of the laser medium gives the frequency range over which amplification of the incoming radiation will occur (b). The amplified modes are thus given by the overlap of the cavity modes with the gain profile (c).

Kerr lens mode-locking (KLM)\cite{74, 75, 76} is a mode-locking scheme that
relies on the optical Kerr effect, which is a nonlinear optical process that gives rise to an intensity dependent refractive index (Equation 3.3):

\[
n(\omega, I) = n_0(\omega) + n_2(\omega)I
\]

(3.3)

The intensity cross section (or beam profile) of the beam within the cavity is approximately Gaussian, meaning it is brightest in the centre and tails off radially. If the intensity of the beam within the gain medium is high enough, the nonlinear component of the refractive index will also have a Gaussian profile. This spatially dependent refractive index acts as a lens which focuses high-intensity parts of the beam most strongly in an effect known as self-focussing [77]. A circular aperture placed in the cavity can then be used to spatially truncate the low-intensity, and therefore less focussed, parts of the beam. As the temporal profile of the pulse is also Gaussian, the high-intensity regions correspond to the middle of the pulse and the low-intensity regions correspond to the leading and trailing edges of the pulse. The aperture spatially removes the lower intensity edges of the pulse to produce a shorter truncated pulse. Newer generation KLM schemes do not require an aperture and achieve an equivalent effect by exploiting the spatial variation of the gain in the laser medium (as determined by the volume of the focussed pump-beam within the gain medium) to favour the high-intensity part of the pulse.

The laser used in this study uses this method with a titanium sapphire gain medium to generate pulses of approximately 80 fs in duration with a pulse repetition rate of 82 MHz. The pulse energies are of the order of 1nJ per pulse.
3.2.1.2 Regenerative amplifier

While very useful for ultrafast experiments, the pulsed output of the titanium-sapphire femtosecond oscillator described above can only be used to probe molecules that have transitions within the efficient lasing range of the system, determined by the gain profile of the titanium-sapphire gain medium - around 800 nm (or 400 nm if the light is frequency-doubled). In order to extend the range of energies available for probing the excited-state transitions of DCM, a device known as an optical parametric amplifier (OPA) [78, 76] was used in combination with frequency mixing techniques to create a tunable source able to probe transitions in the UV, through the visible to the IR regime. This device requires high pulse energies to operate efficiently; so first, the mode-locked output was amplified in a regenerative amplifier.

The regenerative amplifier uses a technique known as chirped pulse amplification (CPA) [79, 80] to increase the peak pulse power to the terawatt regime. The output of the mode-locked laser, or ‘seed’ beam, is amplified in this device by passing it through the active gain medium - another titanium-sapphire crystal. However, the high peak power of the ultrafast pulses can cause the gain to saturate by de-populating the medium before appreciable amplification can be obtained, causing unwanted nonlinear effects and even damage to the optics.

To overcome these problems, temporal dispersion, or chirp, is first introduced in the seed beam by an arrangement of diffraction gratings (stretching) whereby different frequency components in the pulse are made to follow different optical path-lengths, as shown in figure 3.6. As the pulse duration is now much longer than the original pulse, the peak power is greatly diminished, thus allowing further amplification without saturating the gain medium.

A single stretched pulse from the 82 MHz pulse-train is then switched into the cavity by a Pockel’s cell, which is an electric-field induced $\lambda/4$ plate. The
incoming light beam is polarised in such a way that it reflects from the surface of the titanium-sapphire gain medium and out of the cavity. When a suitably timed voltage is applied to the Pockel’s cell, it acts to rotate the polarisation of the incoming beam such that a single pulse propagates through the gain medium rather than being reflected. The pulse is allowed to travel through approximately 10 round trips of the amplifier cavity, increasing in intensity with each pass. After this a 2nd Pockel’s cell rotates the polarisation of the intra-cavity pulse, switching it out of the cavity.

The amplified pulse is then sent through the reverse of the stretching optics where the dispersed components are allowed to “catch up” thereby producing a short, highly amplified pulse. The pulse energy at the output of the amplifier is 1 mJ with a pulse duration of 100 fs, corresponding to a $10^6$-fold energy increase.

### 3.2.1.3 Optical parametric amplifier

The extremely high electric fields associated with amplified ultrashort pulses allows access to the nonlinear optical regime. The optical parametric amplifier (OPA) takes advantage of these processes to tune the pulsed laser output through the UV, visible and infrared regimes. The key component of an OPA is the
nonlinear crystal. Nonlinear crystals are birefringent materials that have a high nonlinear response to intense radiation.

Optical parametric amplification specifically refers to the process of stimulated down-conversion in a nonlinear crystal where a high energy ‘pump’ photon is split into two lower energy photons (designated as the signal and idler) - satisfying conservation of energy

\[ \omega_{\text{pump}} = \omega_{\text{signal}} + \omega_{\text{idler}} \] (3.4)

where \( \omega \) is the optical frequency (proportional to photon energy), and conservation of momentum otherwise known as the phase-matching condition:

\[ \mathbf{k}_{\text{pump}} = \mathbf{k}_{\text{signal}} + \mathbf{k}_{\text{idler}} \] (3.5)

where \( \mathbf{k} \) refers to the wave vectors of the pump, signal and idler beams.

![Diagram of parametric down-conversion](image)

**Figure 3.7:** Parametric down-conversion in which a pump photon is split into two photons whose frequencies add to the original pump frequency, thus satisfying conservation of energy. Phase-matching ensures conservation of momentum.

In the optical parametric amplifier (OPA), stimulated down-conversion was induced by overlapping the 800 nm pump beam from the regenerative amplifier with a white light continuum (see section 3.4.1) beam. This broad bandwidth
seed beam contained photons within the frequency range of the generated signal and idler photons; thus down-conversion was stimulated. As stimulated down-conversion does not rely on random fluctuations (as in spontaneous down conversion) the stability and efficiency of the process is enhanced (see figure 3.8).

Figure 3.8: Spontaneous parametric down-conversion is induced by random fluctuations, whereas stimulated down-conversion is seeded by photons from a white light continuum beam.

It should be noted that the k-vector of the signal and idler does not need to be in a different direction to the pump as shown in figures 3.7 and 3.8 because the refractive index experienced by the three waves also depends on their frequency and polarisation with respect to the crystal axis. In fact down-conversion is more efficient when the beams are collinear as it increases overlap within the crystal. Figure 3.9 shows the momentum conservation for non-collinear and collinear phase-matching.

Figure 3.9: Collinear phase-matching.

By changing the angle of the crystal’s optical axis with respect to the pump
beam, the phase-matching condition allows selection of which combination of $\omega_{signal}$ and $\omega_{idler}$ are able to propagate. Hence by choosing the appropriate phase-matching angle and delay between the seed and pump beams, the down-conversion can be tuned to preferentially choose the wavelengths of the signal and idler. The resulting signal and idler beam seeds a second “power stage” pass of the crystal, pumped by a higher intensity (than the pump in the first pass) 800 nm beam.

As the signal and idler photons produced in this process are lower in energy than the 800 nm fundamental, the output radiation is in the infrared region ($\sim$900-2500 nm). To extend the range of these tunable pulses back into the visible and UV region, a number of other nonlinear processes can be used.

The signal or idler can be frequency-doubled by the process of second-harmonic generation or SHG whereby two incoming pump photons can be converted into a single photon with twice the energy, again satisfying conservation of energy:

$$\omega = 2\omega_{pump}$$ \hfill (3.6)

and momentum with the phase-matching condition:

$$k(2\omega) = 2k(\omega)$$ \hfill (3.7)

The SHG output ($\omega_i$) from the previous step can be extended further still into the blue and UV regime by frequency mixing with the residual 800 nm pump beam ($\omega_j$) (figure 3.10), generating the sum-frequency signal:

$$\omega = \omega_i + \omega_j$$ \hfill (3.8)

The processes are all summarised in Figure 3.11.
3.3 **Streak camera**

A picosecond streak camera (shown in Figure 3.12) was used to investigate the time-dependent fluorescence of DCM and DCJ in a number of solvents.

A spectrometer was used to select the wavelength range of interest and the streak camera then resolved the time-dependent behaviour. In the streak camera [81, 82, 83], fluorescence is collected by the lens and focussed onto a photocathode, producing a burst of electrons where the number of electrons, \( N_e(t) \), is proportional to the intensity \( I(t) \). The electron pulse is then passed between a pair of deflection plates onto which a linear ramping voltage is applied.
Electrons at different points in time experience a higher voltage and are thus deflected by different amounts. In this way the temporal information is converted to spatial information as shown in figure 3.13. The electron positions were recorded by a luminescent screen which is imaged by a 2D CCD.

### 3.3.1 Fluorescence anisotropy

The anisotropy (section 2.2.3.2) of the time-resolved fluorescence can be determined by detecting the signals that are parallel and perpendicularly polarised with respect to the laser polarisation. When taking such measurements, it is important to take into account differences in the detection sensitivity of the two polarised components by calculating a so-called “G-factor” given by

\[
G = \frac{I_{HV}}{I_{VH}} \tag{3.9}
\]

This perpendicular signal is multiplied by the G-factor giving a modified equation for the anisotropy function.

---

**Figure 3.12:** Schematic of time-resolved fluorescence setup using a streak camera. A spectrometer separates the spectral components, which are imaged onto the x-axis of the CCD. A photocathode converts the time-dependent intensity to a time-dependent pulse of electrons which are deflected by ramping the voltage on a pair of deflection plates. The spatial profile (in the y-axis) can then be correlated to the original time profile. Figure 3.13 describes this further.
Figure 3.13: In a streak camera, the time-dependent fluorescence $I(t)$ is converted to a time-dependent pulse of electrons $N_e(t)$. A linear voltage ramp is applied to deflection plates such that different temporal components of the electron pulse experience increased vertical deflection. The spatial distribution of electrons is focussed onto a luminescent screen which is then imaged onto a CCD. The spatial distribution can then be calibrated to reconstruct the temporal profile.

$$r = \frac{I_{\|} - GI_{\perp}}{I_{\|} + 2GI_{\perp}}$$

(3.10)

This ensures that the anisotropy is measured correctly.

### 3.3.2 Experimental issues with the streak camera technique

The streak camera resolution is limited by the speed or ramp of the voltage sweep as this determines the ability of the camera to appreciably deflect the temporal components of the signal such that they can be resolved on the CCD. In the case of this experiment, the streak camera has a resolution of approximately 1 picosecond. Any dynamics shorter than this will either not be seen at all or temporally smeared or smoothed.
The particular streak camera used in this study has an anomalous region that is less sensitive than the rest of the detector. This can be seen in the spectra as a decreased intensity as shown in figure 3.14. This feature is seen in all streak camera data presented in this thesis and in all analyses it has been assumed to be an experimental artefact and not due to sample dynamics.

![Streak camera CCD intensity map of signal](image)

**Figure 3.14:** A lower sensitivity region of the streak camera detector CCD in the vertical direction causes an intensity dip in time resolved fluorescence signals.

### 3.4 Pump-probe spectroscopy

A limitation of fluorescence based measurements is that the molecule being studied is required to relax radiatively, which is not always the case. There may also be processes prior to fluorescence that are non-radiative. So, an experiment
is needed that can examine the dynamic molecular processes independent of the presence of fluorescence.

An experiment that accomplishes this feat is time-resolved pump-probe spectroscopy [84, 85]. This technique is used to study transient changes in the excited-states of the molecule. As with fluorescence spectroscopy, a high-intensity pump laser creates a population of molecules in the excited-state. Instead of measuring the spontaneously emitted fluorescence signal, a probe beam is overlapped with the pump beam. The time-resolved evolution of the excited-state(s) is then monitored by observing the transient gain or attenuation of the transmitted probe beam.

The difference between this and time-resolved fluorescence is that the probe can be tuned to any optical transition from the ground or excited-state of the molecule, including intermediate and short-lived states.

A custom pump-probe experimental setup was built for this study with the purpose of measurements with higher temporal resolution dynamics than possible with the picosecond streak camera experiment described above. The requirements for the experiment were high time resolution (pulse-width limited to 100 femtoseconds), high spectral bandwidth (400-800 nm) with white-light continuum probe discussed in section 3.4.1 and polarization resolved.

A typical setup of pump-probe spectroscopy is shown in figure 3.15, where the pump and probe beams are overlapped in a common focal region within the sample. The probe beam was focussed to a smaller spot size at the centre of the excited-state volume so that diffusion of ground-state molecules from outside the pump region did not influence the signal. An optical delay line consisting of a pair of movable retro-reflecting mirrors was used to control the time separation between the pump and probe pulses and a photo-detector was used to measure the changes in probe intensity. Note that the figure shows the optical delay line.
is on the pump beam rather than the probe beam. This was done for practical reasons. Thus, the probe delay was increased by advancing the pump-beam i.e. decreasing the path-length of the pump with respect to that of the probe.

Figure 3.15: Schematic diagram of a pump probe experiment. The pump beam puts the molecule in an excited state. The probe intensity is measured at increasing pulse-delay times with respect to the pump-pulse. The probe intensity can increase or decrease compared with the pre-pump intensity due to absorption or stimulated-emission transitions from the excited state.

Increases in probe transmission intensity ($\Delta T > 0$) may be due to either stimulated emission by probe photons or ground-state bleaching (where a depletion of population in the ground-state causes a “spectral hole” in the ground-state absorption region). Negative signals ($\Delta T < 0$) originate from excited-state absorption in which transitions from excited-states to higher excited-states can occur. These processes are summarised in figure 3.16.

By measuring the transient rise and decay of these effects we can examine the relaxation dynamics of the sample of interest, in particular the formation of highly polar species due to charge transfer and other configurational changes such as isomerisation.

The optical delay line consisted of a retro-reflecting mirror arrangement on a linear translation stage controlled by computer. The linear actuators could be moved in steps as small as $d=0.1 \mu m$, which corresponds to a delay time of 0.67
Figure 3.16: Energy diagrams and pump-probe signals illustrating the origin of stimulated emission (SE) without inversion and excited-state absorption (ESA) signals.

fs calculated using:

\[
delay = \frac{2d}{c} = \frac{2 \times 10^{-7} m}{3 \times 10^8 m/s} = 6.7 \times 10^{-16} s = 0.67 \text{ fs}
\] (3.11)

Thus the limit to time resolution is the pulse-width (~100 femtoseconds at FWHM).

The pump pulses used to excite the molecules in this study were generated by wavelength tuning of one of the laser system’s two optical parametric amplifiers.

3.4.1 White-light continuum probe

A simple pump-probe spectroscopy setup uses a probe that is tuned to a single excited-state transition, thus only a simple photo-detector is required. However excited-state relaxation often involves numerous states with different contributions to the overall signal. A technique known as supercontinuum generation [86] can be used to produce a broad bandwidth white-light probe source that can retain the short pulse-width of the laser used to generate it.
A supercontinuum probe source can thus be used to simultaneously probe an excited-state spectrum [20, 87] which includes absorption and stimulated emission contributions. This type of setup is very widely used in the ultrafast spectroscopy community due to the rapid overall picture of the dynamics of excited-state transitions that can be obtained [88, 89, 90].

Focussing an intense femtosecond beam into a transparent medium can generate a pulsed supercontinuum beam as shown in Figure 3.17.

![Figure 3.17: Supercontinuum generation.](image)

The process of continuum generation makes use of the intensity dependent component of the nonlinear refractive index $n_2(I)$. Assuming the pulse envelope is Gaussian, the material will see a time-dependent intensity as the pulse propagates through it. Thus different parts of the pulse experience a different refractive index.

This condition gives rise to a time-dependent phase shift, $d\phi/dt$; a process known as self phase modulation. Equation 3.12 describes the optical frequency shift $\omega$ relative to the input frequency $\omega_0$ (as shown in figure 3.18).

$$\omega = \frac{d\phi}{dt} = \omega_0 - A \frac{dI}{dt}$$

(3.12)

As the optical frequency from the above equation is proportional to $dI/dt$, the frequency decreases at the front edge of the pulse and increases at the trailing edge. Thus the pulse spectrum is broadened as shown in 3.18.

Some investigation was undertaken on the most suitable material for con-
continuum generation. Calcium fluoride, sapphire, silicon glass and a number of liquids - acetone, water, heavy water, methanol and ethanol - were looked at and it was concluded that intensity stability and quality of the continuum was best in a solid glass. Sapphire was used for the pump-probe experiments in this study as it gives a broad continuum with good intensity stability.

The spectrum of the continuum spans the range from approximately 450-1200 nm as shown in Figure 3.19 in which an 800 nm beam of 1 mJ pulses was focussed into a 2mm thick sapphire window.

The continuum generation process is complicated by the other possible nonlinear processes that occur in conjunction to the self phase modulation such as four wave mixing, stimulated Raman scattering, up-conversion, down-conversion and harmonic generation. This produces a more complicated spectral characteristic of the continuum than that predicted by self phase modulation alone. However, a reference beam is picked off from the probe beam before
traversing the sample and detected simultaneously with the signal channel (as shown in Figure 3.22). This provides a reference spectrum to allow the actual transmission/absorption spectrum to be calculated.

### 3.4.2 Time zero and measurement of temporal chirp

Time zero in a pump-probe experiment is defined as the condition when the pump and probe pulses arrive at the sample simultaneously. This can be found approximately by eye by monitoring the probe brightness on a card while moving the retro-reflecting delay stage. On the negative side of time zero there is a characteristic jump in the transmission of the probe. This effect is seen because the pump pulse changes the state of the molecules from which the probe transitions occur, and at time zero the population of molecules in this state is at a maximum, whereas just before time-zero there is zero (or negligible) population in the excited-state. The probe intensity at a given wavelength is proportional
to the population of molecules in the state at which a transition occurs. The probe signal (intensity change) can be either negative, such as in excited-state absorption, or positive from a ground-state bleach or stimulated emission signal.

To more effectively find the time zero point position of the delay stage, a BBO (beta-barium borate) nonlinear crystal was placed at the overlap point of the pump and probe beams. At the time-zero position, a cross-correlation second harmonic signal is generated between the pump and the probe. By monitoring the intensity of the cross-correlation signal versus the fine position of the delay stage, the pulse overlap maximum was determined.

In the white light continuum probe version of this experiment there is an added complication - temporal chirp. Temporal chirp refers to the spreading out of the pulse in time as a function of wavelength due to the dispersion properties of the material (supercontinuum generating medium, lenses) through which it propagates before reaching the overlap with the pump pulse [91]. This effectively means that time zero is not a single position for every wavelength within the probe spectrum. In order to characterise this temporal chirp and correct for it in the experiments, a technique called optical Kerr gating [92, 76] was used.

The Kerr effect encompasses a range of optical phenomena that occur when materials through which light propagates are subject to high electric fields. The electric field causes distortion of the electrons within the material such that the refractive index changes in the direction of the applied field. The DC Kerr effect, such as when the optical material is placed between two electrodes with a voltage between them, causes the material to be birefringent, where the refractive index depends on the orientation of the incoming light with respect to the electric field of the electrodes.

The AC Kerr or optical Kerr effect is the equivalent effect caused by an alternating electric field such as an intense light beam. This effect accounts
for the intensity dependent refractive index required for the Kerr-lens mode-locking scheme described earlier in the chapter. Essentially, an intense light beam (pump) with its fast-varying AC electric field can modulate the refractive index of a transparent material in the direction of its polarisation, such that a second light beam passing through this overlap point will experience a shift in its polarisation direction due to the material’s induced birefringence. If the two beams are pulsed, this effect will only occur if the two pulses are overlapped spatially and temporally.

By placing crossed polarising filters in the second (probe) beam on either side of the overlap point and a detector after the second polarising film, a probe intensity signal will only be detected when the AC Kerr effect occurs. The polarisation shift causes the probe to have polarisation components that are orthogonal to the extinguishing polarisation direction of the filter, allowing transmission to the detector.

The chirp can be measured using the frequency resolved optical gating (FROG) technique the optical setup of which is shown in figure 3.20. The basis of the FROG measurement is conceptually a simple one. A pump pulse causes the optical properties of an active material to change within the pulse duration such that the coincident component of the probe pulse (in this case the polarisation) is altered during this time period.
In this case we rely upon the AC electric Kerr effect in transparent dielectric media. The high electric field ($\sim 10^{14} \text{ V.pulse}^{-1} \text{cm}^{-2}$) of the pump pulse can induce an oscillating dipole in the solid material creating birefringence. This causes the polarisation of the continuum beam (the beam of interest) to be rotated.

By placing polarising filters before and after the Kerr medium in the crossed configuration, the Kerr effect acts as a temporal gate allowing light through the polariser only when the polarisation is rotated. Thus, in conjunction with a spectrometer, the wavelength dependent shift of the time overlap between the gate and the chirped supercontinuum pulse can be determined. This gives a picture of the temporal and spectral profile of the white light pulse.

In principle this experiment can also be used to determine the phase of a pulse for complete pulse characterisation, but for our purposes we are only interested in the intensity information as this is sufficient to characterise the temporal dispersion of the pulse.

A measurement of the chirp from a 2mm sapphire window is shown in figure 3.21, in which the red side of the pulse is delayed in time with respect to the blue
side. The chirp $t(\lambda)$ was fit satisfactorily with a cubic function and corrected by subtracting this function from the measured spectrum - corresponding to a shift of the measured delay time at each wavelength.

$$\text{Equation: } 3.8968 \times 10^{-8}x^3 + -9.4729 \times 10^{-5}x^2 + 0.07893x + -21.4911$$

**FROG measurement of white continuum chirp**

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Time (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>-1</td>
</tr>
<tr>
<td>550</td>
<td>-0.5</td>
</tr>
<tr>
<td>600</td>
<td>0</td>
</tr>
<tr>
<td>650</td>
<td>0.5</td>
</tr>
</tbody>
</table>

**Chirp Corrected Dataset:** $t_{\text{correct}}(\lambda) = t_{\text{measured}} - t_{\text{chirp}}(\lambda)$

This information was used to post-process the data to minimise artifacts due to the temporal chirp of the white light supercontinuum probe.

### 3.4.3 Pump-probe anisotropy

The time-dependent anisotropy can also be measured in a pump-probe experiment. This involves rotating the polarisation of the probe beam 45° relative to that of the pump such that the vector components of the polarisation that
are parallel and perpendicular to the pump polarisation are equal in magnitude.
After transmission through the sample, the two components are then split into
separate beams as the s and p polarised reflections from a polarising beam-splitter cube.

These components and a pre-sample probe reference spectrum of the probe
(to calculate absorption and to account for change in the spectrum over time)
are detected simultaneously via a 3 channel multi-fibre coupled Triax 350
spectrometer with a 2D 1024 x 256 pixel CCD array.

The layout of the optics for the pump-probe experiment (including anisotropy
measurement) is shown in figure 3.22.

Figure 3.22: *Pump-supercontinuum-probe time-resolved polarisation anisotropy experi-
ment.*

### 3.4.4 Calculations for pump-probe parameters

Rather than being a raw transmittance or intensity measurement, the white light
pump-probe experiment has been calculated as a differential transmittance $\Delta T$.
This parameter is a measure of the gain or loss in the wavelength dependent
transmission through the sample solution at times during and after the molecule
is excited by the pump-pulse. It is calculated by subtraction of the pre-pump,
$T(t < 0)$, signal response from $T(t)$. Thus, $\Delta T(t < 0)$ is zero before the pump-pulse, an increase in transmission caused by ground-state bleach or stimulated emission gives $\Delta T > 0$ and a decrease caused by excited-state absorption gives a negative differential transmission of $\Delta T < 0$. In this study, the positive stimulated emission signal was chosen as it measures the stimulated emission from the proposed intramolecular charge transfer state but with a higher resolution than the streak camera fluorescence measurement.

Table 3.1 summarises the data collected from the experiment described in the previous section.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{\text{steady}}(\lambda)$</td>
<td>Transmitted probe intensity in the steady-state - before pump pulse</td>
</tr>
<tr>
<td>$I(\lambda, t)$</td>
<td>Transmitted probe intensity after pump</td>
</tr>
<tr>
<td>$I_{\text{ref}}(\lambda)$</td>
<td>Supercontinuum reference spectrum versus time*</td>
</tr>
</tbody>
</table>

Table 3.1: Raw measured signals from pump-probe experiment described in figure 3.22.

From this raw data, a number of parameters were calculated.

The difference in optical response of the parallel and perpendicular channels were corrected by the following method:

1. A **correction factor** (equation 3.13) was calculated by taking the ratio of the parallel and perpendicular channels at times much less than zero i.e. before the pump creates an anisotropic population distribution. The assumption is that at this point in time, all transition dipoles are randomly aligned and thus the actual responses for $I_{\|}$ and $I_{\perp}$ should be equal.

   \[
   c(\lambda) = \frac{I_{\|}(\lambda, t \ll 0)}{I_{\perp}(\lambda, t \ll 0)} \tag{3.13}
   \]

2. A corrected perpendicular channel was calculated by multiplying the uncorrected channel by the correction factor to account for differences in detection
efficiency.

\[ I_{\perp}'(\lambda, t) = I_{\perp}(\lambda, t) \cdot c(\lambda) \]  

(3.14)

3. The transmission in the absence of the pump \( T_0 \) (equation 3.15) and the transmission after the pump \( T_1 \) (equation 3.16) were calculated by dividing each raw spectral intensity value by the reference beam.

\[ T_0 = \frac{I_{signal}}{I_{ref}} \]  

(3.15)

\[ T_1 = \frac{I_{signal(t)}}{I_{ref(t)}} \]  

(3.16)

The differential transmission or the change in transmission (positive or negative) caused by the influence of the pump beam was calculated using equation 3.17.

\[ T = \frac{T_1 - T_0}{T_0} \]  

(3.17)

As with the fluorescence anisotropy, the pump-probe anisotropy parameters can be calculated:

Magic angle:

\[ \Delta T_{MA} = \Delta T_{||} + 2\Delta T_{\perp} \]  

(3.18)

and anisotropy:

\[ r = \frac{\Delta T_{||} - \Delta T_{\perp}}{\Delta T_{||} + 2\Delta T_{\perp}} \]  

(3.19)
3.5 Samples

3.5.1 Laser dyes

The laser dyes DCM and DCJ were obtained from Lambda Physik and were used without further purification.

3.5.2 Solvent properties

A solvent’s role in the photophysics of molecules in solution is not just to provide a convenient means of containing the sample molecules and allowing them to move. Rather, the solvent itself, both as a bulk material and in the local environment surrounding the dissolved solute, must be considered as a part of the overall system. The solvent and its interactions with the solute play an integral part in the excited-state energies available to the molecule and the dynamics of those states. As discussed in chapter 2, there are a number of important solvent parameters that play a major role in the dynamics of donor-acceptors in solution. The dipole moment, dielectric constant, refractive index, absorption spectrum and viscosity are all expected to have an effect. In order to isolate the contributions of each of these parameters to the features seen in the steady-state and time-resolved spectroscopic measurements, the experiments were performed and are presented in the results section in a specific order.

In order to establish a baseline of spectroscopic features to investigate in this study, a solvent was chosen that has well understood properties and has a precedent for use in similar studies of charge transfer states and solvation. Methanol is commonly used in many spectroscopic studies of DCM and other donor-acceptor compounds in the literature [19, 20, 21, 16, 17, 18]. It is a polar solvent, has a simple structure and its properties are reasonably well
characterised and understood. For this reason, methanol was chosen as the solvent for these initial investigations of DCM.

As seen in chapter 2, the time-dependent behaviour of excited-states can depend on the ability (or inability) of the solvent and solute to diffuse. The solvent viscosity can thus affect the dynamics of excited-states by changing the diffusion rates and thereby changing the rates of decay processes that require diffusion to operate such as solvation and intermolecular charge transfer. In order to determine which features seen for DCM in methanol are dependent on diffusion, a series of solvents with different viscosities were chosen. Methanol, ethanol and n-pentanol (1-pentanol) are all straight chain hydrocarbon based solvents with polar hydroxyl-groups at one end. They have very similar dipole moments and viscosities that are related to their size/molecular weight.

The ability of solvents to solvate highly polar charge-transfer excited-states depends on the ability of solvent dipoles to align to the electric (reaction) field induced by the change in dipole moment of the solute. A solvent with a permanent dipole moment can rotate and translate within the solvent cage to accomplish this, whereas a non-polar solvent cannot. In order to then investigate the effect of dipole moment and dielectric constant on the excited-state energetics and dynamics of the excited-state of DCM, it was investigated in a non-polar solvent, toluene, and a more polar solvent than methanol, acetone.

Methanol, ethanol, n-pentanol, acetone, toluene and ethylene glycol for solvent dependence studies were spectroscopic grade from Sigma-Aldrich.

Some relevant physical parameters are given in table 3.2, which will be referred to in the results section.
Table 3.2: Solvent properties - $\mu$, $\varepsilon$ sourced from [93] and $n_D$, $\eta$ from [94]

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Dipole Moment $\mu$ (D)</th>
<th>Dielectric Constant $\varepsilon$ @ 20°C</th>
<th>Refractive Index $n_D$ @ 20°C</th>
<th>Viscosity $\eta$ mPa.s @ 25°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>1.7</td>
<td>33</td>
<td>1.3265</td>
<td>0.539</td>
</tr>
<tr>
<td>Ethanol</td>
<td>1.69</td>
<td>25.3</td>
<td>1.3594</td>
<td>1.057</td>
</tr>
<tr>
<td>n-Pentanol</td>
<td>1.7</td>
<td>17.84</td>
<td>1.4080</td>
<td>3.425</td>
</tr>
<tr>
<td>Acetone</td>
<td>2.88</td>
<td>21</td>
<td>1.3560</td>
<td>0.308</td>
</tr>
<tr>
<td>Ethylene Glycol</td>
<td>2.31</td>
<td>41.4</td>
<td>1.4306</td>
<td>17.65</td>
</tr>
<tr>
<td>Toluene</td>
<td>0.36</td>
<td>2.385</td>
<td>1.4941</td>
<td>0.548</td>
</tr>
</tbody>
</table>

3.5.3 Photo-bleaching

Prolonged exposure to the pump laser can cause irreversible photo-bleaching or photo-degradation of the sample molecules by processes such as photo-oxidation, photo-dissociation, photo-induced free-radical reactions and isomerisation. In order to minimise these effects during experimental measurements, a custom built apparatus for circulating the solution through the focal region was built.

Figure 3.23: Custom built magnetic stirrer circulates the sample through the laser focus point to minimise photo-bleaching.

Figure 3.23 shows a diagram of the stirrer, which consists of a motor with a wheel on the shaft, to which is attached a pair of permanent magnets. A small permanent magnet placed in the cuvette then rotates as the wheel rotates, circulating the solvent and target molecules through the focus volume of the laser.
3.5.4 Streak camera versus pump-probe: Advantages and advantages

As discussed in section 3.3.2, the streak camera has a resolution of a a few picoseconds and as will be seen in the results chapters, this timescale is sufficient to observe dynamics in the population and anisotropy data. Thus, for these processes the streak camera data is presented. As the entire 3D time-resolved fluorescence spectrum is captured almost simultaneously in a streak camera, the influence of changes in the pump laser intensity during measurements is minimised. Variation in the pump intensity with time causes variation in the population of excited molecules produced with each pump-pulse, which in turn causes the signal intensity to vary with time and is therefore a source of noise. While still susceptible to rapid intensity variations of the excitation beam, the fluorescence streak camera technique is less sensitive to relatively slow intensity variations due to the simultaneous way in which spectral and temporal information is gathered on the CCD. Noise due to rapid fluctuations can be reduced by averaging many time-resolved spectra.

The pump-probe experiment used in this study, however, relies upon the mechanical motion of the retro-reflecting mirrors in the delay stage to measure the temporal dependence of the spectral signal and therefore is susceptible to variations in the pump-intensity (though there have been novel experimental designs built to overcome this problem [95]). It is of course possible to get intensity variations of the probe, but the reference channel (shown in figure 3.22) is measured to account for this.

A significant advantage of the pump-probe experiment for this study is its smaller temporal resolution compared with the streak camera. As the resolution is determined by the pulse-width of the pump and probe beams which are of the order of 100 femtoseconds, there is a 10-20 times improvement in temporal
resolution. The solvation of DCM occurs in the range from 10-150 picoseconds depending on the solvent. In chapter 4, both pump-probe and streak camera techniques are compared to determine which timescales, and therefore which experiment, is appropriate to study the photodynamics of DCM.

In general, the streak camera experiment is useful for dynamics that occur on the 100 picoseconds to several nanoseconds time-scale. The pump-probe is useful to study processes that occur from 100 femtoseconds to 100 picoseconds.
Chapter 4

DCM in methanol

4.1 Introduction

Studying DCM and other donor-acceptor molecules in solution allows investigation of the effect of solvent parameters on the energetics and dynamics of the excited-state. To establish a point of comparison, this chapter presents steady-state and time-resolved spectra of DCM in methanol, as it is a common solvent with well defined parameters [96, 97, 98, 99]. As a polar solvent, methanol is expected to stabilise the polar excited-state of DCM by solvation (section 2.2.2).

The steady-state absorption and fluorescence spectra and the signals from time-resolved fluorescence and pump-probe spectroscopy were measured to analyse the formation and relaxation of the excited-state. Further information was then obtained by analysing the randomisation of the anisotropic population created by the excitation light.
4.2 Steady-state

The steady-state absorption and fluorescence spectra, in which the energy of ground to excited-state transitions and excited-state radiative decay transitions are measured, are an important starting point for time-resolved spectroscopy. The measurements show what excitation energy/frequency to use, what energy to expect emission to be detected at but, more importantly, how much energy is lost before fluorescence occurs. This energy difference is the Stokes shift mentioned in chapter 2.2.1.

DCM was dissolved in methanol at a concentration of $10^{-4}$ M and the steady-state absorption spectrum was measured with a Shimadzu UV-visible spectrometer. The fluorescence spectrum was measured by excitation with a pulsed 400 nm laser (1 nJ pulses with a duration of 100 fs and repetition rate of 80 MHz - corresponding to an average power of 80 mW) and the emitted fluorescence was focussed into a scanning monochromator and detected with a photomultiplier. The spectra are shown below in figure 4.1.

![Figure 4.1: Normalised absorption and fluorescence spectra of DCM in methanol](image-url)
4.2.1 Band-shape and general features

The visible absorption and fluorescence spectra of DCM in methanol are broad and exhibit very little structure. This is expected for a molecule in solution due to the large number of solvent environments altering the energy of each absorbing and emitting species.

4.2.2 Spectral fitting - Log-normal function

In order to quantify the parameters of the absorption and emission bands, the measured spectra were fit with a log-normal function of the following form as, unlike the more typically used Gaussian function, it allows for asymmetric band-shapes for complex molecular spectra [100],

\[
g(\nu) = \begin{cases} 
g_0 \exp \left( -\ln(2) \left( \ln \left| \frac{\ln[1+2b(\nu - \nu_0)]}{\Delta} \right) \right)^2 \right) & \text{if } 2b(\nu - \nu_0)/\Delta > -1; \\ 0 & \text{if } 2b(\nu - \nu_0)/\Delta \leq -1. \end{cases}
\]

where \( g_0 \) is the amplitude, \( \nu_0 \) is the frequency of the fluorescence maximum, \( \Delta \) is the bandwidth and \( b \) is an asymmetry parameter describing the deviation from a Gaussian line-shape. The fit parameters are shown in table 4.1.

<table>
<thead>
<tr>
<th>( \nu_0 ) \text{ abs} (cm(^{-1}))</th>
<th>( \Delta ) \text{ abs} (cm(^{-1}))</th>
<th>( \nu_0 ) \text{ fluo} (cm(^{-1}))</th>
<th>( \Delta ) \text{ fluo} (cm(^{-1}))</th>
<th>( \nu_{\text{abs}} - \nu_{\text{fluo}} ) (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>21352</td>
<td>4387</td>
<td>16284</td>
<td>2218</td>
<td>5069</td>
</tr>
</tbody>
</table>

Table 4.1: Central frequency, bandwidth of absorption and fluorescence spectra, and Stokes shift for DCM in methanol

The difference in energy between the central fluorescence and absorption band (the Stokes shift) is 5069 cm\(^{-1}\) consistent with previous studies [15]. This large shift indicates a significant loss of internal energy in the excited-state before emission occurs. This shift is likely to be the result of a combination of
a number of processes - vibrational relaxation from the initially excited Franck-Condon state, relaxation to a higher vibrational state in the ground electronic state, solvation to accommodate an increased dipole moment, energy transfer to adjacent DCM molecules and other internal processes.

4.2.3 Bandwidth

The absorption spectrum has almost double the bandwidth of the fluorescence spectrum. If the fluorescent state of DCM is highly polar and undergoes solvation, we might expect the fluorescence to be broader due to different solvent configurations surrounding molecules within the excitation volume of the laser excitation source. We have seen in chapter 2 that the energy of a polar excited-state is highly dependent on the structure of the solvent cage surrounding it; thus a range of solvent environments would mean that individual molecules emit at different energies, giving a broader spectrum.

It is therefore particularly interesting that the less polar. It is clear that there is something else going on.

4.3 Picosecond resolved fluorescence

The fluorescent state of DCM in methanol is known to decay within 1.3-1.4 ns [19, 42]; thus measurement of the time dependent spectral dynamics must be able to resolve timescales shorter than this. The picosecond streak camera setup described in chapter 3 is an ideal experiment for such measurements as it has a resolution of a few picoseconds. The spectrally resolved fluorescence decay measured by the streak camera reveals much about the long time dynamics of the fluorescence state of DCM. The time dependent fluorescence spectra were measured at a parallel and perpendicular polarisation (with respect to
the excitation source) and intensity matched as discussed in chapter 2. The detection scheme is shown diagrammatically in figure 4.2. The total (polarisation independent) time-resolved fluorescence was calculated, as well as the time dependent anisotropy.

![Diagram of detection scheme](image)

**Figure 4.2: Streak camera measurement of the polarisation dependent fluorescence for calculation of time-resolved anisotropy**

The contour plot in figure 4.3 shows the results of this experiment. The emission intensity is plotted as a function of the emission energy (expressed in frequency as wavenumbers) and time. The lifetime of the fluorescent state was characterised by spectrally integrating the decay of the magic angle signal from the streak camera. A bi-exponential fit of this decay trace shows a short-lived component with a time constant of $\tau=100\text{ps}$ and a longer lifetime of $\tau=1.3\text{ns}$, which corresponds to the excited-state lifetime in the literature for DCM in methanol [42, 19].
The data reveals changes in the shape, centre and width of the fluorescence band during the measured time period. The peak clearly shifts to the red in the early times which is an indicator of solvation [16].

This shift from high to low energy states can be seen in figure 4.4 in which slices of the time-dependent fluorescence at given emission energies show a gradual increase in the rise and decay times from the high to low energy regions of the band. The high-energy short-lived decay times correspond to the rate at which energy is funneled from the non-equilibrium solvent orientation to the lower energy states. The decay time at the red limit of the shift should correspond to the excited-state lifetime.

The red-shift of the emission band with time is consistent with the solvation of a polar excited-state, where the non-equilibrium solvent geometry responds to the reaction field induced by the change in dipole moment by relaxing to a more stable solvated state. The shift with time corresponds to the energy of the solvent-solute system as the solvent configuration changes. The driving force for the solvation process is electrostatic, as the solvent dipoles feel a force from the
electric field induced by the increased dipole moment of the excited-state.

![Figure 4.4: Wavelength (energy) slices of the time-resolved fluorescence of DCM in methanol showing the gradual red shift of the fluorescence maximum as time progresses](image)

In order to quantify the features seen in the contour and time slices, the log-normal function used for the steady-state data was used to fit the emission spectra at each point in time. In this case, the fit parameters $g_0$, $\nu_0$, $\Delta$ and $b$ were calculated as a function of time and plotted. The results of this analysis are shown in figure 4.5. The figure shows the amplitude, peak maximum, bandwidth and shape parameter plotted as a function of time and the reconstructed 3D contour of the fluorescence decay.
Figure 4.5: Spectral decay parameters of DCM fluorescence in methanol from log normal fitting of picosecond streak camera data

The time-dependent amplitude from this analysis is proportional to the excited-state population, and shows a decay consistent with the integrated plot but independent of shifts in the peak frequency. The asymmetry and bandwidth parameters show initial rise times within the amplitude rise time and then tend to drift around a mean value. This would suggest that there is not a significant change in the shape and width of the emitting band in long timescales after excitation.

The time-dependence of the $\nu_0$ parameter, which defines the central frequency of the emission band, is a convenient means of quantifying the early-time spectral shift. The normalised solvation correlation function (equation 4.1) is often used in the literature [101, 14, 53, 17] to characterise time-resolved
spectral red shifts caused by solvation. This function decays from one (the initial excited-state energy) to zero (the equilibrium or steady-state energy). Fitting this function then allows a time constant(s) to be determined for the relaxation process.

\[
C(t) = \frac{\nu_s(t) - \nu_s(\infty)}{\nu_s(0) - \nu_s(\infty)}
\] (4.1)

Figure 4.6 shows the early-time solvation correlation function as calculated from \( \nu_0 \). The shift fits well to a single exponential with a decay constant of 26 ps. This is longer than the 5 picosecond component of the solvation measured by Meulen et al [102] which he attributed to rotational diffusion. Meulen also found a faster solvation component with a time constant of 0.7 picoseconds which does not appear to be resolved in the streak camera data. The solvation seen here is thus attributed to rotational diffusion of the surrounding solvent cage [103] whereas the unresolved components are attributed to ”inertial free streaming” [102] or small angle motion of solvent molecules after photoexcitation of the sample molecule [104].
4.3.1 Fluorescence anisotropy

The time and wavelength dependent anisotropy dynamics were calculated from the parallel and perpendicular fluorescence signals with the anisotropy equation 4.2 discussed in chapter 3.

\[ r = \frac{I_{||} - GI_{\perp}}{I_{||} + 2GI_{\perp}} \]  

(4.2)

Figure 4.7 shows the spectrally integrated decays of the parallel and perpendicularly polarised detection channels. The data clearly shows the fast initial rise of the photo-selected parallel (blue) component of the fluorescence and its subsequent decay into the perpendicular (red) channel. The magic angle (black) signal is also shown. It was calculated on the 3-dimensional time, frequency
and intensity data sets of the parallel and perpendicular channels using the “G-factor” measured during the experiment.

![Fluorescence Intensity vs. Time](image)

**Figure 4.7**: Integrated parallel (blue), perpendicular (red) and magic angle fluorescence (black) signals. Inset: Anisotropy decay.

The anisotropy data shown in the subset of the figure clearly shows the photoselection of a population of molecules aligned with the excitation laser polarisation. A larger version of this graph is shown in figure 4.8 and highlights the decay to zero of the anisotropy. A decay to zero is generally an indication of the rotational diffusion time of DCM; however a shift of the transition dipole direction of the excited molecules (or energy transfer to a nearby molecule) can also account for a time dependent change of this parameter. Here the anisotropy decays with a spectrally averaged time of 236 picoseconds.

The viscosity dependence of this decay time will be explored in chapter 5 to determine the origin of the decay. A linear dependence of the decay rate on viscosity would suggest that the decay is due to the rotational diffusion of the excited-state molecules.
Anisotropy should not display a significant spectral dependence unless there is a difference in the transition dipole orientation of different emission states. Figure 4.9 shows a 3D of the wavelength dependence of the anisotropy and there does appear to be some dependence of the absolute anisotropy on the wavelength. This effect is possibly due to the unequal response of the parallel and perpendicular channels with wavelength. For the purposes of this study, the wavelength dependence of the anisotropy is treated as an experimental artifact and only the dynamics of the averaged anisotropy are used for comparisons of the solvent dependence of DCM and DCJ.

### 4.3.2 Summary of time-resolved fluorescence in methanol

A comparison of the lifetimes measured from the fluorescence decay of DCM in methanol (figure 4.10) shows that the amplitude, anisotropy and solvation decays occur on a number of time scales. Up until now, we have only considered the contribution of solvent motion upon the energy shift with solvation. But solvation relaxation only requires the distribution of solvent molecules to change
Figure 4.9: 3D contour of the anisotropy decay of DCM in methanol showing a clear difference in the absolute anisotropy across the measured fluorescence band. This is contrary to the expectation for an anisotropy experiment.

with respect to a reference frame of the solute. Therefore, the translational and rotational motion of DCM itself will have a contribution to the solvation as well [64]. In this case, the measured solvation rate is about six times faster than the anisotropy decay rate, so the contributions of solute diffusion to the solvation are likely to be small.

The solvation occurs in 26 picoseconds and it is assumed that subsequent decay occurs radiatively from the equilibrium solvated charge transfer state. This is longer than previously reported solvation times of less than 10 picoseconds for DCM in methanol [53]. This discrepancy is probably due to the time-resolution of the pump-probe experiment as the comparison between the lower resolution streak camera fluorescence and pump-probe solvation times yielded a similar discrepancy. It is useful to discuss the anisotropy decay of DCM with respect to the effect of solvent parameters on this parameter and this will be the focus of the following chapters.
Figure 4.10: Comparison of amplitude, anisotropy and solvation decays from streak camera fluorescence decay of DCM in methanol

4.4 Pump-probe

The pump-probe experiment, with a higher resolution, highlights the early changes that occur after photo-excitation of DCM in methanol.

The pump-probe measurements of DCM were undertaken using the pump-supercontinuum-probe setup described in chapter 3. A $10^{-4} \ M$ solution of DCM in methanol was placed in a 2mm path-length cuvette and excited at the absorption maximum (473 nm or $21142 \ cm^{-1}$) with pulsed light from an optical parametric amplifier. The transmitted probe intensity is detected in two separate channels that are parallel and perpendicularly polarised with respect to the pump-beam polarisation. This allows the rotationally-independent (magic-angle) signal and the anisotropy to be calculated.

Figure 4.11 shows the contour of the magic-angle signal calculated from par-
allel and perpendicularly polarised channels along with the spectrally integrated magic-angle, parallel and perpendicular signals. Over this shorter time-scale, the buildup of the emission intensity with time is evident.

![Graph](image)

**Figure 4.11:** The positive component of the pump-probe signal of DCM in methanol, corresponding to stimulated emission from the excited-state. The spectrally integrated magic-angle signal is shown in black integrated parallel (red) and perpendicular (blue) channels to highlight the anisotropic response from which the time-dependent anisotropy, \( r \), can be calculated.

As with the time-resolved fluorescence, a more quantitative analysis can be assisted by fitting the time-resolved spectra to a log-normal function. In this case the positive component of the time and frequency-resolved pump-probe signal was analysed with a log-normal spectral shape. The results of this analysis are shown in figure 4.12.

The log-normal fit parameters in this experiment all show features of interest.
The time-dependent amplitude is consistent with the integrated signal from figure 4.11. Of more interest are the early time asymmetry, band-width and band-shift parameters. Each of which show a sharp decrease during the amplitude build up.

Figure 4.13 compares the anisotropy and solvation signals from the pump-probe experiment. The solvation correlation and anisotropy decay times are in both cases measured to be more than twice as fast in the pump-probe experiment compared to the Streak camera fluorescence. The most likely a consequence of the difference in resolution between the two techniques causing blurring of short-time features and insufficient points for a reliable fit of the streak camera solvation data. Thus the higher resolution pump-probe experiment will be
trusted for more reliable early time (less than 50 picoseconds) decay parameters. As the anisotropy parameter in the pump-probe measurements does not decay to zero within the measurement window of the experiment, the anisotropy parameter decay time from the streak camera experiment is considered to be more accurate.

The pump-probe solvation decay time of 12 picoseconds is closer to that reported by Meulen [102] when compared to the decay rate from the streak camera measurements in figure 4.6 though still larger by a factor of two. Assuming the presence of a shorter lifetime inertial diffusion component of the solvation, a bi-exponential fit of this data may give a $\tau_2$ decay time that more closely corresponds to this previous work. However, for simplicity the single exponential decay will be used to compare the solvation behaviour of DCM in methanol and other solvents in the following results chapters.

Figure 4.13: Comparison of amplitude, anisotropy and solvation decays of pump-probe signal
4.4.1 Summary of pump-probe dynamics in methanol

To summarise the results for DCM in methanol, conclusions from each experimental method will be drawn.

There is a significant Stokes shift from the steady-state data which suggests the existence of a non-radiative decay mechanism. This could include vibrational relaxation and solvation processes.

The time-resolved fluorescence scan shows that over short timescales, the fluorescence band shifts to the red with a decay time for the shift of 26 picoseconds. This can be attributed to solvation of a polar ICT state. Previous studied have suggested that the ICT state of DCM in methanol is formed within the first 300 fs [53], therefore solvation would be expected to occur at this time due to the shift in the dipole moment of the excited state relative to the locally excited state. The solvation mechanism explanation will be tested in chapter 5 where the dependence of the shifting dynamics on the solvent viscosity will be determined. As the rotational component of the solvation is dependent on the diffusion rate of the solvent molecules, a dependence of the time-dependent Stokes shift on viscosity indicates that the observed dynamics are due to solvation.

The anisotropy of the photo-selected population of DCM molecules in methanol, as measured by time-resolved fluorescence, decays in approximately 236 picoseconds. Over these timescales it is expected that this decay rate corresponds to the rotational diffusion time or the time it takes for the orientational distribution of the excited-state molecules to randomise. It is likely that this diffusion time depends on the shape and configuration of the excited-state molecule as well as local interactions between the solvent and solute. Importantly, as a diffusion process, the orientational diffusion time is dependent on the solvent viscosity. Again this will be examined in chapter 5.
Chapter 5

Viscosity dependence

The relaxation of DCM in solution relies on the ability of the solvent cage to re-orientate itself to a new equilibrium position and excited-state dynamics are heavily influenced by solvent diffusion rates [105]. The viscosity of a solvent affects the rates of diffusion of both the solute and the solvent molecules. One would thus expect the solvent relaxation times, measured by the time-dependent Stokes shift, and the rotational diffusion times of the solute, as measured by anisotropy, to be dependent upon the solvent viscosity.

A study by Wilhelm et al. [106] using a kinetic model concluded that fluorescence decay times would be proportional to the viscosity raised to a power $\alpha$ i.e. $\eta^\alpha$. Where $\alpha$ is a parameter that is dependent on the fluorescent solute molecule. A later study by Drake [42], however, did not find this dependence, citing that solvent-solute interactions had not been taken into account. This thesis attempts to disentangle the viscosity from the solvent interactions treating them in separate chapters. The viscosity will be analysed first and the conclusions from this chapter will inform the analysis of the dependence of the measurements on the solvent dipole/dielectric properties.

Essentially, the viscosity is a measure of the resistance to flow that a solvent
has. At a molecular level therefore, the solvent molecules diffuse more slowly in a more viscous medium. Diffusive solvation that occurs after the initial, much faster, response of the electrons within the solvent, is dependent on the diffusion rate of solvent molecules as they reorient and translate to form a more stable cage surrounding the excited-state solute.

The Stokes-Debye-Einstein (SDE) diffusion relation described in chapter 2 and shown again below (equation 5.1), relates the rotational diffusion time of a probe-molecule, as measured by anisotropy experiments, to the solvent viscosity \( \eta \). Study of the viscosity dependence of the excitation dynamics of DCM, therefore, allows identification of the processes mediated by solvent and solute diffusion.

\[
\tau_{\text{rot}} = \frac{\eta V}{k_B T}
\]  
(5.1)

where \( \eta \) is the solvent viscosity, \( V \) is the volume of the rotating molecule, \( T \) is the temperature (Kelvin) and \( k_B \) is the Boltzmann constant.

A homologous series of linear alcohols provides a convenient way of altering the bulk viscosity of the DCM solution. As the number of carbons in the alcohol chain increases, so does the mass of the solvent and the viscosity. The dipole moment does not change significantly however, allowing isolation of the effect of diffusion from changes in the dynamics that are due to interactions between the solute and solvent electric fields and/or specific molecular bonding forces such as hydrogen bonding, van der Waals or aromatic \( \pi-\pi \) orbital interactions.

An increase in viscosity decreases the relative motion of solvent molecules, thus one would expect the solvation and orientational diffusion rates of the solvent to decrease.

This chapter presents the influence of the solvent viscosity on the steady-state absorption and fluorescence spectra, time dependent fluorescence (picosecond streak camera) and pump-probe response of DCM in methanol, ethanol and n-
pentanol. These solvent molecules differ only in hydrocarbon chain length - having 1, 2 and 5 saturated carbons respectively. The idea of a homologous series for this part of the study is to alter the viscosity without significantly altering the dipole moment (and ideally the dielectric constant).

The important solvent parameters for this chapter are shown in table 5.1.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Dipole Moment $\mu$ (D)</th>
<th>Dielectric Constant $\epsilon$ @ 20°C</th>
<th>Refractive Index $n_D$ @ 20°C</th>
<th>Viscosity $\eta$ mPa.s @ 25°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>1.70</td>
<td>33</td>
<td>1.3265</td>
<td>0.539</td>
</tr>
<tr>
<td>Ethanol</td>
<td>1.69</td>
<td>25.3</td>
<td>1.3594</td>
<td>1.057</td>
</tr>
<tr>
<td>n-Pentanol</td>
<td>1.70</td>
<td>17.84</td>
<td>1.4080</td>
<td>3.425</td>
</tr>
</tbody>
</table>

Table 5.1: Properties of homologous series of alcohols

5.0.2 Steady-state spectra

DCM was dissolved in methanol and n-pentanol at a concentration of $10^{-4} M$ for the steady-state absorption and fluorescence measurements. Both molecules were excited at 400 nm pulsed light from the frequency-doubled 82 MHz output of the titanium sapphire oscillator described in chapter 3. Figure 5.1 shows the measured spectra.

Table 5.2 summarises this data and shows that the band-shapes and band-widths of the absorption and fluorescence spectra of DCM in methanol and n-pentanol are very similar. However, the fluorescence peaks of show a decreasing Stokes shift from methanol to n-pentanol. Particularly for n-pentanol which is significantly larger than methanol and ethanol, it may be that the size of the n-pentanol molecule prevents an optimum solvent cage structure for the excited-state dipole moment when compared with the smaller methanol and ethanol molecules. Another possible explanation is that proposed in a recent paper from 2013 by Catalan et al [107] for another TICT compound, 9,9-bisanthracenyl.
Their study of the temperature dependence of the compound’s steady-state fluorescence peak maximum and quantum yield in a series of binary solvent mixtures suggests that the viscosity increases the barrier to TICT formation in addition to the effect of the solvent dipole moment.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>( v_0)_{abs}</th>
<th>( \Delta v_{abs} )</th>
<th>( v_0)_{flu}</th>
<th>( \Delta v_{flu} )</th>
<th>( v_{abs} - v_{flu} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>21352</td>
<td>4387</td>
<td>16284</td>
<td>2218</td>
<td>5068</td>
</tr>
<tr>
<td>Ethanol(^*)</td>
<td>21000</td>
<td>-</td>
<td>16390</td>
<td>-</td>
<td>4610</td>
</tr>
<tr>
<td>n-Pentanol</td>
<td>21147</td>
<td>4280</td>
<td>16690</td>
<td>2274</td>
<td>4457</td>
</tr>
</tbody>
</table>

Table 5.2: Central frequency and bandwidth of absorption and fluorescence spectra, and Stokes shift for DCM in methanol, ethanol and n-pentanol (\(^*\) ethanol data from [52])

These preliminary features were studied in more detailed with time-resolved fluorescence and pump-probe.
5.0.3 Streak camera

In order to allow direct comparison of the solvent effect on the time-resolved fluorescence of DCM, measurements were made under the same experimental conditions on the same apparatus with the same setup and all three solutions were excited with a frequency-doubled pulsed laser source at 400 nm. As with the steady-state measurements, DCM was dissolved in methanol, ethanol and n-pentanol at a concentration of $10^{-4} M$.

Figure 5.2 shows the raw time-resolved fluorescence data for DCM in the three alcohols.

![Time-dependent fluorescence spectra of DCM in polar solvents of increasing viscosity](image)

Figure 5.2: Time-dependent fluorescence spectra of DCM in polar solvents of increasing viscosity

The contour plots show an increase in the amplitude, anisotropy and solvation decay times with increasing solvent viscosity, suggesting that the rate of population decay, rotational diffusion of DCM and the solvation by diffusion of solvent
molecules are all diffusion dependent. The curves showing the time-dependence of the spectrally-integrated fluorescence intensity are also shown.

The log-normal function was applied to the streak-camera spectral data to allow a more quantitative comparison of these trends. Figure 5.3 shows the amplitude decay parameter from the log-normal fit. It highlights a trend of increasing excited-state lifetime with solvent viscosity.

![Graph showing fluorescence amplitude of DCM in solvents of increasing viscosity with mono-exponential fit.](image)

**Figure 5.3:** Fluorescence amplitude of DCM in solvents of increasing viscosity with mono-exponential fit show an increase in lifetime with increasing solvent viscosity.

The steady-state data suggests that DCM is not in its optimally relaxed solvation state in n-pentanol (compared with the smaller alcohols). This may explain why the fluorescence lifetime of DCM in n-pentanol does not significantly increase in comparison to ethanol, despite the solvent having three times the viscosity. If the formation of the proposed twisted charge transfer state is mediated by solvent diffusion, then the recombination is also likely to be affected, as the solvent must again re-orient to a new dipole moment in the ground-state.

A non-optimal solvent cage structure would change the energy surface of the charge transfer reaction by decreasing the range of solvent coordinates available to the system. This in turn would effect the extent to which charge transfer could occur as the energy minimum that stabilises the state would not be as low. If a
TICT state is valid, this would mean that the donor-acceptor bond twist angle is closer to the ground-state planar orientation, increasing overlap of the $\pi$ acceptor orbital with the $n$ donor orbital to make recombination easier and faster. If, however, the ICT state is not twisted, the donor and acceptor orbitals would remain relatively strongly coupled, allowing recombination.

The solvation times shown in figure 5.4, as measured by the frequency shift of the fluorescence maximum, follow a trend to increase with increasing viscosity.

![Figure 5.4](image_url)

**Figure 5.4:** Solvation times of DCM in solvents of increasing viscosity with mono-exponential fit increase with increasing solvent viscosity in keeping with slower motion of solvent molecules.

This trend is consistent with the expected trend with viscosity. The solvation time of DCM in n-pentanol is faster than expected from the SDE equation with increasing viscosity. As the steady-state data suggests that the excited-state of DCM is not solvated to the same extent in n-pentanol, this trend could be explained by the aforementioned idea that the solvent cage surrounding DCM is not able to reach as stable a configuration due to relatively large size of the solvent molecule. As this inability to reach optimum solvation would decrease the range of configurations the solvent cage could be in, the solvation would be expected to reach equilibrium at a faster rate. The data shows that the solvation rate is slower than the less viscous ethanol but presumably ethanol can reach a
more optimum solvation cage structure.

The rotational decay time of the photo-selected DCM molecules, as measured by the time-resolved fluorescence anisotropy, are shown in figure 5.5.

![Graph showing anisotropy decays of DCM in solvents of increasing viscosity](image)

**Figure 5.5:** Anisotropy decays of DCM in solvents of increasing viscosity show an increasing trend with solvent viscosity. Deviation from linearity suggests that there may be molecular interactions that dominate when solvent motion is slow i.e. for DCM n-pentanol

Mono-exponential fits of these decays follow a trend that seems to be polynomial rather than linear. The reader will recall from section 2.2.3.4 in chapter 2, that the Stokes-Einstein-Debye equation predicts a linear relationship between diffusion rate and solvent viscosity. This deviation from linearity would suggest that the simple diffusion treatment for the anisotropy decay may not be a valid approach. In this instance, the relationship would hold only occur if the hydrodynamic volume (V) of the excited-state of DCM is the same in all the alcohols and that either no specific interactions occur between the solute and solvent molecules or that the interactions are independent of the solvent.

\[
\tau_{rot} = \frac{\eta VF}{kTS} \tag{5.2}
\]

thus

\[
\frac{d\tau}{d\eta} = \frac{VF}{kTS} \tag{5.3}
\]
A possible explanation for the non-linear behaviour could be molecular interactions between DCM and the solvent molecules which begin to dominate when viscosity is large and solvent motion is slow, further decreasing the diffusional motion of the solute.

This behaviour was investigated further in shorter timescales with the higher resolution time-resolved pump-probe experiment.

### 5.0.4 Pump-probe

The pump-probe measurements for this chapter were undertaken in each solvent at a concentration of $10^{-4}$ M in a 2mm path-length cuvette and excited at close to their absorption maximum (470 nm) with pulsed light from an optical parametric amplifier. Probe measurements were taken in polarisation directions parallel and perpendicular to that of the pump.

The pump-probe results for DCM in methanol, ethanol and n-pentanol show similar behaviour to the time-dependent fluorescence. The 3D contours in figure 5.6 show the stimulated emission pump-probe signal from 15000 to $19000\, cm^{-1}$).

The time-dependent Stokes shift over the first few hundred picoseconds can clearly be seen. The energy shift in the high viscosity n-pentanol solvent appears to begin at a higher energy. The high energy tail of this band at early times is close to the 0-0 frequency given by the overlap of the absorption and fluorescence bands in n-pentanol. This suggests that the emissive state occurs directly from the lowest vibrational level of the S1 excited-state (after fast vibrational relaxation). The fluorescence of DCM in n-pentanol, thus presumably resolves the solvation from vibrational relaxation and longitudinal solvation, caused by electronic polarisation with the solvent molecules rather than diffusion. These processes are expected to occur on faster timescales in methanol [102, 104], possibly less than 100 femtoseconds, which would not be resolved by this
Figure 5.6: Stimulated emission pump-probe signals of DCM in methanol, ethanol and n-pentanol. Normalised spectrally integrated plots (right) highlight the rise times that correspond to each solvent.

As in the streak camera data, the dynamics measured in the pump-probe experiment are strongly dependent on the solvent viscosity.

The log-normal fit amplitude of the stimulated-emission (positive) $\Delta T$ is shown in figure 5.7. The data shows the rise of the amplitude over the first 150 picoseconds and there appears to be a linear relationship between the rise time and solvent viscosity with values that are close to the solvation times
measured in the streak camera fluorescence data. This seems to indicate that the initial stimulated emission occurs from a different state with a magnitude of the transition dipole which then decays into the equilibrium emissive state.

![Graph showing amplitude rise time for pump-probe stimulated emission signal of DCM in methanol, ethanol, and n-pentanol versus viscosity](image)

**Figure 5.7:** Fit amplitude (population) rise time for pump-probe stimulated emission signal of DCM in a methanol, ethanol and n-pentanol to show the effect of solvent viscosity

The time-dependent Stokes shift times shown in figure 5.8 have a strong linear dependence with viscosity. This suggests that solvation is the main relaxation mechanism from the initially excited Franck-Condon to the nanosecond timescale emissive state.

Again referring to figure 5.8, if we assume that the viscosity is the only variable that affects the long term solvation decay constant in the alcohol series, the derivative gives a constant. From the linear fit, the equation is:

$$\tau_{\text{solvation}} = 17\eta + 3.1 \quad (5.4)$$

A physical explanation of this empirical relation would include the other terms in the SDE equation. The origin of the offset term in the empirical fit is less clear but the relation will be used empirically to investigate the influence
of solvent viscosity on the dipole moment dependence in chapter 6 in order to isolate the effect of dipole moment from the viscosity parameter.

To summarise the results for this chapter on viscosity dependence, the features and trends seen will be highlighted.

The steady-state Stokes shifts show a trend to decrease as the solvent viscosity increases. This could be due to the influence of the viscosity on the barrier to TICT formation as suggested by Catalan [107], or a consequence of a decreased ability of the solvent to be able to form an optimum solvated cage structure surrounding the polar excited state of DCM due to the increased size of the solvent.

The anisotropy decays of DCM in the homologous series of alcohols shows a linear trend with increasing viscosity. This agrees with the decay being attributed
to rotational diffusion rather than reorientation of the transition dipole-moment. However, this process cannot be ruled out as a contribution to the decay. The absolute value $r$ at early times appears to be around 0.4 which is consistent with the absorption and emission transition-dipoles having similar orientations in the molecular frame.

With this information, the next chapter will investigate the effect of the solvent dielectric properties on the energetics and dynamics of the excited state independent of effects due to viscosity examined in this chapter.
Chapter 6

Solvent dipole moment and dielectric constant dependence

The dipole moment of the solvent molecules surrounding a sample compound have a substantial effect on the energy structure and relaxation dynamics. The creation of a highly polar excited-state in a solution is either suppressed or enhanced depending on the ability of the solvent molecules to solvate the excited molecule (thus lowering the energy of the system). The dielectric constant is a measure of the amount to which a dielectric medium can be polarised by an electric field. In a solvent medium, it includes the polarisability of the electrons within the solvent molecules and, more importantly in polar molecules, it includes the ability of the solvent to reorient and translate by diffusion within an electric field.

The reaction field in the theory of Onsager [108], which forms the basis of Lippert and Mataga’s analysis of solvatochromatic Stokes shifts, is mediated by the response of the solvent to the electric field generated by the changed dipole moment of the solute in the excited state due to intramolecular charge transfer. As discussed in chapter 2 section 2.2.1, the parameter $\Delta f$ describes the response
of the solvent to this change.

\[ \Delta f = \frac{\epsilon - 1}{2\epsilon + 1} - \frac{n^2 - 1}{2n^2 + 1} \]  

(6.1)

In this chapter, the steady-state and time-resolved spectra of DCM in methanol, toluene and acetone were studied. The properties of these solvents are shown in table 6.1. Note the difference in dipole moment (\(\mu\)) and the related dielectric constant (\(\epsilon\)). The \(\Delta f\) parameter has been calculated from these values.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Dipole Moment (\mu) (D)</th>
<th>Dielectric constant (\epsilon)</th>
<th>Refractive Index (n_D)</th>
<th>Viscosity (\eta) mPa.s</th>
<th>(\Delta f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>1.7</td>
<td>33</td>
<td>1.3265</td>
<td>0.539</td>
<td>0.3095</td>
</tr>
<tr>
<td>Acetone</td>
<td>2.88</td>
<td>21</td>
<td>1.3560</td>
<td>0.308</td>
<td>0.2858</td>
</tr>
<tr>
<td>Toluene</td>
<td>0.36</td>
<td>2.385</td>
<td>1.4941</td>
<td>0.548</td>
<td>0.0145</td>
</tr>
</tbody>
</table>

Table 6.1: Solvent properties (\(\epsilon\) and \(n_D\) at 20°C and \(\eta\) at 25°C)

It is important to note that the viscosity of methanol and toluene are similar, whereas acetone has a smaller viscosity. Therefore one would expect diffusion dependent dynamics in methanol and toluene to highlight only specific interactions between the solvent and the solute or changes in the motion of solvent and solute molecules due to structural changes such as ICT or conformational changes (TICT or isomerisation).

### 6.1 Steady-state spectra

As for all previous chapters, DCM was dissolved in the solvents at a concentration of \(10^{-4}\) M and the fluorescence was excited with a 400 nm pulsed laser source.

The steady-state spectra of DCM in methanol, acetone and toluene is shown below in figure 6.1). As can be seen, the fluorescence maximum in toluene has
a much smaller Stokes shift than the polar solvents, suggesting that there is a different state involved. This is not unexpected, as toluene has a very small dipole moment and dielectric constant. Solvation, therefore, would not significantly lower the energy of a highly polar excited-state. The fluorescence spectrum in toluene is thus attributed to a low-polarity non-charge transfer state. Possibly attributed to the locally-excited-state of Grabowski’s theory, but also potentially involving the trans-cis isomerisation as this is expected to be more significant in non-polar solvents. This spectrum is similar to that of the early time pump-probe stimulated emission spectra before significant solvation occurs giving evidence for the existence of a transition from a locally excited-state to the charge transfer state.

Figure 6.1: Comparison of population (by amplitude of magic angle signal) and anisotropy decay from picosecond fluorescence

The parameters obtained from a log-normal fit of the steady-state spectra are shown below in table 6.2.

Plotting the Stokes shift versus $\Delta f$ (figure 6.2) showed a roughly linear trend for the methanol, n-pentanol and acetone.

Toluene does not fit in with this trend, which is consistent with the fluorescence occurring from a different state. The smaller Stoke’s shift for n-
<table>
<thead>
<tr>
<th>Solvent</th>
<th>Dipole Moment $\mu$ (D)</th>
<th>$\nu_{abs}$ (nm)</th>
<th>$\nu_{fluo}$ (nm)</th>
<th>$\nu_{abs} - \nu_{fluo}$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>1.7</td>
<td>21352</td>
<td>16284</td>
<td>5069</td>
</tr>
<tr>
<td>Acetone</td>
<td>2.88</td>
<td>21471</td>
<td>16526</td>
<td>4945</td>
</tr>
<tr>
<td>Toluene</td>
<td>0.36</td>
<td>21590</td>
<td>17582</td>
<td>4008</td>
</tr>
</tbody>
</table>

Table 6.2: Steady-state absorption and fluorescence maxima for DCM in a range of solvents with different dipole moment.

Figure 6.2: Dependence of the Stokes shift ($\nu_{a} - \nu_{f}$) of DCM on the reaction field parameter of the solvents studied $\Delta f$.

pentanol does appear to be consistent with the Lippert-Mataga theory based on its dielectric constant and refractive index. As the $\Delta f$ parameter takes into account rotational motion of the solvent molecules, it has the viscosity (or at least solvent diffusion rates) built into it. Though the theory by treating the solvent as a continuum, does not take into account local interactions between solvent and solute, nor does it take into account restrictions in formation of an optimum solvent cage, which might still be significant.

The steady-state bandwidth of the absorption and fluorescence spectra were plotted against the reaction-field parameter in figure 6.3 and show a trend for increasing absorption bandwidth and decreasing fluorescence band-width with an increase in $\Delta f$. The increasing absorption bandwidth is likely due to the
increased number of solvent environments available to the sample in a polar-solvent, i.e., the number of states that a dipolar solvent can be in that significantly change the local electric field around the solute will be greater when the dipole moment is large. The decreasing fluorescence band-width with $\Delta f$ is less obvious but is likely due to a narrow potential for the solvation minimum in more polar solvents, i.e., in a polar solvent there are a narrow range of solvation states that significantly minimise the energy of the DCM-solvent system and the minimum energy is lower (the Stokes shift is larger) creating a deeper well.

Figure 6.3: Dependence of band-widths of the absorption and fluorescence spectra of DCM on the reaction field parameter $\Delta f$.

6.2 Streak camera

Figure 6.4 shows the the time-dependent fluorescence of DCM in acetone, methanol and toluene at a concentration of $10^{-4} \, M$

An important feature seen in this data is the lack of a significant shift of the peak fluorescence within the time resolution of the streak camera. This is a striking difference compared to the methanol (and indeed the ethanol and n-pentanol data from chapter 5) where there is a clearly visible red-shift in the early
Figure 6.4: Comparison of population (by amplitude of magic angle signal) and anisotropy decay from picosecond fluorescence times.

Acetone with a lower viscosity would be expected to solvate the DCM excited-state faster than methanol. Using the empirical linear fit of the dependence of solvation on viscosity from chapter 5,

\[ \tau_{solvation} = 17 \eta + 3.1 \]  \hspace{1cm} (6.2)

we would expect DCM in acetone to have a solvation time of

\[ \tau_{solvation} = 17 \times 0.308 + 3.1 = 8.3 \text{ps} \]  \hspace{1cm} (6.3)

Acetone's dielectric constant is less than methanol, it has a significantly larger
The log-normal fit of the time-resolved spectra are shown in figure 6.5. The difference in the fluorescence lifetime is clear in the amplitude parameter and a small but non-negligible time-dependent Stokes shift is clear in acetone. This feature seems to decay more slowly than the solvation of DCM in methanol, despite the viscosity of acetone being less than that for methanol. This suggests that the local solvent-solute dipole-dipole interactions are different for the two solvents. The hydroxyl group of methanol is able to undergo hydrogen bonding with the lone-pair and acetone does not have this capability, though the polar carbonyl group could interact with the lone-pair electrons in a similar way.

Figure 6.6 shows the dependence of the excited-state lifetime on the reaction field parameter $\Delta f$. 

dipole moment (2.9 D) compared with methanol (1.7 D). Toluene, on the other hand, has a much smaller dielectric constant, a negligible dipole moment and thus very little ability to stabilise and lower the energy of a highly polar charge transfer state, such as a TICT state. Without this stabilisation, the charge transfer state has a higher energy than the less-polar locally excited-state. Thus, the emissive state of DCM in toluene is attributed to the locally excited-state. Coupled with the information about the way in which viscosity affects the population dynamics of the DCM excited-state, DCM in toluene will be considered as a model for the expected dynamics of a non-polar locally excited-state. This idea will be used in the next chapter to discuss the comparison of features in the time-dependent emission spectra of DCM and DCJ.
The reaction field parameter $\Delta f$ is a measure of the ability of the solvent to solvate a polar excited-state. Figure 6.7 shows the fluorescence amplitude lifetime as a function of the reaction field parameter. The trend data suggests that the lifetime of the polar excited-state is much longer than the non-polar (locally-excited) state. One explanation for this could invoke the TICT model of Grabowski, as one would expect a low-polarity locally excited-state to have a short life-time due to the overlap of the donor and acceptor orbitals when DCM is in a planar configuration. Study of the lifetime of DCM solvents that have f-parameters in between toluene and methanol could yield more information to support this idea.
Figure 6.6: Comparison of fluorescence lifetime and anisotropy decay of DCM in solvents with different reaction field parameter ($\Delta f$)

A comparison of the viscosity and $\Delta f$ dependence of the anisotropy of DCM in these solvents shown in figure 6.8 suggests that although viscosity does seem to play a role in the anisotropy decay rate, it is not the major reason for the shorter decay in toluene. This gives further evidence that DCM in toluene emits from a different excited-state that decays via a different mechanism.
Figure 6.7: Amplitude and anisotropy decay time as a function of the reaction field parameter $\Delta f$.

Figure 6.8: Amplitude and anisotropy decay time as a function of the reaction field parameter $\Delta f$. 
Chapter 7

DCJ: An analogue of DCM that cannot twist

7.1 Introduction

The TICT state in DCM is proposed to occur via rotation of the dimethylamino bond upon excitation. The julolidine moiety in DCJ replaces the dimethylamino group in DCM, preventing rotation of the amine R$_2$N-Ph bond in the ground and excited-states as shown in figure 7.1. This chapter investigates differences in the dynamic spectral behaviour of DCJ compared with DCM, to provide evidence for the existence/non-existence of the twisted charge transfer state in DCM. The use of conformationally restricted analogues has been a useful approach to isolate twisted and non-twisted states in DMABN [109, 110, 111].

As mentioned in the background chapter, previous studies of restricted julolidine analogues of DCM in non-polar solvents [58] found an order of magnitude increase in the lifetime of the assigned $S_1$ state compared with unrestricted DCM. The TICT state in this study was assigned to the $S_2$ state from Marguet’s study [13].
As DCJ can be seen as a model compound for DCM with a constrained planar orientation of the dimethylamino group, one would expect that fluorescence should occur from a state analogous to the locally excited-state in DCM. However, it is important to note that the julolidine moiety is a stronger electron-donor than the dimethylanilino moiety as the constrained bond aligns the non-bonding n orbital with the π orbitals of the aromatic ring, increasing overlap and thus increasing the probability of electron transfer [35, 36, 37].

DCJ is not very soluble in the alcohols used in chapters 4 and 5. This fact in itself is important to note. There are two factors that might be at play here. Firstly the steric repulsion caused by the bulky julolidine moiety in DCJ likely minimises the ability of the amino nitrogen to form hydrogen bonds with the hydroxyl group of the alcohols. More importantly, as mentioned above, the restricted rotation of the julolidine moiety maintains planarity of the amino nitrogen with respect to the aromatic ring. This allows the lone-pair to contribute to the conjugation more readily, again decreasing the ability of the nitrogen to interact via hydrogen bonding by decreasing the availability of the lone-pair electrons for this purpose. This difference in the model compound’s interaction with solvents compared with DCM and the fact that DCM dissolves more readily in alcohols is a factor in the interpretation of the data presented in this chapter.
7.2 Steady-state spectra

DCJ dissolved in all solvents used in this study to a sufficient extent to allow steady-state spectra to be measured due to the better signal-to-noise of these measurements. Due to the lower solubility of DCJ, all steady-state spectra were measured on solutions with concentrations of approximately $10^{-5} \text{ M}$.

![Steady-state absorption and fluorescence spectra of (a) DCM and (b) DCJ](image)

**Figure 7.2**: Steady-state absorption and fluorescence spectra of (a) DCM and (b) DCJ

The steady-state spectra of DCJ in figure 7.2 show a solvent dependent Stokes shift as with DCM. By far the most commonly proposed excited-state charge transfer structure of DCM involves twisting of the dimethylamino group. The spectra for DCJ then are counterintuitive, as the structure of the julolidine moiety prevents rotation of the amino nitrogen group with respect to the aromatic ring. DCJ is of course still a donor-acceptor and could form a planar charge transfer state but how can this result be reconciled with the much-cited simulations of Marguet [13] that suggest that in DCM only the twisted CT state has a significantly larger dipole-moment than the excited-state.
Looking at the fit parameters (table 4.1), it can be seen that although the absorption and emission spectra of DCJ are both red shifted with respect to those of DCM, the Stokes shifts are smaller. The shifts, however, are generally larger than those for DCM in toluene (which in chapter 6 we designated as a low-polarity locally excited-state) and they do increase with an increase in $\Delta f$ of the solvent, suggesting that there is still some charge transfer character in the excited-state. DCJ in n-pentanol does have a Stokes shift that is less than DCM in toluene so the dipole moment of the DCJ emissive excited-state is likely to be less than that of DCM.

A likely explanation for the lower energy of the absorption and emission bands in DCJ in comparison to DCM is that the conjugation length is increased due to the restricted planarity of the donor and acceptor groups causing a stronger coupling of the non-bonding orbital of the julolidine nitrogen to the $\pi$-orbitals of the aromatic ring.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$\nu_{abs}$ ($cm^{-1}$)</th>
<th>$\Delta \nu_{abs}$ ($cm^{-1}$)</th>
<th>$\nu_{fluo}$ ($cm^{-1}$)</th>
<th>$\Delta \nu_{fluo}$ ($cm^{-1}$)</th>
<th>$\nu_{Abs}$ ($cm^{-1}$)</th>
<th>$\Delta \nu_{Abs}$ ($cm^{-1}$)</th>
<th>$\nu_{fluo}$ ($cm^{-1}$)</th>
<th>$\Delta \nu_{fluo}$ ($cm^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>21352</td>
<td>4376</td>
<td>16284</td>
<td>2218</td>
<td>20093</td>
<td>4466</td>
<td>15456</td>
<td>2222</td>
</tr>
<tr>
<td>n-Pentanol</td>
<td>21148</td>
<td>4280</td>
<td>16691</td>
<td>2274</td>
<td>19732</td>
<td>4375</td>
<td>15812</td>
<td>2179</td>
</tr>
<tr>
<td>Acetone</td>
<td>21471</td>
<td>4416</td>
<td>16526</td>
<td>2214</td>
<td>20063</td>
<td>4187</td>
<td>15824</td>
<td>2659</td>
</tr>
<tr>
<td>Toluene</td>
<td>21590</td>
<td>4168</td>
<td>17582</td>
<td>2459</td>
<td>20056</td>
<td>3888</td>
<td>16784</td>
<td>2207</td>
</tr>
</tbody>
</table>

Table 7.1: Steady-state spectral parameters of DCM and DCJ in a range of solvents

Table 7.1 highlights that the difference in bandwidth of the fluorescence spectrum of DCJ in acetone compared with DCM is much larger than for the other three solvents. The origin of this difference is not yet clear.

Figure 7.3 shows the dependence of the absorption and fluorescence peak frequencies of DCM and DCJ versus the solvent reaction field parameter $\Delta f$. Except for the lower energy of the absorption and fluorescence bands for DCJ,
the trends are similar.

![Graph](attachment:image.png)

**Figure 7.3: Absorption and fluorescence peak frequency (cm\(^{-1}\)) as a function of the solvent reaction field parameter \(\Delta f\)**

The Stokes shift dependence on \(\Delta f\) also shows similar trends in figure 7.4, with the largest difference being in toluene.

Figure 7.5 shows the bandwidth parameter versus \(\Delta f\). The most important feature here is the much larger bandwidth of DCJ in acetone (2659 cm\(^{-1}\)) versus that of DCM (2241 cm\(^{-1}\)). In comparison, the other solvents show a reasonably close bandwidth.

Clearly, the steady-state spectra of DCJ exhibit the hallmarks of a charge-transfer state - a large Stokes shift that is dependent on the solvent dipole moment. But is it the same state as that of DCM and if so, does this mean that the TICT model involving rotation of the dimethylamino bond is not valid for DCM? Time-dependent measurements were performed to investigate this question.
Figure 7.4: Comparison between the Stokes shift of DCM and DCJ as a function of the solvent reaction field parameter $\Delta f$

Figure 7.5: The absorption and fluorescence spectral bandwidths of DCM and DCJ in solvents with different reaction field parameter $\Delta f$
7.3 Streak camera

DCJ was found to dissolve readily in acetone, so due to the low solubility in the alcohol homologous series, this chapter presents data for DCM and DCJ dissolved in acetone. The influence of viscosity, dipole moment and local molecular interactions for the solvents have been characterised in the previous chapters so this chapter aims to present a comparison of DCM and DCJ that takes diffusion and solvation processes into account.

For all experiments presented in this chapter DCM and DCJ were dissolved in acetone at a concentration of $10^{-4} \, M$.

![Contour plots of the time-dependent fluorescence of DCM and DCJ in acetone](image)

**Figure 7.6: Contour plots of the time-dependent fluorescence of DCM and DCJ in acetone**
The time-dependent fluorescence of DCM and DCJ in acetone excited on the high energy side of their absorption peaks at 400nm give more information about the nature of the DCJ excited-state. The contour plots in figure 7.6 show similar dynamics with little sign of a shift and closely matched lifetimes.

Figure 7.7 does show a small time-dependent Stokes shift for DCM in acetone. It is presumed that this feature is the tail-end of a fast and un-resolved solvation shift from a higher energy state.

Figure 7.7: The time-dependent fluorescence peak-shifts of DCM and DCJ in acetone. Inset shows the same data over a long time-period.
As can be seen in figure 7.8 and table 7.2, the amplitude and anisotropy decays occur on similar timescales.

<table>
<thead>
<tr>
<th></th>
<th>DCM</th>
<th>DCJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{amplitude}$ (ps)</td>
<td>$812 \pm 14$</td>
<td>$917 \pm 11$</td>
</tr>
<tr>
<td>$\tau_{anisotropy}$ (ps)</td>
<td>$60 \pm 4$</td>
<td>$76 \pm 11$</td>
</tr>
</tbody>
</table>

Table 7.2: Fluorescence amplitude and anisotropy decay times for DCM and DCJ in acetone

Comparing the amplitude decay of DCM and DCJ in acetone to the lifetime of 170 ps for DCM in toluene, which we attribute to a non-polar locally excited-state, this data gives a strong indication that the DCJ emissive state in acetone is not an analogue of the locally excited-state in toluene as would be expected for a TICT mechanism involving the dimethylamino bond in DCM. The lifetime of the excited-state of DCJ suggests that it may be twisted or conformationally distorted like in DCM so that the donor and acceptor orbitals are de-coupled -
preventing re-combination of the charge separated state. However, considering the constrained nature of the dimethylamino bond in the rigid julolidine moiety of DCJ, the twist cannot occur here.

To explain this data, the presence of another twisted bond may be required. CASSCF calculations performed by Xu et al. [112] suggest that an excited-state structure where the dimethylanilino bond is twisted rather than the dimethylamino group in DCM is possible. This may explain the Stokes shift, as the stronger donor character of the constrained julolidine-aromatic group allows a fully twisted ICT state with a delocalised positive charge on the anilino moiety and a delocalised negative charge to be stabilised on the cyano-pyran group.

Another important observation to make is that the slower anisotropy decay of DCJ, attributed to rotational diffusion of the excited solute, makes sense. One would expect that the heavier molecule (355.43g.mol\(^{-1}\) versus 303.36g.mol\(^{-1}\) for DCM), and hence larger molecular volume, would rotate more slowly by an amount approximately proportional to the ratio of their weights. Though a different shape and different interactions between the solvent and solute molecules may mean that this direct proportionality does not hold.

There are a number of conclusions that can be drawn from this chapter’s results when coupled with the results from the previous chapters. The first being that DCJ shows dynamics that are more similar to the dynamics of DCM than one would expect if the TICT mechanism on the dimethylamino bond explained the long lifetime of the charge transfer state of DCM. The large (though slightly smaller) Stokes shift suggests that the excited-state in DCJ is a charge transfer state however DCJ seems to have a lower solubility in the alcohols than DCM. Therefore a direct comparison (by time-resolved Stokes shift) with the solvation dynamics of DCM in these solvents was not possible. One is led to the conclusion that the excited-states of DCM and DCJ are similar in terms of their energy and configuration.
These conclusions do not wholly rule out a TICT mechanism but they do indicate that the dimethylamino-phenyl bond may not be the one that twists. Chapter 8 will discuss these ideas further and will outline scope for experiments that would help to clear up the ambiguities.
Chapter 8

Summary and conclusions

8.1 Conclusions about the excited state of DCM

This thesis studied the steady-state and time-resolved spectral dynamics of the excited state of the donor-acceptor dye DCM with a view to clarifying the nature of the emissive state. As a point of comparison, DCM was first studied in a polar-solvent, methanol, to examine the features such as time-dependent Stokes shift that are indicative of a photo-excited intramolecular charge transfer state.

Time-resolved measurements were taken with a custom built optical setups. Laser excited fluorescence was measured with a picosecond streak camera setup and a pump-supercontinuum-probe experiment was built to measure the dynamics of the polarisation resolved stimulated emission signal with a higher resolution than the streak camera allows.

The viscosity and dielectric properties of the solvents were used to determine their effect on the excited state dynamics of DCM and their influence on the charge transfer character of the emissive state.

This study lends further evidence to the discussion on the nature of the
excited-states of DCM and the validity of the TICT model for this compound.

The large Stokes shift seen for DCM in the polar-solvents methanol, ethanol, n-pentanol and acetone is indicative of solvation of an intramolecular charge transfer state (ICT). This conclusion is reinforced by the viscosity and dielectric/dipole moment dependence experiments in chapter 5 and 6.

The viscosity dependence showed that the time-dependent Stokes shift is diffusion dependent as the solvation correlation time had an increasing trend with solvent viscosity. This finding is consistent with the diffusion of solvent molecules in response to the electric field induced by the change in dipole moment of DCM accompanying intramolecular charge transfer in the excited state.

The dielectric and orientational polarisability properties of the solvent as determined by the $\Delta f$ parameter of Lippert and Mataga's theory were used in chapter 6 to investigate the effect on the solvation dynamics and stabilisation/destabilisation of the charge transfer state. It was seen that toluene, with a small dipole moment of 0.36 D, does not exhibit any significant time-dependent solvation (within the resolution of the streak camera fluorescence experiment) and the Stokes shift was much smaller than in the polar-solvents. This would suggest that the charge transfer state is unable to form in a non-polar solvent such as toluene and that the energy of the locally excited state is likely to be lower than a CT state in this solvent. Toluene exhibited a significantly smaller fluorescence lifetime than seen in the polar-solvents. This was attributed to the lifetime of the locally excited state.

Interestingly, DCM in acetone did not show a significant time-dependent shift either within the resolution of the streak camera. However, it did show a large Stokes shift similar to than of methanol and consistent with its large $\Delta f$ value. This state was thus attributed to the same charge transfer state as seen for DCM.
in methanol. The shift was presumed to be too fast to be resolved in acetone due to its lower viscosity than methanol.

The comparison of DCM and DCJ in acetone yielded interesting results. The restricted rotation of the dimethylamino donor group prevents formation of the twist deemed necessary by Marguet [13] et al. to form a twisted intramolecular charge transfer state; thus for the validity of the dimethylamino bond rotation hypothesis for TICT in DCM, one would expect significant differences in the spectral and decay dynamics of the excited state in DCJ.

The steady state spectra showed lower energies of the ground and excited state for DCJ compared with DCM in the range of solvents studied. Interestingly, DCJ in acetone showed a significantly larger fluorescence bandwidth compared to that of DCM in acetone. Despite this difference - which was also evident in the time-resolved fluorescence - the time-dependent measurements showed the fluorescent state lifetime and anisotropy decays to be very similar. One would expect that if the only ICT mechanism available to DCM was TICT about the dimethylamino bond, that DCJ should have a lifetime indicative of the locally excited state attributed to the fluorescent state of DCM in toluene. If DCM’s excited state was a TICT state and DCJ’s was planar, one would expect the lifetimes to be significantly different and indeed smaller in DCJ as the decoupling of the donor and acceptor orbitals is not possible by rotation of the dimethylamino group.

The alternative to ruling out a TICT state altogether for DCM and DCJ is that they both twist about the dimethylanilino bond between the carbon para to the donor group and the central double bond. Though possible, a twist at this bond would be expected to change the conjugation length of the molecules in the excited state which should be evident in the Stokes shift. A twist at that bond would also have a larger effect on the orientation of the transition dipole moment measured by the anisotropy.
With such a complex system that is strongly influenced by solvent effects, it is difficult to directly determine the dynamic structure associated with the excited-state for DCM.

The aim of this PhD thesis is to shed further light on the discussion about TICT states and their relevance to donor-acceptor stilbenoid compounds like DCM. Controversies have arisen about this molecule because it is very difficult to isolate all the variables that cause the spectral features and dynamics seen, and it is therefore also difficult to attribute them to well-defined states or conformations. Some work has been done in the past with model compounds [58] and more rigorous theories about solvation of donor-acceptor systems [96, 113, 114, 115] but it may be that the controversy will not be resolved once and for all until more direct measurements can be made.

8.2 Future directions

There are a number of techniques that could be used to further elucidate the excited-state of DCM and similar molecules:

* Time-resolved x-ray crystallography [116, 117] is a particularly promising technique as it allows a more direct observation of the conformation of the relaxed emissive excited-state however this technique requires the sample to be isolated and independent of a solvent environment.

* Similarly gas phase and cooled spectroscopic studies of DCM [118, 112] neglect the role that solvent plays in the dynamics of DCM.

* Molecular modelling, simulations and quantum chemical calculations have been used extensively [13, 114, 119, 112] to study the proposed excited-state structures of DCM with varying amounts of success. The difficulty is in determining which states are valid in a complex system such as DCM in a solvent
with many degrees of freedom.

* Many studies have looked at the influence of solvents on the excited-state spectra of DCM [19, 45, 55, 112], however large scale studies of DCM in many solvents has typically been restricted to steady-state rather than time-resolved spectra. As was seen in this thesis, solvent parameters can generally not be altered individually without affecting other parameters as well. And there are always local interactions between solvent and solute that can only be neglected when comparing parameters from a large number of solvents.

The ultrafast dynamics of DCM in a larger number of solvents would be difficult to analyse but it would allow the trends from parameters such as the viscosity and dielectric constant - as well as more local parameters such as the strength of hydrogen bonding - to be analysed.

* Other rotationally hindered model analogues, for example where the dimethylanilino group is blocked, could be used to rule out the presence of excited-state conformational candidates for a TICT state in DCM. This approach has been used to study the TICT state in DMABN [109, 110, 111]

It is likely that a combination of computer simulations, models and targeted experiments to check predictions of the models will need to be developed to correctly account for all the features seen in the spectra of complicated donor-acceptor systems like DCM where the parameter space is large and it is difficult to isolate the individual variables. The difficulty with many of these types of studies are that the surrounding solvent is a necessary part of the process of intramolecular charge transfer and thus the molecule can not be studied in isolation.

The author of this thesis looks forward to seeing the continuation of enquiry into TICT states in donor-acceptor systems and a hopeful resolution of the controversy surrounding this model in DCM and similar systems.
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