Molecular simulation of the vapour–liquid phase coexistence of neon and argon using \textit{ab initio} potentials
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Gibbs ensemble simulations using \textit{ab initio} intermolecular potentials are reported for the vapour–liquid phase coexistence of neon and argon. For neon two different quantum chemical \textit{ab initio} potentials of well-known quality are used to investigate the effect of the quality of pair interactions. In addition calculations are also reported for neon using a potential that includes three-body interactions. For argon, simulations are compared with results obtained from \textit{NPH}-ensemble molecular dynamics simulations. It is found that the results of a perfect pair potential must occur outside the experimental temperature–density phase envelope. Therefore, if a perfect pair potential is used, many-body interactions and quantum effects must be considered to obtain good agreement with experiment.

I. Introduction

In previous decades quantum chemistry was mainly used to calculate properties of single molecules. In the 1970s and 1980s first combinations with simulations for the \textit{ab initio} prediction of liquid properties appeared with the pioneering work of Clementi and coworkers on water\textsuperscript{1,2} and the Car–Parrinello method.\textsuperscript{3} In the last decade accurate quantitative calculations of simple real systems such as rare gases became feasible, and now also work on more complicated systems like carbon dioxide and water is increasing.\textsuperscript{4,5} We have investigated neon, applying two pair potentials (NE1\textsuperscript{6} and NE2\textsuperscript{7}), obtained from quantum chemical calculations of different quality. Thermodynamic and transport properties were obtained quite accurately from the better pair potential (NE2), the pressure being the property most sensitive to approximations,\textsuperscript{8} which suggests that vapour–liquid phase coexistence might also be sensitive to these approximations. A further improvement was achieved by including an \textit{ab initio} three-body potential NE3 in the simulation\textsuperscript{9} and accounting for quantum effects using a perturbational approach (NE2 WK) for the calculation of pair distribution functions.\textsuperscript{10} Similar although less work was performed on argon.\textsuperscript{10–12} These results represent a benchmark for the bulk properties of one-phase systems. It is of interest to determine whether the \textit{ab initio} potentials can predict the properties of coexisting phases. In a first step the melting curves of neon\textsuperscript{13} and argon\textsuperscript{14} were calculated, showing that the pair potentials are able to reproduce the curves quite accurately between about 50 K and ambient temperatures. A more sensitive test however is the boiling curve which is the subject of this paper.

The melting curve was calculated by non-equilibrium molecular dynamics simulations in an \textit{NPH}-ensemble (i.e. the number of particles \(N\), the pressure \(P\) and the enthalpy \(H\) are kept constant) melting a non-ideal crystal. This approach is not convenient for the present case because of the expected effect of a large hysteresis.\textsuperscript{15} Hence we turned to Monte Carlo simulations in the \textit{NPH} ensemble. Panagiotopoulos introduced this method\textsuperscript{16,17} and it has been extended and developed further by several groups (see e.g. ref. 18–22, for a more thorough review see ref. 23). For argon a few points were calculated by molecular dynamics simulations in the \textit{NPH}-ensemble, showing that the results from the Gibbs ensemble were within the hysteresis of molecular dynamics simulations. For neon the influence of the quality of the pair potential, of the three-body effects and of quantum effects are investigated.

Together with our previous work, this is part of an investigation on the significance of different contributions (quality of pair potential, many-body effects, translational quantum effects) for different bulk properties in an \textit{ab initio} approach. Similar investigations have been reported by Leonhard and Deiters\textsuperscript{24} during the refereeing process of the present work. Instead of an \textit{ab initio} three-body potential they combined an empirical Axlrod–Teller (AT) term with an \textit{ab initio} pair potential.

II. Computational methods

Simulations were performed with the \textit{NVT} Gibbs ensemble Monte–Carlo (GEMC) method.\textsuperscript{16,17} The program described in ref. 16 was modified to enable the implementation of any pair potential. This change concerned mainly the particle displacement and the volume change part.

A. Calculation with pair potentials

The system consists of two cubic boxes, with a constant total volume and periodic boundary conditions. One complete Monte Carlo cycle (MCC) contains three individual steps: first attempted displacements for all atoms, second an attempted volume change step and third an interchange attempt for 10\% of all atoms. The potential was truncated at a fixed value of 5\(\sigma\) for argon and 7\(\sigma\) for neon, respectively, where \(\sigma\) is the distance with a zero potential energy. To correct for the effect of this truncation long-range corrections were applied using the con-
ventional procedure as described elsewhere.\textsuperscript{15} To keep the cutoff radius smaller than half the box length during the whole simulation, \textit{i.e.} when the size of the two individual boxes changes, a total of at least 1000 atoms for argon and 4000 atoms for neon had to be used. The large cutoff distances are discussed in Section III A.

The system was equilibrated until the pressure and the density in both boxes no longer showed a systematic drift, which typically took 40 000 MCC. Then two or three numerically independent simulations of 20 000 MCC were carried out as production runs.

For argon we performed in addition a few runs with a molecular dynamics program in an \textit{NPH}-ensemble as described in ref. 14. These simulations result in a large hysteresis, but they are a good check for the correctness of the GEMC simulations, as they are performed in a completely independent way.

Potentials for argon and neon were obtained from quantum chemical \textit{ab initio} calculations. A potential calculated by Woon\textsuperscript{25} eqn. (1) was used for argon. For the neon simulations, we used two potentials of different quality from our group (NE1\textsuperscript{16} eqn. (2) and NE2\textsuperscript{1} eqn. (3)) and, a quantum effective Wigner–Kirkwood potential (NE2 WK\textsuperscript{10}) based on NE2.

\[
\begin{align*}
\frac{E_{\text{NE}}(R)}{E_h} &= a_1 \left( Q \exp\left(-\frac{|Q + 1| k_\varepsilon R_{\alpha} - R_\varepsilon|}{Q_{\alpha} - R_\varepsilon|}\right)
- (Q + 1)\exp\left(-\frac{|Q k_\varepsilon R_{\alpha} - R_\varepsilon|}{Q_{\alpha} - R_\varepsilon|}\right)\right) \\
\end{align*}
\]  

where \( R \) is the intermolecular separation, \( E_h \) is the Hartree, \( a_{\alpha} \) is the Bohr radius, \( \varepsilon = 0.4228 \times 10^{-3} \), \( k_\varepsilon = 0.6627 \times 10^{-3} \), \( R_\varepsilon = 7.1714 \) and \( Q = 0.6060 \).

\[
\frac{E_{\text{NE}}(R)}{E_h} = a_1 \exp\left(-\frac{a_{\alpha} R_{\alpha} - a_{\beta} R_{\beta}}{a_{\alpha} R_{\alpha} - a_{\beta} R_{\beta}}\right) + a_2 \exp\left(-\frac{a_{\alpha} R_{\alpha} - a_{\beta} R_{\beta}}{a_{\alpha} R_{\alpha} - a_{\beta} R_{\beta}}\right) + a_3 \exp\left(-\frac{a_{\alpha} R_{\alpha} - a_{\beta} R_{\beta}}{a_{\alpha} R_{\alpha} - a_{\beta} R_{\beta}}\right) + a_4 \exp\left(-\frac{a_{\alpha} R_{\alpha} - a_{\beta} R_{\beta}}{a_{\alpha} R_{\alpha} - a_{\beta} R_{\beta}}\right)
\]  

where \( a_1 = 1.487 354 74 \times 10^{2} \), \( a_2 = 2.352 091 7 \), \( a_3 = 3.749 754 \times 10^{4} \), \( a_4 = 5.160 348 \times 10^{7} \), \( a_5 = 8.372 477 9 \) and \( a_6 = 6.802 887 8 \).

\[
\frac{E_{\text{NE}}(R)}{E_h} = a_1 \exp\left(-a_{\alpha} R_{\alpha} - a_{\beta} R_{\beta}\right) + a_2 \exp\left(-a_{\alpha} R_{\alpha} - a_{\beta} R_{\beta}\right) + a_3 \exp\left(-a_{\alpha} R_{\alpha} - a_{\beta} R_{\beta}\right) + a_4 \exp\left(-a_{\alpha} R_{\alpha} - a_{\beta} R_{\beta}\right)
\]  

where \( a_1 = 1.174 594, a_2 = 0.355 905, a_3 = 1.325 805 \times 10^{-1}, a_4 = 0.214 065, a_5 = 976.693 18 \times 10^{-6}, a_6 = 0.105 389, a_7 = 5.412 694 \times 10^{3}, a_8 = -3.512 808 80 \times 10^{2} \) and \( a_9 = -3.964 331 \).

The accuracies of the NE1 and the NE2 potentials were well characterised in comparison with experimental pair properties\textsuperscript{6,7} like spectroscopic data and the second virial coefficients. In particular, this led to the conclusion that properties obtained with the NE2 potential deviate less or equally from experiment, than NE1 deviates from NE2 for that property.

The statistical errors were calculated as standard errors from batches of 100 MCC. We assumed this to be a reasonable length for the liquid state. For the vapour state, test calculations with different batch length showed that the data are correlated over roughly 1500 MCC, hence we multiplied the above errors for the vapour by a factor 4 (i.e. \( \approx \sqrt{1500/100} \)). The correlation of data appears to change with the phase points. Hence, the statistical errors might be larger in some states than the given values.

B. Calculations with the NE3 potential

In general, calculations for the vapour-liquid equilibria using the NE3 potential\textsuperscript{9} eqn. (4) followed the same procedure as outlined above. However, the increased computational requirement imposed by evaluating three-body interaction meant that the system size was restricted to 500 neon atoms, and hence a variable cutoff was applied. Typically 3000 MCC were used consisting of 500 attempted displacements, one attempted volume fluctuation and 500 interchange attempts were used. The system was equilibrated for 1500 MCC and averages were accumulated for a further 1500 MCC. For this system size, the number of successful interchanges increased considerably with increasing temperature. At higher temperatures, 10 exchange attempts per cycle were sufficient, 4500 MCC were used for equilibration and averages were accumulated for a further 4500 MCC.

\[
E_{\text{NE3}}(R_1, R_2, R_3, \alpha_1, \alpha_2, \alpha_3) = E_{\text{NE1}}(R_4) + E_{\text{NE2}}(R_5) + E_{\text{NE3}}(R_6) + \Delta E_3
\]

\[
\Delta E_3 = \frac{E_{\text{NE1}}(R_4)}{E_h} + \frac{E_{\text{NE2}}(R_5)}{E_h} + \frac{E_{\text{NE3}}(R_6)}{E_h}
\]

\[
\rho = \frac{R_{12}}{a_0} + \frac{R_{13}}{a_0} + \frac{R_{23}}{a_0}
\]

\[
Q = \cos(\alpha_1) \cos(\alpha_2) \cos(\alpha_3)
\]

where \( R_i \) is the intermolecular separation between atom \( i \) and \( j \) is the angle around atom \( i \), \( \alpha_i = -1.494.034.163.99, a_2 = -2.404.365.22 \times 10^{-2}, a_3 = 1.983.817 \times 10^{-4}, a_4 = -3.347.633.81 \times 10^{4}, a_5 = 196.843.647.84, a_6 = -1.000.032.03 \times 10^{-5}, a_7 = 4.643.972.40 \times 10^{-5} \) and \( E_h = -77.455.773.85 \).

III. Results and discussion

A. Cutoff radius and number of particles

The pressure of a liquid shows a very strong dependence on density and it is very sensitive to the shape of the potential. In GEMC simulations the two boxes should have the same pressure, when equilibrated. Hence, fine differences in the density of the liquid and vapour state, \textit{e.g.} due to a different effect of a given cutoff radius in the two phases, can lead to large differences in pressure. Table 1 shows densities \( \rho \) and pressures \( P \) for the liquid and vapour states as a function of the cutoff radius for argon. In addition the dependence of the pressure difference together with its standard errors, obtained from 25 independent batches, each 100 MCC long, are shown. These results and similar investigations for neon lead us to choose the large cutoff radius of 5\( \sigma \) and 7\( \sigma \) for argon and neon, respectively. A similar sensitivity to the cutoff radius was observed for the surface tension by Mecke \textit{et al.}\textsuperscript{26}

To obtain these desired cutoff values, the total number of particles had to be quite large, \textit{i.e.} at least 1000 for argon and 4000 for neon. In most cases the number of particles in the two boxes were not extremely different. Hence, the problem point out by Valleau\textsuperscript{27} that different particle numbers in the vapour and liquid phase might lead to strange boiling curves should be of minor importance here. Table 2 shows densities and pressures at a fixed cutoff radius of 2.5\( \sigma \) for different system sizes. The very small variation in pressure and density as a function of system size indicates that the system size is adequate.

B. Simulations with model potentials

\textit{Ab initio} calculations of greater accuracy lead to an intermolecular potential with a deeper well and a smaller atomic-
Simulations were performed with a cutoff radius of 2.5 Å Lennard-Jones-[12,6]-potential (LJ) and various parameters. GEMC simulation results, model calculations with a few hundred steps, the mean over 40 000 MCC was taken. After an equilibration of a total particle number of 1000. An equilibration of a total particle number of 1000. After an equilibration of a total particle number of 1000. After an equilibration of a total particle number of 1000.

C. Argon simulations

The results obtained for argon with the ab initio potential by Woon are listed in Table 5 and the temperature vs. density graph is compared with experiment in Fig. 1. The simulated curve is, over the whole range, inside the experimental curve, in contrast to simulations with accurate empirical pair potentials.

Table 1 Dependence of density \( \rho \), pressure \( P \) and pressure difference \( \Delta P \) on cutoff radius for argon at \( T = 125 \) K (2000 particles, \( \Delta P = P_{\text{liquid}} - P_{\text{vapour}} \))

<table>
<thead>
<tr>
<th>( R_{\text{cut}} / \sigma )</th>
<th>( \rho(\text{liquid})/ \text{mol m}^{-3} )</th>
<th>( \rho(\text{vapour})/ \text{mol m}^{-3} )</th>
<th>( P(\text{liquid})/ \text{kPa} )</th>
<th>( P(\text{vapour})/ \text{kPa} )</th>
<th>( \Delta P/ \text{kPa} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>24 250 ± 97</td>
<td>9818 ± 219</td>
<td>4158 ± 129</td>
<td>3580 ± 182</td>
<td>578 ± 145</td>
</tr>
<tr>
<td>3.0</td>
<td>23 679 ± 127</td>
<td>5362 ± 313</td>
<td>3370 ± 110</td>
<td>3161 ± 110</td>
<td>209 ± 109</td>
</tr>
<tr>
<td>3.5</td>
<td>22 393 ± 79</td>
<td>4814 ± 340</td>
<td>3075 ± 128</td>
<td>3032 ± 147</td>
<td>43 ± 108</td>
</tr>
<tr>
<td>4.5</td>
<td>22 952 ± 81</td>
<td>5178 ± 375</td>
<td>3113 ± 118</td>
<td>3085 ± 111</td>
<td>28 ± 113</td>
</tr>
<tr>
<td>5.0</td>
<td>22 623 ± 87</td>
<td>4823 ± 248</td>
<td>3055 ± 92</td>
<td>3063 ± 146</td>
<td>-8 ± 91</td>
</tr>
</tbody>
</table>

To investigate the effect of this behaviour on GEMC simulation results, model calculations with a Lennard-Jones-[12,6]-potential (LJ) and various parameters \( \varepsilon \) and \( \sigma \) were performed. As only the trend was of interest these calculations were performed with a cutoff radius of 2.5 \( \sigma \) and with a total particle number of 1000. After an equilibration of a few hundred steps, the mean over 40 000 MCC was taken. Results with parameters \( \varepsilon \) and \( \sigma \) typical for argon are shown in the Tables 3 and 4. These calculations show that in the temperature vs. density diagram an improved ab initio pair-potential will move the liquid (right) branch of the simulated curve towards, and finally, beyond the experimental one, whereas the change of the vapore (left) branch is harder to predict, but should be smaller. As will be seen below for the NE2 potential the simulated points are very close to the experimental curve towards, and finally, beyond the experimental one, whereas an accurate empirical model calculations together with these numbers we estimate an increase in the liquid density by about 2000 mol m\(^{-3} \) and a decrease of the vapour density by about 1000 mol m\(^{-3} \). This confirms the expected shift of the temperature vs. density curve from the inside towards the outside of the experimental curve.

As described elsewhere, an estimate of the critical temperature and density can be obtained by fitting the simulation data to the critical exponent law (\( \beta = 0.32 \)) and the law of rectilinear diameters. The critical pressure can be estimated by plotting the logarithm of pressure as a function of the inverse of temperature. This yields a critical temperature of 130.5 K compared to the experimental value of 150.7 K, a critical density of 13 410 mol m\(^{-3} \) compared to an experimental value of 10 190 mol m\(^{-3} \) and a critical pressure of 4.26 MPa compared to an experimental value of 4.91 MPa.

The points in Fig. 1 and 2 marked with \( NPH \) were obtained with an \( NPH \)-ensemble molecular dynamics program in non-equilibrium runs with a temperature gradient. The results compare favourably with the results from the GEMC simulations, but show large hysteresis. Starting at low temperature with a positive gradient, the boiling point was too high, whereas starting at high temperatures with a negative temperature led to condensation at too low temperatures. The

![Fig. 1](image_url) Density \( \rho \) vs. temperature \( T \) for the liquid–vapour coexistence of argon. Experimental values from ref. 37.
results were also checked with some equilibrium runs in this region.

Fig. 2 shows pressure vs. temperature. As is also seen in Table 5 the pressure is reasonably well equilibrated and shows a good statistical accuracy. However, it deviates substantially from the experimental pressure. As work on neon with a three-body potential has shown,32 the inclusion of such interactions can change the pressure by a few MPa, hence the present deviations are not unexpected.

D. Neon simulations

In the case of neon we are able to study additional effects. The main results are obtained with the ab initio NE2 potential,7 which has been checked on experimental pair properties to be accurate to within a few percent. Comparing at two phase points with the less accurate NE1 potential,6 we can roughly predict the change we could expect with an exact pair potential. Another two simulations with the quantum effective Wigner–Kirkwood potential NE2 WK provides an indication of the expected changes due to quantum effects and, similarly, the inclusion of a three-body potential shows the influence of three-body interactions. Leonhard and Deiters33,34 have used newer and slightly more accurate ab initio pair potentials than the ones used here for argon and neon. For the three-body interactions they use an AT term with empirical parameters from the literature, in contrast to our present work with an ab initio three-body potential. Their three-body interaction might be more accurate in the long-range part, whereas our potentials includes the short-range part, which was shown to be quite important.6 Leonhard and Deiters find that their potentials including the AT term yield good agreement with experiment especially for the vapour pressure. This is in contrast to our results, which show that the short-range part has quite an influence on the equilibrium. The solution to this contradiction is probably found in the analysis of Bukowski and Szalewicz,35 who conclude that even though short-range contributions to the nonadditivity are quite large, cancellations occurring between these and other components at the interatomic distances typical for the liquid make the total three-body nonadditivity effect very similar to that given by a simple tripoledipole potential.

1. NE2 potential. The results obtained for neon with the NE2 potential are listed in Table 6 and the temperature vs. density graph is compared with experiment in Fig. 3. The simulated curve is, over the whole range, inside but very close to the experimental one.

Table 6 GEMC simulations of neon with the NE2 potential

<table>
<thead>
<tr>
<th>T/K</th>
<th>ρ(liquid)/mol m⁻³</th>
<th>ρ(vapour)/mol m⁻³</th>
<th>P(liquid)/kPa</th>
<th>P(vapour)/kPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>62457 ± 6</td>
<td>228 ± 2</td>
<td>218 ± 12</td>
<td>46 ± 1</td>
</tr>
<tr>
<td>30</td>
<td>56996 ± 10</td>
<td>1103 ± 6</td>
<td>375 ± 12</td>
<td>252 ± 1</td>
</tr>
<tr>
<td>32</td>
<td>54734 ± 13</td>
<td>1708 ± 7</td>
<td>525 ± 9</td>
<td>397 ± 2</td>
</tr>
<tr>
<td>36</td>
<td>49013 ± 12</td>
<td>3882 ± 34</td>
<td>962 ± 9</td>
<td>900 ± 6</td>
</tr>
<tr>
<td>40</td>
<td>40610 ± 24</td>
<td>8539 ± 69</td>
<td>1776 ± 6</td>
<td>1767 ± 9</td>
</tr>
</tbody>
</table>

Fitting the data to the critical exponent law and the law of rectilinear diameters yields a critical temperature of 42.0 K compared to the experimental value of 44.4 K and a critical density of 23 390 mol m⁻³ compared to an experimental value of 23 940 mol m⁻³. The estimated critical pressure is 2.39 MPa compared to an experimental value of 2.65 MPa.

These relatively accurate results obtained with this potential are due to a fortuitous error cancellation as we will discuss below.

Even though the argon potential is, for many properties, of comparable quality to the NE2 potential, the resulting pressures deviate typically twice as much from the experimental pressures as the ones of NE2.11 In this context it is not surprising that the argon GEMC simulations do not match the experimental data as well as the NE2 GEMC simulations, as the pressure is one of the quantities which influences the equilibration of the phases.

2. NE1, NE2 WK and NE3 potentials. Two phase points obtained with the less accurate NE1 potential are listed in Table 7 and compared graphically with the other results in Fig. 3. From the two points it is easily seen that the NE1 curve falls not only inside the experimental curve but also inside the NE2 curve. There is a small but distinct change for the vapour density and a quite large change for the liquid density.

From previous work7 we know that for the pressure the deviation of NE2 from experiment is about 2/3 of the deviation between NE1 and NE2. As at 30 and 32 K the NE2 points show good agreement with experiment we would assume that at these temperatures points from the exact pair potential would fall outside the curve by an amount about 2/3 of the deviation of the NE1 points from the experimental curve (see Fig. 3). Therefore, it can be inferred that the exact pair curve would clearly fall outside the experimental curve and the good agreement of the NE2 with the experimental curve must be due to error cancellation. This observation is
consistent with earlier work on accurate empirical pair potentials. For example, Marcelli and Sadus\textsuperscript{35} reported simulations of the phase behaviour exhibited by argon, krypton and neon are performed with potentials obtained in GEMC simulations, this work complements our previous work on bulk properties, where the significance of the quality of \textit{ab initio} pair potentials, many-body interactions and translational quantum effects on different bulk properties were studied.

### IV. Conclusion

GEMC simulations of the vapour-liquid coexistence curves for argon and neon are performed with potentials obtained from quantum chemical \textit{ab initio} calculations. No empirical parameters are used in this study. In the temperature vs. density curve the pair potentials fall inside the experimental curves, \textit{i.e.} the critical temperature is too small. But it is shown that improved quantum chemical calculations would yield curves outside the experimental ones. Only by including translational quantum effects and many-body interactions the simulated curve brought back to the experimental one. This conclusion is consistent with work on accurate empirical pair potentials which indicates that pair interaction alone cannot account fully for vapour-liquid equilibria. In contrast to the empirical work the \textit{ab initio} three-body potential applied here modifies the pair potential mainly in the repulsive area.

With the application of quantum chemical \textit{ab initio} potentials in GEMC simulations, this work complements our previous work on bulk properties, where the significance of the quality of \textit{ab initio} pair potentials, many-body interactions and translational quantum effects on different bulk properties were studied.
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