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In this paper matrix techniques are developed to implement a modified Newton method to a linearly constrained nonlinear optimisation problem with a twice differentiable and factorable objective function.

The problem first is reduced to an unconstrained problem, then the generalised inverse of the positive part of the Hessian matrix is used to generate the direction of search.
1. **Introduction**

This paper is concerned with solving the following linearly constrained nonlinear programming problem:

\[
\begin{align*}
\text{minimize} \quad & f(x) \\
\text{subject to} \quad & x \in \Omega \\
\end{align*}
\]

where \( \Omega \) is an open set, \( N \) is an \( \ell \times n \) matrix of rank \( \ell \), \( A \) is an \( m \times n \) matrix, \( b \in \mathbb{R}^m \), \( e \in \mathbb{R}^\ell \) and \( f(x) \) is twice continuously differentiable (i.e. \( f \in C^2 \)).

The point of view taken here is that at each iteration, the above problem can be converted to an unconstrained minimization of \( f(x) \) in a subspace of reduced dimension which can be solved by several methods. The unconstrained minimization technique used here is the following modified Newton method:

\[
x^{k+1} = x^k - \alpha^k \left[ \nabla^2 f(x^k) \right]^{-1} \nabla f(x^k)
\]

The parameter \( \alpha^k \) is the step size and is chosen from optimal step size procedure discussed in section 8 to enforce \( f(x^{k+1}) < f(x^k) \).
In this paper formulas are developed for the matrix methods required to implement the modified Newton method in factorable form. These are two types. First, are the formulas required for the computation of a nullspace matrix, a matrix whose columns span the space of vectors orthogonal to the derivatives of active constraints. Two approaches, elimination of variables and the projection method are examined. The second set of matrix computations are those required to estimate the generalized inverse of the "positive part" of the Hessian matrix in the equality constrained subspace \[ \mathbb{R}^n \]. \( f(x) \) also is assumed to be a factorable function \[ \mathbb{R}^n \], for which a dyadic form Hessian matrix can be formed and its generalized inverse can be updated by rank one matrices at each iteration.

2. Equivalence of Linearly constrained and unconstrained problems.

Consider the problem in 1.1 - 1.3. At any feasible point \( x_s \) let \( \hat{R} \) be the set of indices \( i \) for which \( a_i x_s = b_i \) (from \( i=1,\ldots, m \)), and assume that the vectors in the set

\[
S = \{ N^T, \{a_i^T, i \in \hat{R} \} \}
\]

are linearly independent. Since at any stage of the algorithm only the equality and active constraints take part, we can define the following problem

\[
\begin{align*}
\text{Minimize} & \quad f(x) \\
\text{Subject to} & \quad C x = d
\end{align*}
\]
where $C$ is a $r \times n$ matrix, $r \leq n$, it has full rank, and $C_i \in S$, $i=1, \ldots, r$ (i.e., the $i$th row of the matrix $C$). If $x_S$ is a point satisfying the constraints in (2.2) then a necessary and sufficient condition that some point $x$ also satisfies $Cx = d$ is that

$$x = x_S + y$$

where $y$ is in the nullspace of $C$.

Let $B$ be an $n \times (n-q)$ matrix such that a necessary and sufficient condition for a vector $y$ to be in the null space of $C$ is,

$$y = Bz$$

for some $z \in \mathbb{R}^{n-q}$.

Then it follows that the problem (2.2) can be converted into the following unconstrained problem:

$$\text{Minimize } F(z) = f(x_S + Bz) \quad (2.4)$$

$z \in \mathbb{R}^{n-q}$

A sequence $x^k$ tending to solve (2.2) can be regarded as being generated by a sequence $z^k$ which attempts to solve (2.4). It is shown in [12] that a necessary and sufficient condition for a point $x^k$ satisfying the set of constraints $Cx^k = d$, to be a Lagrangian stationary point is that

$$\nabla_z F(z) = 0$$

It is also shown that if

$$BTv(x^k)B$$

is a positive semi-definite matrix, i.e.

$$z^T B v^2(x^k) B z \geq 0 \text{ for all } z \in \mathbb{R}^{n-q},$$

then $x^k$ satisfies the second order necessary conditions as well.
3. **Null Space Computation**

To solve the unconstrained problem (2.4), the following iterative formula is used.

$$z^{k+1} = z^k - \alpha^k \left[ \nabla_z^2 F(z^k) \right]^{+} \cdot \nabla_z F(z^k)$$  \hspace{1cm} (3.1)

Premultiplying by $B$ yields

$$x^{k+1} = x^k - \alpha^k \left[ B^T \nabla^2_{xx} f(x^k) B \right]^{+} \left[ B^T \nabla f(x^k) \right]$$  \hspace{1cm} (3.2)

where $(\cdot)^+$ stands for the generalized inverse.

In order to be able to use (3.2), we need to calculate the nullspace matrix of the matrix $C$, the matrix of the gradient of all binding constraints. Two methods, Elimination of variables and projection method are considered. The following theorem is the basis for working with different methods of nullspace matrix computation.

**Theorem**

Let $B_1$ and $B_2$ be two matrices generating the null space of $C$ (defined as in (2.2)), with $nxq_1$ and $nxq_2$ dimensions respectively and $q_1, q_2 \geq (n-r)$. Furthermore, suppose $z^T \nabla^2 f(x) z > 0$ for all $z \neq 0$ and $Cz = 0$. Then it is proved that [12]:

$$B_1 (B_1^T \nabla^2 f(x) B_1)^+ B_1^T = B_2 (B_2^T \nabla^2 f(x) B_2)^+ B_2^T$$  \hspace{1cm} (3.3)

Now let's reconsider (2.2) where the matrix $C$ is partitioned as $(C_D, C_I)$ and $C_D$ is an $rr$ matrix of full rank and $C_I$ an $rx(n-r)$ matrix. The vector $x$ is also partitioned as as $(x_D, x_I)$, where $x_D$ and $x_I$ have $r$ and $(n-r)$ components respectively. Then the constraints in (2.2) can be written as:
\[(c_D, c_I)(\begin{array}{c} x_D \\ x_I \end{array}) = d \]

\[x_D = (c_D)^{-1}d - (c_D)^{-1}c_I \cdot x_I, \quad (3.4)\]

and the linearly constrained problem (2.2) can be converted to the following unconstrained minimization.

Minimize \[f(x_D(x_I), x_I) \quad (3.5)\]

\[x_I \in \mathbb{R}^{n-r} \]

Comparing (3.5) with (2.4), \(x_I\) plays the role of \(z\) and therefore the null space matrix is

\[B = \begin{pmatrix} -(c_D)^{-1} c_I \\ I \end{pmatrix} \quad (3.6)\]

where \(I\) is an \((n-r)\) identity matrix. The estimates of the Lagrange multipliers of the binding constraints at \(k\)th iteration would be as follows:

\[w_k = (c_D^{-T}) \nabla_D f(x^k) \quad (3.7)\]

Similarly, applying the projection method the null space matrix will be equal to the projection matrix \(P\) given as:

\[P = B = I - c^T(c c^T)^{-1} c \quad (3.8)\]

With the estimates of Lagrange multipliers at \(k\)th iteration given by:

\[\hat{w}_k = (c c^T)^{-1} c \nabla f(x^k) \quad (3.9)\]
4. **Null space matrix Updating**

At the beginning of the first step of the \( k \)th iteration and also the beginning of each step, it might happen that one of the inequality constraints becomes active or an active constraint leaves the boundary and becomes inactive. In either of these two cases the null space matrix must be updated.

When the projection method is used for null space matrix calculation it is inefficient to calculate the projection matrix explicitly. Thus, the only thing we keep is \((CC^T)^{-1}\) and we have to update it whenever any of the above mentioned cases occurs. The general formula for the inverse of a symmetric bordered matrix is

\[
\begin{pmatrix}
B & b^T \\
b & g
\end{pmatrix}^{-1} = \begin{pmatrix}
B^{-1} + B^{-1}b^T\alpha bB^{-1}, & -B^{-1}b^T\alpha \\
-\alpha bB^{-1} & \alpha
\end{pmatrix}
\]

where \( \alpha = (-bB^{-1}b^T\cdot g)^{-1} \), and \( B \) is a symmetric matrix.

As a new constraint's boundary is encountered, this amounts to inverting

\[
\begin{pmatrix}
C \\
C^T, a^T
\end{pmatrix} = \begin{pmatrix}
CC^T & Ca^T \\
C^T a & aa^T
\end{pmatrix}
\]

Knowing \((CC^T)^{-1}\) we can make the identification of \((CC^T)\) with \( B \), \( aC^T \) with \( b \), \( aa^T \) with \( g \) and use the general formula (4.1) above.
If a constraint's boundary is relinquished, a reverse operation must be performed, thus having the inverse of (4.2) it is required to find 
\((cc^T)^{-1}\), suppose it is given that,

\[
\begin{pmatrix}
B & b^T \\
0 & t
\end{pmatrix}^{-1} = \begin{pmatrix} D & d^T \\ d & g \end{pmatrix} \tag{4.3}
\]

Then

\[B^{-1} = D - d^Tg^{-1}d\]

The general formula for the inverse of a bordered non-symmetric matrix which is used to update the null space matrix in the case of elimination of variable approach is as follows:

\[
\begin{pmatrix}
B & e^T \\
0 & t
\end{pmatrix}^{-1} = \begin{pmatrix} B^{-1} + B^{-1}e^TbB^{-1}, -B^{-1}e^Tb \\ \alpha \end{pmatrix} \tag{4.4}
\]

where \(\alpha = (-bb^{-1}e^T + t)^{-1}\)

Equation (4.4) is used when a constraint's boundary is encountered.
5. Computing the positive part of the Hessian

Recall the problem (2.4). If $f$ is a twice continuously differentiable and factorable function then the natural way of writing the Hessian in factorable form is:

$$\nabla^2 f(x) = \sum_{j=1}^{L} a_j^k c_j^k (a_j^k)^T$$  \hspace{1cm} (5.1)

If we divide the set of indices $j, j = 1 \ldots, L$ such that

$$R = \{j | c_j^k > 0\},$$

$$S = \{j | c_j^k < 0\}$$  \hspace{1cm} (5.2)

then

$$\nabla^2 f(x) = \sum_{j \in R} a_j^k c_j^k (a_j^k) + \sum_{j \in S} a_j^k c_j^k (a_j^k)^T$$ \hspace{1cm} (5.3)

resulting the following dyadic form for $\nabla^2 F(z)$

$$\nabla^2 F(z) = \sum_{j \in R} B^T a_j^k c_j^k (B a_j^k)^T + \sum_{j \in S} B^T a_j^k c_j^k (B a_j^k)^T$$

Now let $(A^k)$ be the estimate of the positive part of $\nabla^2_{zz} F(z)$. If $\nabla^2_{zz} F(z)$ is positive semi-definite, $A$ will be equal to it. Otherwise, $A$ is an overestimate in that the positive eigenvalues of the positive part are pairwise smaller than the corresponding positive eigenvalues of $A$. 
Also let \((A^k)^+\) be the generalized inverse of \(A^k\). The algorithm starts at \(j = 0\) with \((A^k)^+ = 0\) and perturbs \(A^k_j\) with a new dyad \(B_{j+1}A^k_j (B_{j+1}A^k_j)^T\). At first all \(j \in \mathbb{R}\) are absorbed one by one, then the algorithm absorbs as many dyads \(j \in S\) as possible, still maintaining the positive semi-definiteness of \(A\). At this point \((A^k)^+\) will be used to generate the Newton search vector;

\[
S = -BA^v_2F(z) = -BA^vB^Tv(x). 
\]

(5.5)

6. Updating the projected Hessian

The generalized (Penrose-Moore) inverse of a matrix \(A\) is the unique matrix satisfying the following four properties (see \([5],[28]\) for proofs and uniqueness and existence of the generalized inverse):

\[
\begin{align*}
AA^+A &= A \quad \text{(6.1)} \\
A^+AA^+ &= A^+ \quad \text{(6.2)} \\
(AA^+)^T &= (AA^+) \quad \text{(6.3)} \\
(A^+A)^T &= A^+A 
\end{align*}
\]

when \(A\) has an inverse \(A^+ = A^{-1}\).

Let \(a\) be a one by \(n\) derivative vector of the constraint whose boundary was just encountered. Now \(P = I - cT(cc^T)^{-1}c\) is the projection matrix used to generate the null space of the matrix of binding constraints gradients.
And let

\[ A = P\nabla^2 f(x)P \]

denote the projected Hessian, and \( \hat{P} \) be the new projection matrix which is

\[ \hat{P} = I - (c^T, a^T) \left\{ \begin{pmatrix} C \\ \hat{a} \end{pmatrix} \right\}^{-1} \begin{pmatrix} C \\ \hat{a} \end{pmatrix}. \]

What is wanted now is an efficient iterative procedure to obtain

\[ (\hat{A})^+ = (\hat{P}\nabla^2 f(x)\hat{P})^+ \quad (6.5) \]

and by efficient we mean using previous information as much as possible.

Note that \( \hat{P} \) can also be written as:

\[ \hat{P} = P - Pa^T(aPa^T)^{-1} aP. \quad (6.6) \]

There are two cases to be considered:

**Case I:**

If \( [P - A^+A]a^T = [P - (P\nabla^2 f(x)P)^+(P\nabla^2 f(x)P)]a^T = 0 \),

then it is proved in \([24]\) that,

\[ (\hat{A})^+ = A^+ - A^+a^T(aA^+a^T)^{-1}aA^+ \quad (6.7) \]
Case II

If, \[ [P-\mathbf{A}\mathbf{A}^+]\mathbf{a}^T = 0 \]

then (6.5) can be written

\[
\hat{\mathbf{A}} = \mathbf{A} + [\mathbf{Pa}^T - \mathbf{A}a(\alpha\beta)^{-1}] (\alpha\beta^{-1}) [\mathbf{a}\mathbf{P} - (\alpha\beta)^{-1}\mathbf{a}\mathbf{A}]
+ \mathbf{A}a^T(-1/\beta)a\mathbf{A}
\]  

(6.8)

where for the sake of simplicity \( a = (\mathbf{a}\mathbf{a}^T)^{-1} \), and

\[ \beta = (\mathbf{a}\mathbf{A}^+\mathbf{a}^T) \]

The closed form solution for this case is very complicated [24].

It should be noted that the projected gradient of the objective function should also be updated;

\[
\hat{\mathbf{P}}\nabla f(x) = (\mathbf{P}\nabla f) - \mathbf{P}\mathbf{a}^T(\mathbf{a}\mathbf{a}^T)^{-1} \mathbf{a}(\mathbf{P}\nabla f)
\]

(6.9)

7. Updating The Reduced Hessian

Suppose the matrix of the gradients of the binding constraints takes the form

\[ \mathbf{C} = (\mathbf{C}_D, \mathbf{h}^T, \mathbf{E}) \]

where \( \mathbf{C}_D \) is an \( r \) by \( r \), \( \mathbf{h} \) is 1 by \( r \) and \( \mathbf{E} \) is an \( r \) by \( (n-r-1) \) matrix.

The matrix generating the null space for the binding constraints gradients, takes the form

\[
\begin{pmatrix}
-\mathbf{C}_D^{-1}\mathbf{h}^T & -\mathbf{C}_D^{-1}\mathbf{E} \\
\mathbf{I}
\end{pmatrix}
\]

(7.1)

where \( \mathbf{I} \) has rank \( (n-r) \).
Let \((c, g, e)\) be the gradient of a constraint just encountered where \(c\) is 1 by \(r\), \(g\) is scalar, \(e\) is 1 by \((n-r-1)\).

The new null space matrix will take the form,

\[
\begin{pmatrix}
\begin{pmatrix} c \end{pmatrix}, & h^T \end{pmatrix}^{-1} \\
(0, E)
\end{pmatrix}
\begin{pmatrix}
-c_D^{-1}E - c_D^{-1}h^Tacc_D^{-1}E + c_D^{-1}h^Tae \\
\alpha c_D^{-1}E - \alpha e
\end{pmatrix}
\begin{pmatrix}
\tilde{I}
\end{pmatrix}
\]

where \(\alpha = (c_D^{-1}h^T + g)^{-1}\)

The matrix in (7.2) is equal to postmultiplying (7.1) by the following matrix,

\[
\begin{pmatrix}
\alpha c_D^{-1}E - \alpha e \\
\tilde{I}
\end{pmatrix}
\]

The reduced Hessian before entering the new constraint is:

\[
A = \begin{pmatrix}
-hc_D^{-T} & I \\
-Ec_D^{-T} & \nabla^2 f(x)
\end{pmatrix}
\begin{pmatrix}
-c_D^{-1}h^T & -c_D^{-1}E \\
I & I
\end{pmatrix}
\]
When a new constraint boundary is encountered, because of (7.3), the updated reduced Hessian in the \((n-r-1)\) subspace can be written as

\[
(f^T, I)A \begin{pmatrix} f \\ \tilde{I} \end{pmatrix}
\]

(7.5)

where \(f = \alpha c c^{-1}E - ae\).

There are two cases for Newton's method but here we will just consider the case when the reduced Hessian is positive definite (and therefore has inverse).

Note that (7.5) is the upper left hand corner of

\[
\begin{pmatrix} f^T & \tilde{I} \\ 1 & 0 \end{pmatrix} A \begin{pmatrix} f & 1 \\ \tilde{I} & 0 \end{pmatrix}
\]

(7.6)

where \(0\) is a \(1 \times (n-r-1)\) row vector of zeros.

\(A\) is positive definite and,

\[
\begin{pmatrix} f & 1 \\ \tilde{I} & 0 \end{pmatrix}^{-1} = \begin{pmatrix} 0 & \tilde{I} \\ 1 & -f \end{pmatrix}.
\]

Let

\[
\begin{pmatrix} g_1 & g_2 \\ g_2^T & g_3 \end{pmatrix}
\]

be the inverse of \(A\) in (7.4). Then the inverse of (7.6) is: 
and the desired inverse is:

\[
\begin{pmatrix}
0 & 1 \\
1 & -\rho
\end{pmatrix}
\begin{pmatrix}
g_1 & g_2 \\
g_2 & G_3
\end{pmatrix}
\begin{pmatrix}
0 & 1 \\
1 & -\rho^T
\end{pmatrix}
= \begin{pmatrix}
G_3 & g_2 - G_3\rho^T \\
g_2^T - \rho G_3, g_1g_2^T - \rho (g_2 + \rho g_3^T)
\end{pmatrix}
\] (7.7)

8. **Subalgorithmic Strategies and Computations**

To determine the **subspace** in which the minimization should take place we used the following strategy.

At the beginning of each iteration, the algorithm computes the estimates of the Lagrange multipliers. If those for the binding inequality constraints are all non-negative, then the motion at iteration \(k\) is to be made in the linear **subspace** defined by the currently binding constraints, otherwise the inequality constraint with the least multiplier estimate is dropped from the list of those required to be binding during the iteration. A descent move in the resulting **subspace** is then attempted.

While minimizing \(f(x)\) along the search vector \(s_k\) defined by

\[
s_k = -B(\nabla^2 f) + (\nabla f),
\]

if before \(f(x)\) is minimized a constraint's boundary is encountered say at some point \(x^{k+1} = x^k + \alpha^k s_k\), we do not terminate the iteration, but we use the anti-zig-zagging strategy suggested by McCormick [23].
In [12], using classical Newton's method, $\alpha^k$ was found such that $f(x^k + \alpha^k s^k)$ is minimized along $s^k$. The iterative formula to find $\alpha^k$ is:

$$\alpha^{j+1} = \alpha^j - [h''(\alpha)]^{-1} h'(\alpha^j), \quad j=1,2,\ldots$$  

(8.1)

where

$$h(\alpha) = f(x^k + \alpha s^k), \quad \text{and } f \in C^2.$$

To ensure the convergence of the sequence generated by (8.1) lower and upper bounds are imposed on $\alpha$.

If at $j$th iteration the current bounds are $L^j$ and $U^j$ such that $L^j < \alpha^j < U^j$, then $\alpha^j$ is accepted and the bounds are updated as follows:

if $h'(\alpha^j) < 0$ then $L^{j+1} = \max(\alpha^j, L^j)$, $U^{j+1} = U^j$ and if $h'(\alpha^j) > 0$ then $U^{j+1} = \min(\alpha^j, U^j)$, $L^{j+1} = L^j$. 
9. **Statement of the Algorithms**

In this section a step by step presentation of both projection and Elimination algorithms are given

**Projection Algorithm**

**Step 1:** Find the set of binding constraints, and therefore the matrix $C$.

**Step 2:** Calculate $(CC^T)^{-1}$. In higher iterations, i.e. $k>1$, if a constraint is to be added or deleted from the set of binding constraints, update $(CC^T)^{-1}$ by (4.1) or (4.3).

**Step 3:** Find the Lagrange multipliers $w_k = (CC^T)^{-1}cv_f$.

**Step 4:** If all $w^k_f \geq 0$ for the inequality constraints, go to step 6, otherwise go to step 5.

**Step 5:** Delete the inequality constraint with the least multiplier from the set of binding constraints and update $(CC^T)^{-1}$.

**Step 6:** Calculate the estimate of the generalized inverse of the positive part of the projected Hessian.

**Step 7:** Calculate the search vector $s^k = -A^T(PVf(x))$, minimize $f(x)$ along $s^k$.

**Step 8:** If $|f(x^{k+1}) - f(x^k)| < \varepsilon$ stop. Otherwise go to step 1. $\varepsilon$ is a predefined small positive number.
Elimination Algorithm

Step 1: Determine the set of binding constraints, therefore the matrix C.

Step 2: Find the set of dependent variables and the matrix CD.

Step 3: Find $C_D^{-1}$. At the beginning of iteration $k$ where $k>1$, update $C_D^{-1}$ by (4.4) or (4.3) when a constraint becomes binding or a binding constraint leaves its boundary.

Step 4: Calculate the Lagrange multipliers

$$w^k = (C_D^{-T})\nabla_D f(x^k).$$

Step 5: If $w^k \geq 0$ for all the inequality constraints, go to step 7, otherwise go to step 6.

Step 6: Delete the inequality constraint with the least multiplier from the set of binding constraints. Update $(C_D^{-1})$.

Step 7: Calculate the generalized inverse of the estimated positive part of the reduced Hessian i.e., $A^* = B^T\nabla^2 f(x)B$

Step 8: Calculate $S^k = -B(A^*)(B^T\nabla f(x))$

Step 9: Minimize $f(x)$ along $S^k$.

Step 10: If $|f(x^{k+1}) - f(x^k)| < \varepsilon$ stop. Otherwise go to step 1.
10. **Comparison of the Algorithms and Conclusion**

From (3.3) it can be concluded that two different search vectors generated with two different null space matrices in the same subspace are equal. Therefore the search vectors generated by the two algorithms will be equal at many points. The only difference between the two algorithms might occur from the Lagrange multiplier estimates and that is because these estimates are not the same for the two algorithms. If the multiplier associated with one of the binding constraints is negative in one algorithm and not in another, or if the least negative multiplier in both algorithms is not associated with the same binding constraint, the space in which the search vector is to be generated will become different and this difference might cause changes in the number of iterations.

Another area of comparison is computational effort and efficiency which are defined in [33] as the time of execution and the number of gradient or function calls.

In [12] some test problems were solved. Although the number of function, gradient, Hessian and first and second directional derivative computations were the same, there was still a slight difference in execution time which for large scale problems or for problems with large numbers of iterations might become considerable and make the elimination algorithm more efficient than the projection algorithm.
Also an important point to note is that the primary concern of this work has been in the development of the numerical aspects of solving linearly constrained nonlinear programming problems. The algorithms presented are not "globally convergent" algorithms in that they cannot be expected, in general, to produce sequences whose points of accumulation are local minimizers. They are "locally convergent" algorithms, that is, if started near an isolated local minimizer which satisfies certain regularity conditions, they should produce points which converge to that isolated local minimizer. The rate of convergence will be "at least quadratic." The regularity assumptions are the usual ones: second order sufficiency conditions, linear independence of the binding constraint gradients, and the strict positivity of the generalized Lagrange multipliers associated with the binding inequality constraints.

The proof of this assertion for a similar algorithm associated with the more difficult nonlinearly constrained problem is contained in McCormick [22].

In order to obtain global convergence, some modifications have been suggested in [12] to obtain a sequence of points in a region where the Hessian of the objective function is positive semi-definite with respect to vectors in the nullspace of the derivative matrix of the active constraints.
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