I. INTRODUCTION

Topological and gauge fields, exemplified by Chern numbers, Berry phases, Zak phase, and Berry curvatures [1–3], are key concepts at the heart of many condensed-matter phenomena [4–6]. For solid-state systems, Bloch’s theorem introduces wave numbers $k$ belonging to a parameter space with the topology of a torus, the Brillouin zone, and a set of periodic wave functions depending parametrically on $k$ which offer natural settings for bundles and connections [7]. Recently, ultracold atomic systems have progressively and successfully confirmed their ability to mimic or emulate some paradigmatic phenomena of condensed-matter systems, in particular topological effects. Indeed one can now load independent or interacting bosons and/or fermions into two-dimensional, very well controlled, optical lattices [8–12] and one can generate carefully designed synthetic magnetic fields [13–16]. These advances pave the way to accurate cold atom experiments targeting topology-related effects such as defects [17], color superfluidity [18], momentum-space Berry curvatures [19], or quantum Hall states with strong effective magnetic fields [20–25].

Because of its remarkable low-energy electronic excitations, graphene has been the source of many key discoveries [26,27] which sparked a vivid research flow now reaching new territories as exemplified by ultracold atoms loaded in optical lattices [10,24,28–35]. In particular, the tight-binding model on the honeycomb lattice or equivalently on the brick wall lattice is well known to exhibit a Berry curvature in its optical lattices [10,24,28–35]. In particular, the tight-binding model on the honeycomb lattice or equivalently on the brick wall lattice is well known to exhibit a Berry curvature in its optical lattices [10,24,28–35]. In particular, the tight-binding model on the honeycomb lattice or equivalently on the brick wall lattice is well known to exhibit a Berry curvature in its optical lattices [10,24,28–35]. In particular, the tight-binding model on the honeycomb lattice or equivalently on the brick wall lattice is well known to exhibit a Berry curvature in its optical lattices [10,24,28–35]. In particular, the tight-binding model on the honeycomb lattice or equivalently on the brick wall lattice is well known to exhibit a Berry curvature in its optical lattices [10,24,28–35].

II. MODEL

A. Single-particle Hamiltonian and Berry curvature

We start with a general bipartite lattice structure with four nearest neighbors. Each primitive unit cell contains two lattice sites $A$ and $B$, as depicted in Fig. 1. The whole lattice structure can be generated by repeated translations of a unit cell along the Bravais primitive vectors

$$ a_1 = \hat{e}_x - \hat{e}_y \quad \text{and} \quad a_2 = \hat{e}_x + \hat{e}_y, $$

where we have assumed the spacing between two sites in the primitive unit cell is unity. Thereby, the scales for length, momentum, and Berry curvature are set to unity. The primitive
The displacements that move an atom from one site to the neighboring sites with amplitudes \( t_\nu \) while in (b) the hopping term \( \mu_\nu A \) and fulfills the relation \( \sum_{\nu} t_\nu = 0 \), the total number of hopping amplitudes. In the absence of interactions, the Hamiltonian in real space reads

\[
H_0 = -\sum_{\langle i,j \rangle} (t_{ij} b_i^\dagger b_j + t_{ij}^* b_j^\dagger b_i) - \mu_A \sum_{i \in A} n_i - \mu_B \sum_{j \in B} n_j,
\]

(4)

where \( t_{ij} \in \{t_1, t_2, t_3, t_4\} \), \( b_i \) is the operator annihilating one particle on lattice site \( i \), \( n_i = b_i^\dagger b_i \) is the atom number operator, and \( \mu_A \) and \( \mu_B \) are chemical potentials for sublattice \( A \) and \( B \), respectively. When all hopping amplitudes \( t_\nu \) are the same, Eq. (4) describes a standard square lattice. If \( t_4 = 0 \), the lattice becomes the brick wall lattice which is topologically equivalent to the honeycomb lattice. In this paper, all numerical results are obtained for the brick wall lattice, allowing a simpler comparison with the square lattice. Nevertheless, the properties obtained for the brick wall lattice (in particular, the topological ones) also hold for the honeycomb lattice; more precisely, some results, such as the phase diagram, are exactly the same and some results, such as the band structure and the Berry curvature, only differ in geometrical details. Using Fourier transform, we obtain the Hamiltonian in momentum space

\[
H_0 = \sum_k (b_k^\dagger A b_k^\dagger B) \left( \frac{\Delta}{\Gamma_k^* - \Delta} \right) (b_k^A b_k^B) - \mu N,
\]

(5)

where \( k \) is the Bloch wave vector, \( \Delta = -(\mu_A - \mu_B)/2 \), \( \mu = (\mu_A + \mu_B)/2 \), \( N = \sum_k (b_k^A b_k^A + b_k^B b_k^B) \) is the total number of particles, and \( \Gamma_k = -\sum_{\nu=1}^4 t_\nu e^{-ik\nu v} \). The Hamiltonian (5) has the eigenvalues

\[
\epsilon_\pm(k) = \pm \sqrt{\Delta^2 + |\Gamma_k|^2} - \mu,
\]

(6)

and eigenfunctions [37]

\[
|\psi_{k+}\rangle = \left( \frac{\cos \frac{\beta}{2} e^{i\phi/2}}{\sin \frac{\beta}{2}}, \frac{\sin \frac{\beta}{2} e^{-i\phi/2}}{\cos \frac{\beta}{2}} \right), \quad |\psi_{k-}\rangle = \left( -\sin \frac{\beta}{2} e^{-i\phi/2}, \frac{\cos \frac{\beta}{2} e^{i\phi/2}}{\sin \frac{\beta}{2}} \right),
\]

(7)

where \( \phi = -\arg \Gamma_k \) and \( \beta = \arcsin(|\Gamma_k|/\sqrt{\Delta^2 + |\Gamma_k|^2}) \). For \( \Delta = 0 \), the gap between the two energy bands closes at \( |\Gamma_k| = 0 \), and exhibit the so-called Dirac cone. To open a gap, one needs to imbalance the chemical potential between the \( A \) and \( B \) sites. In the following, we always consider the gapped case, i.e., \( \Delta \neq 0 \).

The Berry curvature for each band of the Hamiltonian (5) can be calculated as [37]

\[
\Omega_{\pm}(k) = \pm \frac{1}{2} \left( \frac{\partial \cos \beta}{\partial k_x} \frac{\partial \phi}{\partial k_y} - \frac{\partial \cos \beta}{\partial k_y} \frac{\partial \phi}{\partial k_x} \right).
\]

(8)

Expanding the Bloch wave vector \( k \) over the reciprocal primitive vectors, \( k = \alpha_1 b_1 + \alpha_2 b_2 \), we find the Berry curvature (8) can be written as follows:

\[
\Omega_{\pm}(k) = \pm \frac{1}{2} \frac{\Delta}{(\Delta^2 + |\Gamma_k|^2)^{1/2}} \left( |t_1 t_3 - t_2 t_4| \sin(2\pi \alpha_2) - |t_1 t_4 - t_3 t_2| \sin(2\pi \alpha_2) \right),
\]

(9)

where we have assumed real values for the hopping amplitudes. For the square lattice (\( \alpha_i = t \)), the Berry curvature is always zero, reflecting the presence of both the inversion and the time-reversal symmetry in the system. However, if one of the hopping amplitudes is different from the other three, for example \( t_4 \neq t_1, 2, 3 \), the symmetry under the exchange \( x \rightarrow -x \) is broken. As a consequence, the system can exhibit a nonvanishing Berry curvature. In this case, as the symmetry under the exchange \( y \rightarrow -y \) remains, \( \beta(k) \) and \( \phi(k) \) are even functions of \( k_y \). According to Eq. (8), one can easily see that the Berry curvature should be an odd function of \( k_y \), i.e., \( \Omega_{\pm}(k_x, k_y) = -\Omega_{\pm}(k_x, -k_y) \).

In Fig. 2, we give an example of the Berry curvature in the first Brillouin zone (BZ), i.e., for \( |\alpha_i| < 1/2 \), calculated.
from (9) for the imbalanced brick wall lattice, i.e., $t_{1,2,3} = t$, $t_4 = 0$, and $\Delta = 5t$. Due to the time-reversal symmetry, the Berry curvature has the usual property $\Omega_{\pm}(\mathbf{k}) = -\Omega_{\pm}(\mathbf{k})$ such that, for each band, the Chern number which is the surface integral of Berry curvature, $\gamma_\alpha = \int_{BZ} \Omega_{\pm}(\mathbf{k})$, is vanishing. This emphasizes that the bands are topologically trivial. Furthermore, due to the odd symmetry of the Berry curvature under the exchange $k_x \rightarrow -k_y$, it is also an even function of $k_x$, $\Omega_{\pm}(k_x, k_y) = \Omega_{\pm}(-k_x, k_y)$, as shown in Fig. 2: in the $(\alpha_1, \alpha_2)$ plane, the Berry curvature is symmetric with respect to the antidiagonal $(\alpha_1, \alpha_2) \rightarrow (-\alpha_2, -\alpha_1)$ and antisymmetric with respect to the diagonal $(\alpha_1, \alpha_2) \rightarrow (\alpha_2, \alpha_1)$.

B. Numerical methods

When the interaction on a site is taken into account, the system can be described by the Bose-Hubbard Hamiltonian

$$H = H_0 + \frac{U}{2} \sum_i n_i(n_i - 1),$$  \hspace{1cm} (10)

where $H_0$ is given by (4), and $U$ is the on-site interaction strength. This is the Hamiltonian we shall investigate in this study using two complementary methods that are described below:

1. Quantum Monte Carlo

The ground state of Hamiltonian (10) can be studied using the stochastic series expansion (SSE) quantum Monte Carlo method with operator-loop updates [39–41]. The SSE is a finite-temperature QMC algorithm based on importance sampling of the diagonal matrix elements of the density matrix $e^{-\beta H}$. There are no approximations beyond statistical errors. Using the operator-loop cluster update, the autocorrelation time for the system sizes we consider here is at most a few Monte Carlo sweeps for the entire range of parameter space explored. The simulations are carried out on finite lattices with $L^2$ sites for $L$ up to 32 at temperatures sufficiently low in order to resolve ground-state properties of this finite system [42]. Estimates of physical observables in the thermodynamic limit are obtained from simultaneous finite-size and finite-temperature extrapolation to the $L \rightarrow \infty$, $\beta \rightarrow \infty$ limit. We consider here the soft-core boson case which allows multiple occupation to occur (up to $n^{\text{max}} = 4$ bosons per lattice site are allowed in the present study). Periodic boundary conditions along the $x$ and $y$ axes have been used.

2. Mean field

A well known mean-field method to solve the Bose-Hubbard model is the Gutzwiller ansatz [46–49], where the ground-state wave function is assumed to be a tensor product of on-site wave functions:

$$\vert \Psi \rangle = \bigotimes_j \vert \psi_j \rangle \text{ where } \vert \psi_j \rangle = \sum_{n=0}^{N} f_{n,j} \vert n, j \rangle,$$  \hspace{1cm} (11)

where $\vert n, j \rangle$ represents the Fock state of $n$ atoms occupying the site $j$, $N$ is a cutoff in the maximum number of atoms per site, and $f_{n,j}$ is the probability amplitude of having the site $j$ occupied by $n$ atoms. For the ground-state property, such as the density, the mean-field calculations with a cutoff value $N = 4$ (i.e., the same as the QMC one), give exactly the same results as those in Figs. 3 and 4. However, during the dynamical evolution, Fock states having $n > 4$ could be slightly populated. Therefore, and because it is numerically quite cheap, we have used a cutoff value $N = 10$.

Minimizing the mean-field energy $\langle \Psi \vert H \vert \Psi \rangle$ over the amplitudes $f_{n,j}$ allows us to determine the mean-field ground-state properties as functions of the different parameters $(U, t, \mu_A, \mu_B)$. For instance, the superfluid phase corresponds to a nonvanishing value of the order parameter $\langle \Psi \vert b_i \vert \Psi \rangle$, whereas the Mott phase corresponds to a vanishing order parameter and the $\vert \psi_i \rangle$ are pure Fock states.

In addition, the preceding ansatz (11) can be extended to the time domain giving us access not only to the Bogoliubov excitations above the ground state, but also to the full mean-field evolution of the interacting wave function. More precisely, the time evolution is obtained by solving the following set of
The Bogoliubov excitations are obtained by expanding the amplitudes $f_{n,j}(\tau)$ around their ground-state values $f_{n,j}(0)$, namely,

$$
\frac{d}{d\tau} f_{n,j}(\tau) = \sum_{k} \left[ g_{n,j}^{(0)} + g_{n,j}(\tau) \right] e^{-i\omega_{n,j}\tau},
$$

where $\omega_{n,j}$ is the frequency of the ground-state evolution.

Assuming $|g_{n,j}(\tau)| \ll |f_{n,j}(0)|$ and keeping only the linear terms in the dynamical Eq. (12), one obtains the usual Bogoliubov equations:

$$
\frac{d}{d\tau} g(\tau) = \mathcal{L} g(\tau),
$$

where $g(\tau)$ is a shorthand notation for the vector $(\ldots, g_{0,j}, g_{1,j}, \ldots, g_{N,j}, \ldots)^T$ and $\mathcal{L}$ has the usual Bogoliubov structure:

$$
\mathcal{L} = \begin{pmatrix}
-A & B \\
-B^* & -A^*
\end{pmatrix}.
$$

$A$ and $B$ are complex matrices satisfying $A^T = A$ and $B^T = B$.

Due to the $U(1)$ invariance, the values of $f_{n,j}^{(0)}$ can be taken real. Furthermore, as we have observed (see below), the mean-field ground state does not break the translation invariance, such that the values $f_{n,j}^{(0)}$ are the same for all equivalent sites, namely, $f_{n,j}^{(0)} = A_n$ for all $A$ sites and $f_{n,j}^{(0)} = B_n$ for all $B$ sites. Because of translation invariance, the Bogoliubov Eq. (14) can be diagonalized in momentum space, taking into account the bipartite nature of the lattice.

$$
\begin{align*}
    g_{n,j}(\tau) &= \sum_{k} e^{i(k-A_{n,j})\tau} u_{k, A_n} + e^{-i(k-A_{n,j})\tau} u_{k, A_n}^*, \\
    g_{n,j}(\tau) &= \sum_{k} e^{i(k-B_{n,j})\tau} v_{k, B_n} + e^{-i(k-B_{n,j})\tau} v_{k, B_n}^*,
\end{align*}
$$

for $A$ sites and $B$ sites, respectively, leading to the following eigensystem:

$$
\omega_k \begin{pmatrix} u_k \\ v_k \end{pmatrix} = \mathcal{L}_k \begin{pmatrix} u_k \\ v_k \end{pmatrix},
$$

where $u_k = (u_{k, A_0}, \ldots, u_{k, A_N}, u_{k, B_0}, \ldots, u_{k, B_N})$ and $v_k = (v_{k, A_0}, \ldots, v_{k, A_N}, v_{k, B_0}, \ldots, v_{k, B_N})$. $\mathcal{L}_k$ has the same structure as $\mathcal{L}$, which leads to the usual property: if $(u, v)$ is an eigenstate for the energy $\omega$, then $(-v^*, u^*)$ is an eigenstate for the energy $-\omega^*$. Therefore one can focus on the eigenstates with positive skew norm only, i.e., such that $u^\dagger u - v^\dagger v = 1$. The ground state is stable if all these eigenstates have real and positive eigenenergies $\omega_k$.

### III. RESULTS

#### A. Phase diagram

Figure 3 shows the ground-state phase diagram for a honeycomb lattice ($t_4 = 0$) obtained from ansatz Eq. (11). Due to different chemical potentials between the $A$ and $B$ sites, the insulating lobes occur not only at $(n) = 0, 1, 2, \ldots$ but also at $(n) = 1/2, 3/2, \ldots$. We compare the mean-field result with QMC simulation in Fig. 4, where we plot the density per site as a function of total chemical potential $\mu = (\mu_A + \mu_B)/2$, fixing the hopping amplitude at $t/U = 0.03$, which corresponds to the white lines in Fig. 3. Very good agreement is found between the mean-field approach and QMC simulations, the error bars (not shown) being smaller than the symbols.

#### B. Excitations

The phase diagram in Fig. 3 itself is not a signature of the Berry curvature induced by the topology of the honeycomb lattice. Indeed, the Hubbard model on the square lattice (i.e., with a nonvanishing hopping parameter $t_4$) with the same imbalance $\mu_A - \mu_B$ exhibits a similar phase diagram, including the half-integer filling Mott phases. More generally, it is well known that, in the presence of a superlattice, Mott insulating phases can occur for fractional fillings [50–52]. Finally, since the ground state of the Hubbard model corresponds, roughly speaking, to $k = 0$, precisely where the Berry curvature $\Omega(k)$ vanishes, one does not expect a signature of the Berry curvature in the ground state itself and its impact has to be found in the excitation properties.

As explained above, within the mean-field approach, the Bogoliubov excitations are obtained from the diagonalization of $\mathcal{L}_k$, leading to a band structure for the Bogoliubov spectrum. For instance, in Fig. 5, we show the lowest excitation band for the brick wall lattice for two different phases, namely, the Mott phase ($\mu/U = 0$) and the superfluid phase ($\mu/U = 0.15$). The rest of the parameters are the same as in Fig. 4. As expected, the excitations are gapped in the Mott phase, whereas in the
superfluid phase, they are gapless and exhibit a linear behavior at small momenta.

In general the Bogoliubov bands are isolated allowing numerical computation [53] of the Berry curvature associated with each band, as shown in Fig. 6, for the two excitation bands of Fig. 5. One clearly sees that in both situations, the Berry curvature is nonvanishing, being maximum (in absolute value) along the antidiagonal, i.e., the $k_y$ axis, like in the noninteracting case. In addition, the time-reversal symmetry and the $y \to -y$ symmetry, like in the noninteracting case, imply that the Berry curvature is odd under both transformations $k \to -k$ and $k_y \to -k_y$ and that it is even under the transformation $k_x \to -k_x$. In both Fig. 6 and Fig. 5, these properties are clearly seen: (i) antisymmetric under inversion and with respect to the diagonal; and (ii) symmetric with respect to the antidiagonal.

Similarly, one could define a pseudo Berry curvature for the excitations obtained from QMC computations. However, the QMC does not provide direct access to the effective Hamiltonian governing the excitations, but only to the Green functions. One must note that, in the noninteracting case, the $2 \times 2$ structure of $H(k)$ and $G(k,\omega) = [\omega - H(k)]^{-1}$ give rise to the same mapping from the Brillouin zone to the surface of a Bloch sphere (the two angles $\beta$ and $\phi$), and thereby to the same Berry curvature. Hence, we believe that, in the interacting case, the mapping obtained from the $2 \times 2$ structure of the Green functions still allows us to define a proper Berry curvature that could be detected through a measure of the Berry phase accumulated adiabatically along a path in the Brillouin zone. For simplicity, we simply use the equal time Green function obtained from the QMC calculation. In $k$ space, they read

$$G(k) = \begin{pmatrix} G_{AA}(k) & G_{AB}(k) \\ G_{BA}(k) & G_{BB}(k) \end{pmatrix},$$

where $G_{LL}(k) = \langle b_{kl}^\dagger b_{kl} \rangle$. Since $G(k)$ is Hermitian, one can write $G(k) = g_0(k) I + g(k) \cdot \sigma$, where $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ are the Pauli matrices. Thereby, one can define the spherical angles $\beta_g(k)$ and $\phi_g(k)$, corresponding to the direction of $g(k)$, or equivalently, obtained from the diagonalization of $G(k)$.

FIG. 5. (Color online) Bogoliubov excitation spectrum $\omega(k)$. Parameters are the same as in Fig. 4. The top panel corresponds to the Mott Phase $\mu/U = 0$ and the bottom one to the superfluid phase $\mu/U = 0.15$. As expected, the excitations are gapped in the Mott phase, whereas in the superfluid phase, they are gapless and exhibit a linear behavior at small momenta.
similarly to diagonalizing \( H_0 \) [see Eqs. (5) and (7)]. From these two angles, one can define a pseudo Berry curvature:

\[
\Omega_{\text{p}}(k) = \frac{1}{2} \left( \frac{\partial \cos \beta_g}{\partial k_x} \frac{\partial \phi_g}{\partial k_y} - \frac{\partial \cos \beta_g}{\partial k_y} \frac{\partial \phi_g}{\partial k_x} \right). \tag{20}
\]

This curvature, being computed from the equal-time Green function, is not directly related to a genuine Berry phase that could be measured from the excitations of the system. As explained above, one would need to define a curvature from the real frequency Green function \( G(k, \omega) \). That entails computing the imaginary time Green function and subsequent analytic continuation to the real axis, which is well known to be a delicate task. Therefore, in order to emphasize the impact of the lattice topology on the excitations, we shall focus on the pseudo Berry curvature defined in Eq. (20). The results are shown in Fig. 7 corresponding to a ground state in the \( n = 1/2 \) Mott phase. For comparison, we also show the pseudo Berry curvature obtained in the same ground state but for the square lattice. In the latter case, the level of the fluctuations of the random pattern is of the order of the numerical accuracy of the QMC results. On the contrary, the curvature for the brick wall lattice is nonvanishing and is largest (in absolute value) around the same position as for the noninteracting case, i.e., around the location of the conical intersections. In addition, this pseudo Berry curvature has the same symmetry properties: \( \Omega_{\text{p}}(k) = -\Omega_{\text{p}}(-k) \) (time-reversal symmetry), odd under \( k_y \rightarrow -k_y \), and even under \( k_x \rightarrow -k_x \).

In the superfluid phase, the \( 2 \times 2 \) matrix is dominated by its diagonal elements and the resulting pseudo Berry curvature is smaller than the QMC accuracy.

**IV. ANOMALOUS HALL EFFECT**

Although the preceding analysis has shown that the impact of the Berry curvature can be found in the properties of the excitations, one can still raise the question whether it can be observed. It is well known that in this situation, the system is expected to exhibit an anomalous Hall effect (AHE)—a Hall effect without applying an external magnetic field—in the noninteracting case. In this section, we shall demonstrate that one can still observe the AHE in the presence of the interaction. However, the AHE can be observed only if the initial state is a wave packet well localized in real space. Indeed, if one starts with a pure Bloch state, the effect of a constant force only leads to Bloch oscillations, i.e., a periodic variation of the quasimomentum along the direction of the force, and the Berry curvature simply results in a modification of the phase accumulated along the path.

A simple way to prepare a wave packet is to start from the ground state in a harmonic trap, as depicted in Fig. 8: the atoms are well localized in space, still, the wave packet is also well localized in the Brillouin zone around \( \mathbf{k} = 0 \). The harmonic trap is such that the chemical potential at the center corresponds to the superfluid phase described in the previous section, i.e., \( \mu/U = 0.15 \) and \( t/U = 0.03 \). The site energy of the \( A \) sublattice is lower than that of the \( B \) sublattice, corresponding to \( \Delta/U = -0.15 \), resulting, in the present case, in a Mott-like state for the \( A \) site with a flat density at unit filling (see Fig. 8, top left). On the contrary, the filling of the \( B \) sublattice is low, such that the system is in a superfluid phase, with a smooth, Gaussian-like density (see Fig. 8, top right). In both cases, the density in the \( \mathbf{k} \) space is peaked at \( \mathbf{k} = 0 \).

**A. Bloch oscillations**

To simulate Bloch oscillations, starting from the wave packet, one abruptly removes the harmonic trap and adiabatically increases the linear potential along the \( y \) axis at time \( \tau = 0 \) mimicking the effect of an electric field \( E \) along the \( y \) axis. The evolution of the wave packet is obtained by solving the time-dependent equations for the mean-field amplitudes, Eq. (12). In \( \mathbf{k} \) space, this leads to a smooth evolution of the wave packet (with some broadening) along \( k_y \) (see Fig. 9).

This is emphasized in Fig. 10, where we have plotted the average value of \( k_y \) (within the \( B \) sublattice) as a function of time. After the adiabatic transition, the linear increase of...
The atomic density in the $A$ sublattice (respectively, $B$ sublattice) is displayed in the top left (respectively, top right) plot. The harmonic trap is such that the chemical potential at the center corresponds to the superfluid phase described in the previous section. Since the chemical potential $\mu_A$ is larger than $\mu_B$, i.e., $\Delta/\Delta U = -0.15$, the $A$ sites are in a Mott-like state with unit filling. On the contrary, the filling of the $B$ sublattice is low, such that the system is in a superfluid phase.

Densities in the $k$ space for both the sublattices are displayed in the bottom row and are found to be peaked around $k_x = 0$. $k_y$ with time is a clear signature of the Bloch oscillation. The AHE is demonstrated by the bottom plot in Fig. 10, where we show the displacement from the center of the trap of the wave packet along the $x$ axis, i.e., perpendicular to the applied force. One can clearly see the impact of the Berry curvature, in particular when comparing with a similar evolution but for the square lattice, for which there is no displacement. In addition, changing the sign of the linear potential (i.e., the direction of the applied force), results in changing the direction of the Bloch oscillations $k(\tau) \rightarrow -k(\tau)$ (i.e., changing the direction of the group velocity of the wave packet). Together with the fact that the Berry curvature is odd with respect to the change $k \rightarrow -k$, this results in a Hall displacement in the same direction along the $x$ axis, as depicted in Fig. 10: the two curves coincide with each other. Note that we have checked that this effect is independent of the exact location of the center of the trap. Finally, we have also verified that if the force is applied along the $x$ axis, no AHE is observed since the Berry curvature vanishes for $k_y = 0$.

### B. Shift of the trap center

The amplitude of the AHE discussed above is rather small. One way to get a larger (measurable) effect consists of shifting abruptly the center of the trap at $\tau = 0$ along the $y$ axis, such that the wave packet experiences a net force in that direction. Figure 11 shows the evolution of the expectation value of the center of the wave packet, i.e., $\langle r \rangle$, after a shift of the trap center by 20 lattice spacings in the $y$ direction. The plot corresponds to a total duration $\tau U = 100$. As one can see, not only does the wave packet evolve along the shifted center, but, at the same time, it moves along the transverse direction, i.e., the $x$ axis. Similarly to the Bloch oscillations, one has the following results: (i) nothing happens on the square lattice; (ii) nothing happens when the shift is along the $x$ axis where the Berry curvature always vanishes; and (iii) the displacement along
FIG. 10. (Color online) Bloch oscillations and AHE for a wave packet. The top plot shows the average value of \( k_y \) (within the \( B \) sublattice) as a function of time. After the adiabatic transition, the linear increase of \( k_y \) with time is a clear signature of the Bloch oscillation. The two curves, i.e., the continuous (black) line and the dashed (red) line with the circles, correspond to opposite directions of the effective electric field. The AHE is demonstrated by the bottom plot, where one plots the displacement from the center of the trap of the wave packet along the \( x \) axis, i.e., perpendicular to the applied force: the continuous (black) line with the squares and the dashed (red) line with the circles correspond to opposite directions of the effective electric field. For comparison, the corresponding displacement on a square lattice is also shown by the continuous (green) line with the diamonds.

\( x \) is in the same direction whether the trap center is shifted towards the \(+y\) or the \(−y\) direction.

FIG. 11. (Color online) Evolution of the average center of the wave packet, i.e., \( \langle r \rangle \), after a shift of the trap center by 20 lattice spacings in the \( y \) direction [continuous (black) line with the squares]. The plot corresponds to a total duration \( \tau U = 100 \). The wave packet clearly exhibits motion along the transverse direction, i.e., the \( x \) axis. Similarly to Bloch oscillations, one has the following results: (i) nothing happens on the square lattice [see the (green) line with the diamonds]; (ii) nothing happens when the shift is along the \( x \) axis where the Berry curvature always vanishes [see the (blue) line with the triangles]; and (iii) the displacement along \( x \) is in the same direction whether the trap center is shifted towards the \(+y\) or the \(−y\) direction [see the dashed (red) line with the circles].

V. CONCLUSION

In summary, we have shown that for bosons in the brick wall lattice, or equivalently, in the honeycomb lattice, with energy imbalance, the Berry curvature originally seen in the band structure, i.e., for the noninteracting system, is also present in the excitations above the ground state of the interacting system, in both the Mott-insulating phase and the superfluid phase. In addition, we have shown that one consequence of the Berry phase, the anomalous Hall effect, could be observed in dynamical experiments, such as Bloch oscillations.
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