Retina Blood Vessel Segmentation Using A U-Net Based Convolutional Neural Network
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Abstract

This paper applies deep learning techniques to the retinal blood vessels segmentations based on spectral fundus images. It presents a network and training strategy that relies on the data augmentation to use the available annotated samples more efficiently. Thus, the shape, size, and arteriovenous crossing types can be used to get the evidence about the numerous eye diseases. In addition, we apply deep learning based on U-Net convolutional network for real patients’ fundus images. As a result of this, we achieve high performance and its results are much better than the manual way of a skilled ophthalmologist.
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1. Introduction

Various eye diseases can be diagnosed through the characterization of the retinal blood vessels [1]. The characterization can be extracted by using proper imaging techniques and data analysis methods [2]. It was
commonly accepted that successful training of deep networks requires many thousand annotated training samples [3-5]. In this paper, we present a network and training strategy that relies on the data augmentation to use the available annotated samples more efficiently. The architecture is based U-Net convolutional neural network which won the ISBI cell tracking challenge 2015 in these categories [6]. Apart the imaging techniques, proper technologies have to be chosen for the data analysis in order to automate the diagnostics process. In case of eye examination, one of the important tasks is the retinal image segmentation. In the last two decades, a lot of algorithms for the retinal image segmentation have been proposed [7-9]. Most of them concentrate on the blood vessel segmentation, since proper characterization of the blood vessels plays significant role in different eye diseases diagnostics. The majority of the proposed algorithms are based on classical machine learning schemes where handcrafted feature extraction methods are used and trainable classifiers utilize handcrafted features to get the segmented image. The main limitation consists in the feature engineering which is a difficult, expensive and time-consuming process. Recent developments in artificial neural networks (ANNs) and deep learning provide an effective way for feature learning [10]. In the last decade, there have been a lot of publications about deep learning applications in the field of machine vision [11] and medical image analysis [12]. Recently numerous papers describing deep learning based approaches for the colorful retinal image segmentation [13-14] have been published, whereas there have been the significant number of developments in the field of hyperspectral image segmentation [15-19]. To the best of the author’s knowledge, this paper is the first work which studies application of the deep learning techniques for the retinal blood vessels segmentation using spectral fundus images. Thus, the shape, size, and arteriovenous crossing types can be used to get the evidence about the numerous eye diseases. In this paper, we apply deep learning based on U-Net convolutional network for real patients’ fundus images. As a result of this, we achieve high performance and its results are much better than the manual way of a skilled ophthalmologist.

This paper is organized as follows. Section 1 gives the introduction for the background, section 2 presents the proposed approach. The Experiments on the patients’ fundus images were displayed in section 3. Sections 4 concludes this paper. The first introduction section is organized as follows. Subsection 1.1 gives the background of eye structure and fundus image and utilization of the blood vessel characteristics for the eye diseases diagnostics. Subsection 1.2 describes the development and brief theoretical background of convolutional neural network, and a brief analysis of existing algorithms based on the deep learning and neural networks for the retinal image segmentation. Subsection 1.3 provides the description of U-Net convolutional neural network.

1.1. Eye Structure and fundus images

The eye is an organ of sight which typically has a spherical form and located in an orbital cavity. The human eye has a complicated structure which is presented in Fig. 1a. Usually three layers of the eyeball are distinguished: the outer fibrous layer, the middle vascular layer, and the inner nervous tissue layer [20] shown in Figure 1.

![Fig. 1. (a) Eye structure; (b) Fundus structure. [22]](image-url)
Eyes diseases include macular, hypertensive retinopathy, diabetic retinopathy and etc. Most of the retinal diseases are usually detected by identifying the size, shape and widen of vessels [23] in the manual way. Thus it will be helpful for diagnosis if we can get vessel diameter automatically.

1.2. Deep neural networks

Over the past few years major computer vision research efforts have concentrated on convolutional neural networks, commonly referred to ConvNets or CNNs. These research works have produced a better performance on a wide range of classification (e.g [24-25]) and regression (e.g [26-28]) tasks.

A typical neural network architecture is made of an input layer, $x$, an output layer, $y$, and a stack of multiple hidden layers, $h$, where each layer consists of multiple cells or units, as depicted in Figure 2. Usually, each hidden unit, $h_j$, receives input from all units at the previous layer and is defined as a weighted combination of the inputs followed by a nonlinearity according to

$$ h_j = F \left( b_j + \sum_i w_{ij} x_i \right) $$

where, $w_{ij}$, are the weights controlling the strength of the connections between the input units and the hidden unit, $b_j$ is a small bias of the hidden unit and $F (\cdot)$ is a certain saturating nonlinearity such as the sigmoid function.

Deep neural networks can be seen as a modern day instantiation of Rosenblatt’s perceptron [29] and multilayer perceptron [30]. For example, the figure as Fig. 2 was reproduced from [31].

![Illustration of a typical Neural Network architecture](image)

Fig. 2. Illustration of a typical Neural Network architecture [31].

Although, neural network models have been around for many years (i.e. since the 1960’s) they were not heavily used until more recently. There were a number of reasons for this delay. For example, a major contribution that allowed for a progress in the field of deep neural networks is layer-wise unsupervised pretraining, using Restricted Boltzman Machine (RBM) [32]. Restricted Boltzman Machines can be seen as two-layer neural networks where, in their restricted form, only feedforward connections are allowed. These are some shortcomings which limit the application of neural network models.

Convolutional networks (ConvNets) are a special type of neural network that are especially well adapted to computer vision applications because of their ability to hierarchically abstract representations with local operations. There are two key design ideas driving the success of convolutional architectures in computer vision. First, ConvNets take advantage of the 2D structure of images and the fact that pixels within a neighbourhood which are usually highly correlated. Further, ConvNet architectures rely on feature sharing and each channel (or output feature map) is thereby generated from convolution with the same filter at all locations. This important characteristic of ConvNets leads to an architecture that relies on far fewer parameters compared to standard Neural Networks. Second, ConvNets also introduce a pooling step that provides a degree of translation invariance making the architecture less affected by small variations in position. Notably, pooling also allows the network to
gradually see larger portions of the input. The increase in receptive field size (coupled with a decrease in the input’s resolution) allows the network to represent more abstract characteristics of the input as the network’s depth increase. For example, for the task of object recognition, it is advocated that ConvNets layers start by focusing on edges to parts of the object to finally cover the entire object at higher layers in the hierarchy. For example, Fig.3 was reproduced from [33].

Fig. 3. Illustration of the structure of a standard Convolutional Network [33].

### 1.3. Brief introduction of U-Net convolutional networks

The U-Net architecture consists of a contracting path to capture context and a symmetric expanding path that enables precise localization. The U-Net architecture can be trained end-to-end from very few images and outperforms most of the methods on the ISBI challenge for segmentation of neuronal structures in electron microscopic stacks.

Figure 4. U-net architecture [6]

U-net architecture is shown in Figure 4 (example for 32x32 pixels in the lowest resolution). Each blue box corresponds to a multi-channel feature map. The number of channels is denoted on the top of the box. The x-y-size is provided at the lower left edge of the box. White boxes represent copied feature maps and the arrows denote the different operations.
2. The proposed approach

This section is organized as follows. Subsection 2.1 gives the improved U-Net architecture. Subsection 2.2 describes the results of testing and predicting the standard database STARE by using the proposed approach.

2.1. Network architecture

The architecture of CNN used for the blood vessel segmentation of the fundus images is presented in Figure 5. It was derived from the U-Net network presented in Figure 4. The U-Net exhibits the encoder-decoder architecture where the decoder gradually recovers it. As a result, it produces a pixel-wise probability map instead of classifying an input image as a whole. The U-Net in opposition to other CNN architectures does not require a huge amount of training samples and can be effectively trained with only a few images. This was also in the case of the dataset considered in this study.

Compared to the original architecture, some important modifications were introduced in the CNN used in this work. First, the network was downscaled. Particularly, the depth of the network was reduced by removing two (out of five) levels of pooling/upsampling operations with the corresponding convolution. Additionally, the number of feature vectors at each level was halved. As a result, the number of filters varies from 32 at the input to 128 in the lowest resolution. The downscaling was performed since shallower architecture allowed to obtain equivalent results as the original U-Net, but the training became easier and its time was significantly reduced. The final number of layers and their configuration were selected via experimentation and were balanced between the training time and the accuracy of network. Additionally, dropout layers were introduced between the convolutional layers to improve the training performance.

2.2. Training and Prediction

The performance of this neural network is tested on the DRIVE database, and it achieves the best score in terms of area under the ROC curve in comparison to the other methods published so far. Also on the STARE datasets, this method reports one of the best performances.

Before training, the 20 images of the DRIVE training datasets are pre-processed with the following transformations:

- Gray-scale conversion
- Standardization
- Contrast-limited adaptive histogram equalization (CLAHE)
- Gamma adjustment

The proposed U-Net based network was trained using patches of a size 32*32 pixels. This patch size provided the best accuracy of pixel classification by CNN. Each patch is obtained by randomly selecting its center inside the full image. Also the patches partially or completely outside the Field Of View (FOV) are selected, in this way the neural network learns how to discriminate the FOV border from blood vessels.

A set of 190,000 patches is obtained by randomly extracting 9,500 patches in each of the 20 DRIVE training images. Although the patches overlap, i.e. different patches may contain same part of the original images, no further data augmentation is performed. The first 90% of the dataset is used for training (171,000 patches), while the last 10% is used for validation (19,000 patches).
The loss function is the cross-entropy and the stochastic gradient descent is employed for optimization. The activation function after each convolutional layer is the Rectifier Linear Unit (ReLU), and a dropout of 0.2 is used between two consecutive convolutional layers shown in Figure 5.

Training is performed for 150 epochs, with a mini-batch size of 32 patches. Using a GeForce GTX TITAN GPU, the training lasts for about 20 hours.

Fig. 5 The architecture of the proposed CNN network.

Fig. 6. Preprocessed original images.
Fig. 7. All predictions.

Fig. 8. Original ground-truth prediction (1).

Fig. 9. Original ground-truth prediction (2).

Fig. 10. Original ground-truth prediction (3).
From images above shown in Fig. 7 to Fig. 11, it is not hard to find that both manual and convolutional neural network perform well. But the manual vessel is required for high skills and patience while the network just needs proper architecture and parameters. In Figure 6, it shows the original images were processed by the four steps. In Figure 7, we can see all the predictions about the Figure 6. It is with very clear vision and high contrast. In Figure 8-11, it is obvious to find that there is a little difference between the manual results and neural network’s predictions. More results are shown in Table 1 and Table 2.

Table 1. AUC ROC of STARE images

<table>
<thead>
<tr>
<th>STARE image</th>
<th>AUC</th>
<th>STARE image</th>
<th>AUC</th>
<th>STARE image</th>
<th>AUC</th>
<th>STARE image</th>
<th>AUC</th>
<th>STARE image</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>im0239.ppm</td>
<td>.9751</td>
<td>im0003.ppm</td>
<td>.9856</td>
<td>im0081.ppm</td>
<td>.9930</td>
<td>im0044.ppm</td>
<td>.9883</td>
<td></td>
<td></td>
</tr>
<tr>
<td>im0324.ppm</td>
<td>.9661</td>
<td>im0319.ppm</td>
<td>.9702</td>
<td>im0291.ppm</td>
<td>.9635</td>
<td>im0001.ppm</td>
<td>.9709</td>
<td></td>
<td></td>
</tr>
<tr>
<td>im0139.ppm</td>
<td>.9845</td>
<td>im0163.ppm</td>
<td>.9952</td>
<td>im0005.ppm</td>
<td>.9703</td>
<td>im0002.ppm</td>
<td>.9588</td>
<td></td>
<td></td>
</tr>
<tr>
<td>im0082.ppm</td>
<td>.9929</td>
<td>im0077.ppm</td>
<td>.9925</td>
<td>im0235.ppm</td>
<td>.9912</td>
<td>im0236.ppm</td>
<td>.9893</td>
<td></td>
<td></td>
</tr>
<tr>
<td>im0240.ppm</td>
<td>.9832</td>
<td>im0162.ppm</td>
<td>.9913</td>
<td>im0004.ppm</td>
<td>.9732</td>
<td>im0255.ppm</td>
<td>.9819</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. AUC ROC comparison of different methods

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC ROC on DRIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soares et al [34]</td>
<td>.9614</td>
</tr>
<tr>
<td>Azzopardi et al. [35]</td>
<td>.9614</td>
</tr>
<tr>
<td>Osareh et al [36]</td>
<td>.9650</td>
</tr>
<tr>
<td>Roychowdhury et al. [37]</td>
<td>.9670</td>
</tr>
<tr>
<td>Fraz et al. [38]</td>
<td>.9747</td>
</tr>
<tr>
<td>Qiaoliang et al. [39]</td>
<td>.9738</td>
</tr>
<tr>
<td>Melinscak et al. [40]</td>
<td>.9749</td>
</tr>
<tr>
<td>Liskowski et al [41]</td>
<td>.9790</td>
</tr>
<tr>
<td>this method</td>
<td>.9790</td>
</tr>
</tbody>
</table>

3. The Experiments on the patients fundus images

For section 2, we can see that what we have proposed has been applied for the practical medical research or the practical medical treatment will make real sense. Therefore, it is necessary to test accuracy in real fundus photographed by a skilled ophthalmologist as a comparison.
3.1. Pre-processing and vessel segmentation

We use Python3.6 to transfer RGB images to gray images shown in Fig. 12. Then Image in Fig12. (b) is processed by contrast-limited adaptive histogram equalization (CLAHE) and gamma adjustment. The results are shown in Figure 13 and Figure 14.

![Fig.12 (a) Original RGB image. (b) Gray image.](image1)

![Fig.13 (a) Original grey image. (b) Grey image.](image2)

![Fig.14 Vessel segmentation.](image3)

4. Conclusion

In this paper, a new convolutional network architecture was proposed for retinal image vessel segmentation. It achieved a better outcome in the DRIVE database and performed better than a skilled ophthalmologist. From Table 2 and comparing to the different methods for image vessel segmentation, the accuracy of the proposed method in this paper on DRIVE is 0.9790. That is to say that our method is on the top of these compared methods.
While in the practical fundus images, the results is not as good as DRIVE database. The reason is that the images photographed by ophthalmologist would have some noises. If the preprocessing to remove the noise is performed based on the raw images, we could guarantee the results could be much better.
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