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ABSTRACT

Twenty years (1996–2015) of satellite observations were used to study the climatology and trends of oceanic

winds and waves in the Arctic Ocean in the summer season (August–September). The Atlantic-side seas,

exposed to the open ocean, host more energetic waves than those on the Pacific side. Trend analysis shows a

clear spatial (regional) and temporal (interannual) variability in wave height and wind speed. Waves in the

Chukchi Sea, Beaufort Sea (near the northern Alaska), and Laptev Sea have been increasing at a rate of 0.1–

0.3m decade21, found to be statistically significant at the 90% level. The trend of waves in the Greenland and

Barents Seas, on the contrary, is weak and not statistically significant. In the Barents andKara Seas, winds and

waves initially increased between 1996 and 2006 and later decreased. Large-scale atmospheric circulations

such as the Arctic Oscillation and Arctic dipole anomaly have a clear impact on the variation of winds and

waves in the Atlantic sector. Comparison between altimeter observations and ERA-Interim shows that the

reanalysis winds are on average 1.6m s21 lower in the Arctic Ocean, which translates to a low bias of sig-

nificant wave height (20.27m) in the reanalysis wave data.

1. Introduction

The Arctic sea ice, as an early signal of global climate

change (e.g., Walsh 1991), has continuously declined

over the modern satellite era. The downward trend of

the Arctic sea ice extent is deemed to have been

accelerated significantly since the last decade as a result

of the complicated feedback mechanisms between

thermodynamic and dynamic processes in the Arctic

(Stroeve et al. 2012; Serreze and Stroeve 2015). Not only

is the ice cover retreating rapidly, but the ice thickness is

also severely reduced, featuring a gradual transition

from perennial multiyear ice to first-year ice (Maslanik

et al. 2007). In the meantime, earlier onset of summer

melt together with a delay of autumn reformation is

also reported, leading up to an intensified shortening of

ice persistence (Frey et al. 2015). Since 2007, a series

of extreme September ice extent minima have been
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reported, and the lowest ever recordedminimumof 3.393
106km2, occurring in 2012, only amounted to 54% of the

1981–2010 average minimum.

The impact of such extensive loss of the Arctic ice on

the atmospheric and oceanic systems is very significant.

In the context of ocean surface waves, the most intui-

tive influence is that it enlarges the open-water area

and consequently increases the effective fetch (e.g.,

Thomson and Rogers 2014). Combined with favoring

atmospheric conditions, energetic wave events may

be expected to emerge more frequently in the Arctic

marginal ice zones (MIZs). When propagating through

sea ice and ice floes, waves experience a series of

scatter and dissipation events by the heterogeneous ice

terrain, and as a result high-frequency components of

wave spectra can be totally reflected or dissipated in

MIZs (Squire et al. 1995, 2009). However, as demon-

strated in Collins et al. (2015), energetic swells have the

potential to break up an ice shield with thickness of 0.5–

0.6m in a rather short time through mechanical strain

and then propagate uninhibitedly. This wave-induced

open area in MIZs allows additional wave growth

and more solar heating of the upper ocean because of

the so-called ice-albedo feedback (Perovich et al.

2007), which in turn accelerates the ice melt. Although

this positive ice–wave feedback has not been quantified

yet, it would exacerbate ice retreating and to some

extent intensify the advent of a seasonally ice-free Arctic

(Wang and Overland 2012; Thomson and Rogers 2014).

The simulated rate of the Arctic sea ice retreat by the

current climate models is generally slower than the

observed one (Jeffries et al. 2013), indicating param-

eterizations of important processes such as wave–ice

interaction should be included. Furthermore, as a

link between the atmospheric boundary layer and the

upper ocean mixed layer, the emerging ocean waves

also play a crucial role in the momentum, energy,

mass, heat, and gas exchange across the air–sea in-

terface. We refer the reader to Babanin (2011, ch. 9)

and Cavaleri et al. (2012) for a detailed discussion on

this topic. Other wave-related impacts in the Arctic

include the acceleration in coastal erosion rate due to

the enhanced wave action on thawing and vulnerable

shorelines (Overeem et al. 2011; Jeffries et al. 2013) and

the safety threats to the increasing offshore activities

and Arctic shipping (Smith and Stephenson 2013). All

these issues provide strong motivation to characterize

the wave climate in the Arctic Ocean over the past sev-

eral decades.

Studies on the Arctic ice extent/area climate have

been continuously reported in the literature (e.g.,

Parkinson et al. 1999; Comiso and Nishio 2008). In

contrast, the wave climate in the Arctic Ocean has been

less investigated and only waves in a few subregions of

theArctic Ocean have been studied, based on altimeter

observations (Francis et al. 2011) and wave hindcasts

and/or reanalyses (Semedo et al. 2015; Wang et al.

2015; Thomson et al. 2016). All of these data sources

have their strengths and weaknesses (e.g., Gulev and

Grigorieva 2006; Zieger 2010). Compared to the re-

analyses, altimeter observations are relatively sparse

but provide a homogeneous and accurate description

of the sea state in the past approximately three de-

cades, while the limitation of the reanalyses is that

their performance strongly depends on the state-of-

the-art models and the quality of external forcing such

as bathymetry, wind fields, and sea ice cover. The

wave–ice interaction is not clearly understood and is

oversimplified in the present third-generation (3G)

wave models (e.g., Tolman 2003; Dobrynin et al.

2014; Rogers and Zieger 2014). Hence, wave height

simulated by wave models in the Arctic MIZs should

be interpreted with caution. Zieger et al. (2013) and

Babanin et al. (2014) initially studied the wave climate

in the Arctic Ocean as observed by satellite altimeters.

Here we present a more detailed and comprehensive

analysis of the wave climate and its trends in the entire

Arctic basin-scale over the past two decades (1996–

2015). Recently Stopa et al. (2016b) also carried out a

study on the wave climate in the Arctic on the basis

of a wave hindcast and altimeter measurements, fo-

cusing on the seasonality and trends of the sea state.

Since winds are the driving force of ocean surface

waves, we also included the wind climate in the Arctic

Ocean as observed by satellite altimetry. Altimeters

estimate wind speed from backscatter, which is related

to the mean square slope of the sea surface (Chelton

et al. 2001).

This paper is organized as follows. Section 2 details all

the data used in this study and the relevant analysis

methods. Section 3 presents our main results for wind

and wave climate and their trends in the Arctic Ocean,

as well as analyses of their interannual and regional

variability. To assess the regional variability of wind and

wave climate, we adopted the regional masks developed

by Parkinson et al. (1999) and Meier et al. (2007), which

divided the Arctic Ocean into selected subregions: the

Beaufort Sea, Chukchi Sea, East Siberian Sea, Laptev

Sea, Kara Sea, Barents Sea, Greenland Sea, and Baffin

Bay (Fig. 1). The discussion in section 4 compares our

measurements with one widely used reanalysis dataset,

and explains its possible limitations. Impacts of the

large-scale atmospheric circulations, including the Arc-

tic Oscillation and Arctic dipole anomaly, on changes of

winds andwaves are also investigated in this section with

an attempt to explain the abrupt decrease in extreme
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wave height and wind speed in the Barents Sea in the

summer of 2011. Section 5 summarizes the main con-

clusions of the paper.

2. Data and methods

a. Altimeter database

Radar altimeters onboard satellites are capable of

providing high-quality ocean surface wave (Hs) mea-

surements and reasonable wind (U10) observations.

Because of their good global coverage and long dura-

tion, these observations have been extensively used in

the literature, including studies on wave and wind cli-

mate (e.g., Young et al. 2011), calibration and validation

of numerical wave models (e.g., Ardhuin et al. 2010;

Stopa et al. 2016a; Zieger et al. 2015), and intercompar-

ison of meteorological reanalyses (e.g., Caires et al. 2004;

Stopa and Cheung 2014). For the detailed techniques of

satellite altimetry, the reader is referred to Chelton et al.

(2001). In general, the noisy returned radar signals from

the rough ocean surface are averaged into 1-Hz records

for practical applications, which normally characterize

the oceanographic parameters over footprints ranging

from 1 to 10 km. For a specific satellite mission, the real

extent of its global coverage is defined by its orbital

parameters. In this regard, the coverage of altimeters

operated by NASA and the Centre National d’Études
Spatiales (CNES; i.e., TOPEX and Jason-1/2) resolves

less than 668N/S, while altimeters launched by the

European Space Agency cover up to ;828 [i.e., Euro-
pean Remote-Sensing Satellites 1 and 2 (ERS-1/2) and

Envisat] or even higher (888 for CryoSat-2). Measure-

ments from three missions, namely ERS-2,1 Envisat, and

CryoSat-2 over the past two decades (1996–2015) are

used in our study to investigate wave and wind cli-

mate in the Arctic Ocean (Table 1). Because of the

seasonal variability of the Arctic ice extent, waves

present in this specific region experience a dramatic

change in fetch toward the end of summer (Thomson

and Rogers 2014). Only two boreal summer months

(August and September) are taken into account in this

study, during which the maximum open-ocean area and

thus wave fetch are expected (e.g., Comiso and Nishio

2008; Wang et al. 2015). We further merged the altimeter

observations of these two calendar months and regarded

the finally obtained results as a proxy for the whole

summer season.

Altimeter measurements are not free of errors and

data ‘‘spikes’’ (outliers) among them should be carefully

discerned and eliminated before further research. The

fully calibrated and validated multiplatform altimeter

database described in Zieger et al. (2009) is extended for

this study. The original 1-Hz measurements from each

altimeter mission are first checked by a three-pass

quality-control process and then calibrated and vali-

dated by quasi-simultaneous measurements from in situ

buoys and other altimeter platforms. Table 1 summa-

rizes the calibrations ofHs and U10 we adopted for each

mission. The processed wave height (Hs) and wind speed

(U10) generally have a root-mean-square error (RMSE)

within 0.2m and 1.3m s21, respectively [see Table 4 of

Zieger et al. (2009)]. Although the calibration and val-

idation of altimeter measurements (Hs and U10) were

mostly undertaken in low and middle latitudes, obser-

vations in high-latitude zones are expected to be of the

same quality level. As demonstrated in Francis et al.

(2011), Envisat-estimated wave heights exhibit a very

strong correlation (0.96) with their offshore in situ

measurements in the southeastern Chukchi Sea. To

further validate our altimeter data, we compared them

against records from four buoys (red circles in Fig. 1) in

the Chukchi Sea. These in situ data were sourced from

the National Data Buoy Center (NDBC; http://www.

ndbc.noaa.gov) and are only available in summer sea-

sons since 2012. Applications of these high-latitude

stations can also be seen in Bernier et al. (2016),

Francis et al. (2016, manuscript submitted to J. Geophys.

TABLE 1. Altimeter data and calibration used in this study. The asterisk refers to the calibrated value of wave heightHs and wind speed

U10. Wind speed was derived from the Abdalla (2012) wind model, a transfer function of radar backscatter f(s0), with specific offset soffset
0

applied to minimize the RMSE between altimeter estimated U10 and in situ buoy measurements [see Zieger et al. (2009) for

methodology].

Altimeter Year (Aug 1 Sep) Hs calibration soffset
0 U10 calibration

ERS-2 1996–99 Hs*5 1:0763Hs 1 0:042 10.075 dB U10* 5 1:0433 f (s0 1soffset
0 )2 0:071

— 2000 — — U10* 5 0:9803 f (s0 1soffset
0 )2 0:119

— 2001–02 — — U10* 5 0:9723 f (s0 1soffset
0 )2 0:036

Envisat 2002–11 Hs*5 0:9813Hs 1 0:132 20.086 dB U10* 5 1:0263 f (s0 1soffset
0 )2 0:232

CryoSat-2 2010–15 Hs*5 0:9493Hs 2 0:004 20.008 dB U10* 5 1:0503 f (s0 1soffset
0 )2 0:369

1 In June 2003, ERS-2’s onboard tape recorder experienced a

number of failures and consequently limited its coverage in the

North Atlantic. Therefore we only used ERS-2 data before 2003.
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Res.), and Stopa et al. (2016b). Figure 2 presents the

collocated altimeter-buoy data, for which only col-

locations within 50-km radius and 1-h temporal

separation were considered. A total of 56 (134)

sample points were obtained for Hs (U10) measure-

ments, yielding a correlation coefficient of 0.95 (0.93)

and an RMSE of 0.25m (1.15m s21), which prove that

the performance of altimeter data in the Arctic is as

good as what we have seen in other geographical

basins.

b. Sea ice classification

Figure 3 presents Envisat observations in the Arctic

Ocean for (top) March and (bottom) September 2007,

including (left) the meanHs and (right) the number of

valid 1-Hz altimeter samples for each 18 3 18 bin. Data

were filtered by the standard ice flag within altimeter

data records and the three-pass quality control pro-

cedure detailed in Zieger et al. (2009). In September

2007 (Fig. 3, bottom), the Beaufort Sea, the western

Laptev Sea, and the Fram Strait were covered by sea

ice (see Fig. 4, bottom, for the distribution of sea ice

extent in this month), resulting in the very few sample

points by altimeter in these regions. Inspection of

March 2007 (Fig. 3, top), however, shows that con-

siderable wave observations were available in the

northern part of the Chukchi and Laptev Seas. This is

an unexpected behavior because apart from the North

Atlantic sector, the Arctic Ocean should be covered

by ice in March as this is the end of winter and features

the maximum sea ice extent of that same year (e.g.,

Comiso and Nishio 2008; Maslanik et al. 2011). As in

Babanin et al. (2014), we attribute these ‘‘unrealistic’’

waves to errors of measurements, interpretation, or

FIG. 2. Comparison between altimeter measurements and buoy observations: (left) wave height Hs and

(right) wind speed U10. Collocated measurements are considered within 50-km radius and 1-h temporal sep-

aration. The solid line represents the reduced-major-axis (RMA) fit and the dashed line is the 1:1 line. Error

statistics for scatter index (SI), correlation coefficient r, bias b, RMSE «, and number N of sample points are

given in the inset, with outliers Nout (detected by robust regression) labeled with gray crosses. The term «*

signifies the RMSE after the RMA correction. For the technical details, please refer to Zieger et al. (2009) and

Liu et al. (2016).

FIG. 1. Subregions of the Arctic Ocean used for regional analysis

as defined by Parkinson et al. (1999) andMeier et al. (2007) and the

four NDBC buoys (red open circles) used for validation of altim-

eter Hs and U10 measurements.
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data processing. Another likely cause is the spatio-

temporal variability of ice cover. Altimeters might

occasionally encounter open water within their foot-

prints (e.g., leads and polynyas) and report the in-

stantaneous wave heights, which are necessarily low

because of the very limited fetches. In any case, these

spurious waves, if not excluded, would bias our final

statistics and climatology. This also suggests that the

standard ice flag is not accurate enough and necessitates

a reliable algorithm to identify sea ice occurrence. The

selected algorithm should be versatile and applicable to

various missions.

Envisat was equipped with various remote sens-

ing instruments, including a dual-frequency radar

altimeter and a dual-channel microwave radiometer.

Tran et al. (2009) developed a well-tested three-

parameter (i.e., the Ku-band radar backscatter, the dif-

ference and average of the dual-channel brightness

temperatures) classifier to map sea ice from altimeter

measurements. Instruments such as the dual-channel

radiometer are, however, not available on all altimeter

platforms. Hence, we adopted a universal algorithm

that depends on altimeter backscatter only. Because

of the heterogeneous nature of sea ice (e.g., leads,

cracks, and ripples), individual altimeter waveforms

exhibit a greater variability than those from the open

water. Following Laxon (1990) and Rinne and Skourup

(2012) a threshold value for the standard deviation of

Ku-band backscatter was used to detect waveforms over

sea ice. For the threshold a value of 0.2 dB was found to

provide optimal results in comparison to the three-

parameter classifier proposed by Tran et al. (2009).

The validation of the one-parameter classifier against

the three-parameter one was performed for the entire

Envisat data (cycles 6–113). Individual Envisat data

records (1Hz) that were identified as sea ice were

counted and compared. These two mapping algorithms

showed, on average, a 92.4% agreement. Figure 4

shows the comparison of sea ice maps for two Envisat

cycles 25 (March 2004; Fig. 4, top) and 61 (September

2007; Fig. 4, bottom). The one-parameter classifier

(Fig. 4, right) is in both instances able to reproduce the

sea ice extent obtained from the three-parameter map-

ping algorithm (Fig. 4, left). The marginal differences

between the two algorithms mainly appear in MIZs,

suggesting that wave statistics in the MIZs obtained with

the one-parameter approach should also be interpreted

with caution. The threshold value of 0.2dB for the stan-

dard deviation of Ku-band radar backscatter was applied

to all altimeter missions used in this study.

c. Averaging area

Because of the nadir-pointing geometry and the nar-

row swath of satellite altimetry, the 1-Hz altimeter re-

cords should be resampled into larger bins for climate

research (e.g., Young 1994; Hemer et al. 2010; Young

et al. 2011). In the global basin, the widely used bin size

is 18 3 18 and 28 3 28 (e.g., Vinoth and Young 2011). The

number of altimeter transects traversing each bin de-

pends on the size and the latitude of the bin in question.

Zieger et al. (2014) analyzed ground-track patterns of

various altimeters and found that a 28 3 28 bin contains

samples from 10 to 14 daymonth21 in midlatitudes in

1995, when two altimeters were operated simulta-

neously. A higher sampling rate is expected at high

latitudes due to the orbit configuration. In the Arctic, an

equal-spaced Cartesian grid is a better choice than a

uniform spherical grid because the meridians converge

at the North Pole. We thus remapped altimeter data

onto a Cartesian grid using a north polar stereographic

projection. Two different bin sizes (i.e., 753 75km2 and

200 3 200 km2, hereinafter G75 and G200) are illus-

trated in Fig. 5, showing the mean Hs and sampling rate

provided by Envisat from August to September 2007.

Using larger bin size moderates the mean sea state and

enlarges the sampling frequency (Figs. 5c,d vs Figs. 5a,b),

FIG. 3. Envisat observations in the Arctic Ocean binned to 18 3 18
for (top) March and (bottom) September 2007. Color shades

show (left) mean significant wave height (m) and (right) the

corresponding number of records that make up the average. The

standard ice flags within the altimeter data records and the three-

pass quality control procedure in Zieger et al. (2009) were used to

eliminate invalid records.
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leading to a more smooth and realistic wave field.

The streaklike patterns present in the G75 bins (Fig. 5a;

see also Fig. 3), as a signature of altimeter ground tracks,

become negligible in the G200 bins (Fig. 5c). Each G75

bin contains observations from 10 to 20 days in the two

summer months (Fig. 5b), while 20–40 observing days or

higher can be founded in the G200 bins (Fig. 5d). The

latter is comparable to the sampling rate reported by

Zieger et al. (2014), which is capable of reproducing

buoy-estimated climatological mean values. Based on

these results, we selected a bin size of 2003 200 km2 for

further analysis. It is worth noting that the adoption of a

larger bin size would result in unrealistic statistics in the

proximity of coastlines and small islands. As shown in

Figs. 5c and 5d, the G200 bins spread across Novaya

Zemlya archipelago in between the Kara Sea and the

Barents Sea, the Canadian Arctic Archipelago around

Baffin Bay, and so forth. In view of the unreliability of

the coastal performance of altimeters, the sea states

around these poorly resolved islands are not of practical

interest here.

d. Trend estimation

All valid altimeter records from 1996 to 2015 were

binned to 200 3 200km2 bins and mean as well as 90th

and 99th percentiles were computed from the data. The

‘‘Type M’’ method described in Tuomi et al. (2011) is

applied to calculate all the statistics from the ice-free

altimeter records. It should be remembered that because

of the limitation of the altimeter sampling patterns, the

90th and 99th percentileU10 andHs values estimated by

altimeters might be biased low compared to buoy mea-

surements. To test for significance of the trend the

Mann–Kendall test (MKT) was selected. The MKT is a

nonparametric test of randomness against trend (Mann

1945; Kendall 1955) and is robust against outliers and

missing values. It is particularly well suited for assessing

the trend in short/noisy time series (e.g., our 20-yr sta-

tistics). It has been extensively applied in hydrology

(e.g., Hirsch et al. 1982), and in the context of oceanic

wind and wave climate it was used in a number of studies

(e.g., Wang and Swail 2001; Young et al. 2011; Zieger

et al. 2014; Stopa and Cheung 2014). Frey et al. (2015)

applied the MKT to identify trend in sea ice persis-

tence in the Bering, Chukchi, and Beaufort Seas. The

Sen estimator (Sen 1968) is used to calculate the

magnitude of trend from yearly statistics. Autocorre-

lation in time can influence the level of significance in

the test and bias the test statistic of the MKT. To ex-

clude the effect of autocorrelation in time the variance

of the Mann–Kendall statistic was corrected based on

the method presented in Hamed and Rao (1998). Each

trend was tested for statistical significance at the

90% level.

FIG. 4. Sea ice maps for (top) Envisat cycle 25 (8 Mar–12 Apr

2004) and (bottom) cycle 61 (20 Aug–24 Sep 2007) based on (left)

the three-parameter classifier (Tran et al. 2009) and (right) the one-

parameter classifier. Color codes for (left) dark blue is vague, light

blue is open water, yellow is first-year ice, orange is wet ice, and

brown is multiyear ice. In (right), light blue indicates open water

and yellow is ice. Altimeter data were binned into a 75 km 3
75 km grid.

FIG. 5. (a),(c) The mean wave height and (b),(d) the sampling

days given by the Envisat altimeter in the Arctic area from August

through September 2007 for different cell sizes: (top) 75 3 75 km2

and (bottom) 200 3 200 km2.
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e. Additional data

The sea ice age data (Tschudi et al. 2015) archived at

U.S. National Snow and Ice Data Center (NSIDC;

http://nsidc.org/) was used to show the change of ice

extent in summer (August and September) over the past

two decades. Both the temporal resolution and spatial

resolution of this dataset are higher compared to the

binned altimeter data. The sea ice archive contains

weekly estimates of sea ice type (including first-year ice

and multiyear ice) for the Arctic Ocean and is based on

remotely sensed data of sea ice motion and sea ice ex-

tent. The data are stored on a 12.5-km Northern

Hemisphere Equal-Area Scalable Earth Grid (Brodzik

et al. 2012) and are available for the period from No-

vember 1978 to December 2012. Maslanik et al. (2007,

2011) contains a detailed description of this dataset.

Two reanalysis datasets, namelyERA-Interim (Dee et al.

2011) and theNCEP–NCARreanalysis (Kalnay et al. 1996)

were used to compare and confirm our results (see section

4). The Arctic Oscillation index from the U.S. National

Centers for Environmental Information (NCEI) and the

Arctic dipole index from Overland et al. (2012) were used

to study correlations between large-scale atmospheric

modes and the variability of oceanic winds and waves.

3. Results

a. Climate over the past two decades

1) WIND SPEED

The climatology by means of average and 90th and

99th percentiles of summer wind speed and wave height

in the Arctic Ocean over the past two decades is pre-

sented in Fig. 6. The overall average wind speed across

theArctic is approximately 8ms21 (Fig. 6a).Winds over

theEast Siberian Sea andBaffinBay are about 7.0m s21.

The southeast area of the Chukchi Sea, the Beaufort

Sea, and the Laptev Sea show a slightly stronger wind

(8ms21) with the highest winds located in the Green-

land and Norwegian Seas, particularly in the vicinity of

Iceland (9.5m s21), which is related to the Icelandic low

off the southeast coast of Greenland (Serreze and Barry

2014) and the extratropical storm track in the North

Atlantic. The Barents and Kara Seas characterize an

average U10 around 7.5m s21. The climatology of al-

timeter wind speed (Fig. 6a) is in good agreement with

those derived from reanalysis datasets. Wang et al.

(2015) showed that the maximum values of average U10

of the Beaufort–Chukchi–Bering Seas appear in the

north and west Alaskan coast (their Fig. 2c), and

Semedo et al. (2015) reported that the south of Iceland

features the maximum of averageU10 in the Nordic seas

(including theGreenland, Norwegian, and Barents Seas;

see their Fig. 1b).

The spatial distribution of the 90th percentile of wind

speed (Fig. 6b) shares the similar pattern with the mean

values. One exception is that the 90th percentile winds

are largest between Greenland and Iceland (15ms21)

rather than to the south of Iceland. According toHughes

and Cassano (2015), this change is due to the strong

barrier jets that developed in the Denmark Strait. The

polar easterlies directed toward the high and steep

Greenland plateau are unable to ascend the topography

and as a result are forced to turn left into a strong, near-

surface jet along the southeast of coast of Greenland

(Harden et al. 2011; Harden and Renfrew 2012). Winds

(90th percentile) over other subregions are roughly

comparable at 12ms21 with the only exception of the

East Siberian Sea, showing a minimum less than 9ms21.

Note that such relatively low values might be the result

of a low sample size (years) in these regions. The thick

black line north of the East Siberian Sea in Fig. 6b

indicates a region that was covered by sea ice for more

than 10 years and therefore the wind speed estimated by

altimeter possibly biased compared to the real climato-

logical value. The 99th percentile of wind speed (Fig. 6c)

exhibits more spatial variability than the two statistical

metrics discussed before. Now the Atlantic-side seas

(including the Barents and Kara Seas) characterize an

apparent higher extreme wind (.16ms21) than those

Pacific-side seas (;13ms21). This is consistent with the

fact that cyclonic weather systems are more frequent on

theAtlantic side of theArctic Ocean (Serreze and Barry

2014, see their Fig. 4.9). Storms generated along the

North Atlantic storm track frequently penetrate into the

Barents and Kara Seas from the south and southwest.

On the Pacific side, the semipermanent low pressure

center of action, namely the Aleutian low, disappears

as a mean feature in summer and relatively few cyclones

can migrate into the Arctic Ocean (Serreze and Barry

2014). In addition, the strongestU10 located in Denmark

Strait (;18ms21) corresponds well with the two regions

of enhanced barrier wind activity shown in Harden

et al. (2011).

2) WAVE HEIGHT

The climatology of significant wave height shows a

similar but slightly smoother spatial pattern compared

to that of wind speed. For the mean value (Fig. 6d), the

smallest waves (;1.1m)were found in the southernmost

East Siberian Sea. The Chukchi, Beaufort, Laptev, and

Kara Seas are dominated by about 1.5-m waves. Con-

sistent with wind speed, the maximum wave height

(2.8m) appears around the southeast coast of Greenland

and south of Iceland, followed by the 2.2-m waves in
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the Norwegian and eastern Greenland Seas and then

1.8m waves present in the Barents Sea. Again, these

patterns are in line with those from reanalysis data

[see Fig. 4c of Wang et al. (2015), Fig. 2b of Semedo

et al. (2015), and Fig. 10d herein]. Waves in the

Chukchi and Beaufort Seas appear to be dominated

by wind sea [the mean wave period is generally less

than 5 s; see Fig. 6 of Wang et al. (2015)], while the

majority of the Norwegian and Barents Seas is

dominated by westerly and southwesterly long pe-

riod swell in the summer seasons [see Fig. 4 of

Semedo et al. (2015)]. As a result, the wave patterns

on the Pacific side generally follow the wind patterns

but this is not strictly the case for the Atlantic sector,

particularly in the Barents and Kara Seas, where the

intrusion of northeastward swell is clearly repro-

duced by our altimeter data. A recent model study by

Stopa et al. (2016b) also supports this argument,

showing that in summer the wind sea wave heightHsw

is 2–3 times the swell wave height Hss in the Pacific-

side seas, and Hss is ;1m higher than Hsw in the

Atlantic sector.

The 90th percentile wave height (Fig. 6e) shows the

similar patterns as the mean values (Fig. 6d). The max-

imum value of 4.5-m wave height was found south of

Iceland while the minimum value of 2.0-m wave height

was located in the East Siberian Sea. Figure 6f shows the

99th percentile of wave height. The most energetic

waves appear in the proximity of Iceland and the max-

imum 99th percentile Hs (.6m) emerges in the Den-

mark Strait as a response of the strong barrier jets in this

region. The 99th percentile Hs is approximately 5m in

the Norwegian and Barents Seas. The southeastern

Chukchi Sea, the Laptev Sea, and the Kara Sea gener-

ally show wave heights of about 3–4m and the East

Siberian Sea is the most modest (,3m). Another en-

ergetic region is the southern part of the Baffin Bay,

where the extreme waves are 5m in height due to the

extreme wind speed (16m s21; Fig. 6c). One detail

that should be made clear is that the relatively high

99th percentile of Hs (Fig. 6f) in the Barents and

Kara Seas is related to the relatively high extreme

wind speed (Fig. 6c), which is a result of the pene-

tration of storms from the North Atlantic track. The
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FIG. 6. The climatology of (top) wind speed and (bottom) wave height in the Arctic Ocean as observed by altimeter over summer

months (August and September) from 1996 through 2015, for the (a),(d) average and (b),(e) 90th and (c),(f) 99th percentiles, respectively.

The thick black line shows the contour line of 10 sampling years by altimeter.
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intrusion of swell into these regions as explained for the

meanHs is not relevant here. A good illustration of this

rationality can be seen in Semedo et al. (2015, their

Figs. 2 and 3). They demonstrated that although to a

good degree the Norwegian Sea is dominated by swell

in the winter months, the extreme waves (represented

by 99th percentiles) are in fact mostly generated by the

local winds.

b. Trend over the past two decades

1) WIND SPEED

The trend (Sen’s slope; section 2d) of summer wind

speed and wave height in the Arctic Ocean over the past

two decades is presented in Fig. 7. Markers (plus signs)

indicate whether the trend was statistically significant at

90% level. In general, the trend of mean oceanic U10

(Fig. 7a) is dominated by a negative trend.Winds over the

Greenland Sea (between Svalbard and Iceland) de-

creased at a rate of ;20.4ms21 decade21. A slightly

stronger downward trend (;20.6ms21 decade21) was

found in the East Siberian and Laptev Seas. The regions

west and north of the Alaskan coast, around the Novaya

Zemlya archipelago, and in the southern Baffin Bay show

an upward trend about 0.3–0.5ms21 decade21. Accord-

ing to Fig. 6a, the meanU10 in the eastern Greenland Sea

is ;8ms21, so an absolute trend of 20.4ms21 decade21

in this region is equivalent to a relative trend of

20.5%yr21, agreeing well with the values reported by

Stopa et al. (2016b). There are, however, inconsistencies

between the trends computed from our altimeter data

and those from reanalyses, particularly in the Chukchi,

East Siberian, and Laptev Seas. In the East Siberian Sea,

Wang et al. (2015, their Figs. 7a,c) and Stopa et al. (2016b)

reported positive trends inU10, contrary towhatwe found

here. These inconsistencies possibly result from the dif-

ferent sampling seasons, data sources, and durations

considered in these studies. It should be remembered that

altimeters can only provide wind speed when their foot-

prints are ice free but both Wang et al. (2015) and Stopa

et al. (2016b) analyzed the entire wind data, including the

winds over ice covers.

Trends in the 90th and 99th percentile winds speed

(Figs. 7b,c) share similar patterns and are generally posi-

tive except those in the Greenland Sea. In 1996–2015, the

Fram Strait and the Denmark Strait are the two regions

having the highest downward trends (;1ms21 decade21)

in the extreme wind speed (99th percentile; Fig. 7c). Out-

side the Greenland Sea, the 99th percentile U10 values

basically have increased at a rate greater than 0.5ms21

decade21 with the maximum values (2ms21 decade21)

present in the central Chukchi Sea, the northern Laptev

Sea, and the seas around the Novaya Zemlya archipelago.

2) WAVE HEIGHT

Unlike the wind speed, the mean and 90th and 99th

percentiles of wave height basically have changed in a

consistent way over the past two decades (1996–2015;

Figs. 7d–f). For the mean Hs (Fig. 7d), the regions with

statistically significant upward trends include the

Chukchi, Laptev, and Kara Seas and Baffin Bay.Waves

in these regions have increased at a rate greater than

0.1mdecade21. The maximum positive trends of wave

height (0.3–0.4mdecade21) appeared in the Laptev

Sea, followed by trends of ;0.3 m decade21 north of

the Alaskan coast. The overall trends of Hs in the

Greenland–Norwegian–Barents Seas are weak and not

statistically significant, except that waves around the

coast of Iceland have increased somewhat (0.05–

0.1 m decade21). The trends of mean Hs presented

here also agree well with previous studies. The pio-

neering work of Francis et al. (2011) showed upward

trends of 0.02myr21 in the southeast Chukchi Sea and

0.03–0.04myr21 near the northern Alaskan coast in

1993–2010 (see their Figs. 3 and 4), which are basically

the same as our results (Fig. 7d). This is not surprising

because both Francis et al. (2011) and our work are

based on the analysis of the altimeter-sensed wave

height. Using the reanalysis dataset for the period 1971–

2013, Wang et al. (2015) reported a 0.02–0.03myr21 in-

creasing rate of waves near the north of coast of Alaska,

consistentwith the altimeter-based studies (their Fig. 7; see

also Stopa et al. 2016b). In the west of Alaskan coast, our

increasing rates of 0.2mdecade21 coincides with the pos-

itive trend of U10 we found in Fig. 7a, while this is not

clear in the reanalyses (e.g., Wang et al. 2015). In the

Greenland–Norwegian–Barents Seas, Semedo et al.

(2015) reached the same conclusion as ours from their

high-resolution reanalysis data that the linear trends

of summer waves are close to zero and are not sta-

tistically significant.

The distributions of the trends of the 90th and 99th

percentilesHs (Figs. 7e,f) are similar to that for meanHs.

It is worth mentioning that both 99th percentile Hs

(Fig. 7f) and U10 (Fig. 7c) values have decreased slightly

in theDenmark Strait, implying theremight be a decrease

in the intensity of barrier jets in summer of 1996–2015.

c. Interannual and regional variability

Since 2007, the Arctic sea ice extent has reached a

series of extreme minima. All the nine lowest Sep-

tember ice extents have all occurred within the past

nine years (e.g., Serreze and Stroeve 2015; see also

Fig. 9 herein). Significant atmospheric circulation

anomalies have been articulated in a number of studies

(e.g., Wang et al. 2009; Overland et al. 2012; Ogi and
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Wallace 2012; Belleflamme et al. 2015), which, to some

degree, explained the abrupt climate change in the

Arctic over the recent years (Duarte et al. 2012). Un-

doubtedly, winds over the Arctic Ocean should have

also changed somewhat due to changes of the large

atmospheric circulations. Since wind generates waves,

a question is then consequently raised to us: How

have the waves in the Arctic Ocean varied as a re-

sponse of this new climate regime? In an attempt to

answer this question, we divided the duration of our

altimeter data (1996–2015) into two separate periods,

namely one period from 1996 through 2006 and the

other one for the remaining years (2007–15). As seen

in Figs. 6 and 7, winds and waves also characterize an

apparent regional variability. Therefore, each separate

subregion of the Arctic Ocean, as defined in Fig. 1, is also

analyzed in detail, based on its regional average of the

mean and 90th and 99th percentiles. Furthermore, the sea

ice extent, expressed as the area proportion of open wa-

ter, first-year ice, and multiyear ice in each specific sub-

region, is also calculated from theNSIDC sea ice age data

(section 2e) to illustrate its variation over the past

20 years.

Maps with trends of wind speed and wave height for

the two subperiods are presented in Fig. 8. All regional

changes are presented in Table 2 and Fig. 9. Because of

the relatively short durations of the first and second

periods (11 and 9 yr, respectively), we noticed that the

MKT is somewhat sensitive to the first and last values in

the time series (Zieger et al. 2014). The magnitude of

trend obtained here (Fig. 8) is higher compared to those

for the full time period (Fig. 7). Nonetheless, we only

focus on the sign of these trends instead (i.e., whether

the climate of wave height and wind speed changed in a

consistent way in these two separate periods or not). For

the first period (Figs. 8a,b), both winds and waves show

an upward trend across the entire Arctic with the

Barents and Kara Seas being statistically significant re-

gions. The mean wind speed and wave height in these

regions increased at a rate of 1m s21 decade21 and

0.4mdecade21 (see also Table 2). Similarly, the 90th

and 99th percentiles of winds and waves also give the

consistent patterns (not shown), featuring an increase

almost everywhere. In the second period, however, the

opposite trend was observed: wind speed and wave

height appear to have decreased in the Atlantic sector
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(Figs. 8c–e). The mean wind speed decreased at a rate

of around 2m s21 decade21 or even higher in the

Norwegian Sea and the southern Kara Sea. In con-

trast, some regions in the Chukchi and Laptev Seas

still show an upward trend for wind speed, although it

is not statistically significant. The 90th percentile of

wind speed (Fig. 8d) presents an almost identical

pattern except that the upward trend in the Chukchi

and Laptev Seas is more pronounced. Wind speed

over the eastern Baffin Bay is getting higher as well.

The 99th percentile of wind speed and all the statistics

of wave height generally give a very similar pattern as

seen in Fig. 8d. Hence only trends of mean Hs are

illustrated in Fig. 8e, which shows the average sea

state in the southern Chukchi Sea and Laptev Sea has

roughened at a rate of ;0.5m decade21. The notice-

able difference between these two periods (Figs. 8a,

b vs Figs. 8c–e) is the limited open-ocean area in the

Pacific sector (the Chukchi, Beaufort, and East Sibe-

rian Seas) in the first period. In these cases, the free

ocean surface was limited to coastal regions around

708N due to the presence of sea ice (Figs. 8a,b; see also

Fig. 9a).

Figure 9 provides more details on the regional av-

erage time series of wind speed and wave height. For

brevity, only four representative regions are included

here: the Chukchi Sea (Fig. 9a), Laptev Sea (Fig. 9b),

Kara Sea (Fig. 9c), and Barents Sea (Fig. 9d). An

evident feature of these yearly time series is their

large interannual variability. For example, in the

Barents Sea (Fig. 9d), the 99th percentile of Hs

reached its maximum (;5m) in 2010 and then

experienced a sharp drop to its minimum (;2.5m) in

2011, after which a gradual recovery occurred in the

successive years. In some regions, wind speed or wave

height changed in a consistent way over the two sub-

periods, for instance, the mean Hs in the Laptev Sea

shows a 0.23mdecade21 increase in each subperiod,

whereas in other regions like the Kara Sea (Fig. 9c)

the variations of waves and winds behave like a decadal

oscillation. Besides, there is a clear signature of the sea

ice variability in the time series of winds and waves,

especially for the first period (before 2007) in which

the wave growth across the Arctic Shelf was gener-

ally limited by a greater sea ice extent (Figs. 9a–c).

The local maximum open-ocean area frequently
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corresponds well with the occurrences of local ex-

trema of wave height and wind speed, particularly for

the 90th and 99th percentiles (see, e.g., Figs. 9b,c).

Two factors contributed to these coincidences. First,

the more (less) open ocean area we have, the better

(less well) altimeters can detect extreme high or low

events, mainly because we integrate all values across

each subregion. This also explains why ice has such an

obvious effect on wind speed (over the open ocean).

Second, the physical influence of ice on wave evolu-

tion in the Arctic, such as fetch, defines the size of the

wind sea in the region (Khon et al. 2014; Wang et al.

2015). The simulations of future wave climate change

in the Arctic showed that the ice retreat contributes

more than 70% variability of waves in the Arctic Shelf

seas such as the the Chukchi, East Siberian, and

Laptev Seas (Khon et al. 2014). Wang et al. (2015)

reached a consistent conclusion that changes of wind

speed alone cannot explain the significant trends of

wave height from their Beaufort–Chukchi reanalysis

data. Our measurements in the Chukchi Sea, however,

show a statistically significant increase in both wind

speed and wave height (0.18m s21 decade21 and

0.1m decade21, respectively; Table 2) and therefore

we cannot draw the same conclusion unambiguously.

Nonetheless, an evident manifestation of these ar-

guments is seen in the Laptev Sea (Fig. 9b): in the

second period, wind speed over this region declined

significantly (21.18m s21 decade21) while wave height

increased simultaneously (0.23mdecade21) because of

the dramatic retreat of sea ice and the increasing ex-

treme winds. It should be noted that, in the Atlantic

sector, such as the Barents Sea, this is of course not the

case because this region is almost ice-free everywhere

in summer (Fig. 9d). Local winds and remotely gen-

erated swell combine together to determine changes

of sea state in these regions (e.g., Semedo et al. 2015;

Dobrynin et al. 2014).

4. Discussion

a. Comparison with ERA-Interim

A recent model study by Dobrynin et al. (2012) found

that within the framework of their Earth system model

(EC-Earth; Hazeleger et al. 2012), the 3G spectral wave

model (WAM; Hasselmann et al. 1988; Janssen 2004)

underestimated Hs by 0.3–0.4m in comparison to altim-

eter observations in the Arctic Ocean (their Fig. S1).

Dobrynin et al. (2012) suggested that the poor agreement

betweenmodel and data wasmost likely due to the sparse

coverage at high latitudes by altimeter. However, many

factors can cause mismatch between numerical wave

models and measurements. It is better to analyze such
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incompatibility in amore prudent way. EC-Earth used by

Dobrynin et al. (2012) shares a number of similarities

with the ECMWF Integrated Forecast System (IFS) that

produces the reanalysis dataset ERA-Interim (hereinaf-

ter ERAI; Dee et al. 2011; Hazeleger et al. 2012). Here

for generality, we compared our altimeter data with the

6-hourly, 0.758ERAI dataset rather than themodel output

from Dobrynin et al. (2012). For consistency, the original

ERAIdatawere also binned into 2003 200km2 bins in the

same way as we processed altimeter data (see section 2c).

No collocation procedures between ERAI and altimeters

were applied.

Figure 10 shows the comparison for wind speed

(Figs. 10a–c) and wave height (Figs. 10d–f). The spatial

patterns obtained fromERAI agreewell with the altimeter-

derived ones (Figs. 6a,d). However, when comparing
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FIG. 9. The regional mean time series of wind speed and wave height in the (a) Chukchi, (b) Laptev, (c) Kara, and

(d) Barents Seas. Each panel consists of three plots, presenting the variation ofHs (m),U10 (m s21), and sea ice extent

(%), respectively. In the top two plots of each panel, the terms AVG, 90P, and 99P respectively denote the average

and 90th and 99th percentiles. Trends for the whole duration (1996–2015; dashed line), the first period (1996–2006;

dashed-dotted line), and the second period (2007–15; dotted line) are also presented. The sea ice extent over 1996–

2012, as illustrated in the bottomplot of each panel, gives the area proportion of the openwater (Ocean), first-year ice

(FYI), and multiyear ice (MYI) in each specific subregion. For clarity, the second period (2007–15) is gray shaded in

each panel.
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magnitudes of ERAI U10 and Hs with altimeter data, an

obviously negative bias was found (Figs. 10b,e). This sug-

gests that across the Arctic Ocean ERAI winds and waves

are systematically underestimated, especially for the Arctic

Shelf. Yearly ERAI U10 and Hs time series (Figs. 10c,f)

show an overall bias of21.64ms21 and20.27m relative to

altimeter data. There exist a number of factors that can lead

to such underestimation of Hs in the wave model: 1) the

performance of wave models in the Arctic, whether this is

physics of existing source terms, or wave–ice interactions, or

wave fetches (due to, e.g., uncertain ice cover), 2) quality of

forcingfields (e.g.,winds, ice, and currents), and 3) quality of

altimeter data. As shown in Fig. 10, the contour lines of 10

sampling years by ERAI (Figs. 10a,c) and altimeter values

(Figs. 10d,f) deviate from each other. This is because 1) the

WAMmodel in the ECMWF IFS does not allow waves to

propagate in the areas with ice concentration above 30%

(Doble and Bidlot 2013) and 2) there should be potential

errors in both ERAI and the altimeter-estimated ice cover

(see section 2). Nonetheless, since ERAI winds and waves

are simultaneously underestimated, we argue that the poor

performance of WAM in the Arctic, as reported in

Dobrynin et al. (2012), is probably because of the bi-

ased wind forcing. The assimilation of wave mea-

surements from ERS-2 and Envisat in the ERAI (Dee

et al. 2011) was not capable to fully correct the nega-

tive bias in Hs resulted from the lower wind forcing in

the Arctic Ocean. Hughes and Cassano (2015) ana-

lyzed different reanalyses in the pan-Arctic area and

found that ERAI winds are slightly weaker compared

with other reanalyses such as NCEP’s Climate Forecast

System Reanalysis (CFSR), which partially supports our

conclusions (see their Figs. 2 and 5). Francis et al. 2016,

manuscript submitted to J. Geophys. Res.) also showed

thatERAIunderestimatedwind speed in theChukchi Sea

when compared with scatterometer measurements from

QuikScat, agreeing well with our arguments here. A de-

tailed intercomparison between winds from different re-

analyses and altimetermeasurements in theArcticOcean,

however, is beyond the scope of this paper. It should be

noted that the underestimation of U10 by ERAI in the

Arctic found here is consistent with the behavior of ERAI

FIG. 10. Comparison of (top) mean wind speedU10 (over waves) and (bottom) wave heightHs between ERAI and

altimeter measurements over the period from 1996 to 2014: (a) ERAI U10, (b) ERAI U10 minus altimeter U10,

(c) yearly time series of ERAI U10 (blue line) vs altimeter U10 (red line) with a bias of 21.64m s21, (d) ERAI Hs,

(e) ERAI Hs minus altimeter Hs, and (f) yearly time series of ERAI Hs (blue line) vs altimeter Hs (red line) with

a bias of 20.27m. Note that for consistency, ERAI data were binned into 200-km cells in the same way as we

processed altimetermeasurements. The black curves denote the contour line of 10 sampling years byERAI in (a) and

(d) and by altimeter in (b) and (e).
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in the global basin, as revealed by the study of Stopa and

Cheung (2014).

b. Large-scale atmospheric circulation

In theBarents Sea, themeanU10 andHs values suddenly

dropped in 2011 (Fig. 9d), with a decrease in Hs of about

0.5m and in U10 of about 1.5ms21. This behavior is more

pronounced when looking at the 99th percentile U10 and

Hs values. Interestingly, ERAI reanalysis also supports

such drop in the mean values. So how can one explain

such a drop in wind speed and wave height? The atmo-

spheric circulation in the Arctic Ocean is quite complex

and a number of large-scale modes can affect this partic-

ular region. A very good introduction of this topic can be

found in Serreze and Barry (2014, ch. 4). Following Wang

et al. (2009), we focused on two main modes, namely the

Arctic Oscillation (AO, also known as the northern an-

nular mode; Thompson and Wallace 1998) and the Arctic

dipole anomaly (AD; Wang et al. 2009; Overland et al.

2012), which are very important for the Arctic Ocean in

summer. The AO refers to an annular sea level pressure

(SLP) anomaly over the entire Arctic. During its positive

(negative) phase, the Arctic shows below (above) normal

SLP, an enhanced (weaken) polar circulation, and a cy-

clonic (anticyclonic) wind anomaly. In contrast to the AO,

the AD-driven SLP anomaly has two action centers in the

Arctic. We note that the definition of the AD index in

Overland et al. (2012) is adopted here, which is opposite in

sign to the one proposed byWang et al. (2009). A negative

(positive) AD phase features a higher (lower) SLP on the

NorthAmerican side of theArctic and lower (higher) SLP

on the Siberian side. During 1996–2015, the AO index is

relatively neutral (black line with dots in Fig. 12c). How-

ever, the AD index shows slightly more variability and its

maximum (2.35) appeared in September 2011 (red bar in

Fig. 12d), which is coherent with the abnormal behavior of

the altimeter data in this year. Figure 11 shows the SLP

anomalies for the years 2010 and 2011 as referenced to

1996–2015 climatology for the months August and Sep-

tember. By convention, SLP anomalies are calculated

from the NCEP–NCAR reanalysis dataset (Kalnay et al.

1996). Figure 11a shows a negative AD mode in 2010

whereas in 2011 the AD index became positive (Figs. 11b

and 12d). The switch in the phase ofAD from 2010 to 2011

may be the driver for the sharp decline in U10 and Hs in

the Barents Sea (Fig. 9d). In 2011, the higher SLP over the

Barents Sea potentially blocked the penetration of the

southerly and southwesterly storms from the North At-

lantic track and also influenced the cyclogenesis in this

region, resulting in a lower than average wind speed and

wave height.

To investigate the correlations between the changes of

altimeter measured winds (and waves) and the two

large-scale modes further, we performed an empirical

orthogonal function (EOF) analysis (Wilks 2006) on our

altimeter data. Figures 12a and 12b show the first two

leading EOFmodes calculated for themean wind speed.

Note that the EOF algorithm cannot handle missing

values, so only grid points with 20 years of data were

analyzed. As a consequence, our data are mainly re-

stricted to the Atlantic sector. The first EOF mode

(EOF1; Fig. 12a) accounts for 19% of the total variance

and is formed by the anomalies of one sign on the entire

Atlantic side, characterizing an AO-like pattern [see

Fig. 2c of Wang et al. (2009)]. The corresponding nor-

malized principal component (PC1) correlates well with

the AO index with a correlation coefficient R of 0.66

(Fig. 12c). The second EOF mode (EOF2; Fig. 12b)

accounts for 9% of the total variance and is character-

ized by the anomalies of one sign in the Greenland Sea

and the anomalies of the opposite sign in the Barents

and Kara Seas. This shares some similarity with the AD

mode [see Fig. 2d ofWang et al. (2009), and also Fig. 11b

herein]. Surprisingly, the correlation between the sec-

ond PC (PC2) and the AD index is as low as 0.32

(Fig. 12d). The PC2 is negatively correlated with theAD

index (R 5 20.33) during the period 1996–2005; over

the last decade (2006–15), a high correlation (R 5 0.77)

between the AD index and the PC2 is found. It is not

clear what caused the negative correlation in the earlier

period. The AD pattern is formally defined as the sec-

ond EOF of SLP anomaly north of 708N (Overland et al.

2012), which is based on NCAR–NCEP reanalysis

dataset. While the altimeter-derivedmodes (Figs. 12a,b)

are limited to north of 608N with the data for the central

Arctic totally absent. The differences in the areal extent

of altimeter data and reanalysis should contribute to the

mismatch between the PC2 and the AD index. Other

possible factors are open to question. Nonetheless, as we

discussed above, the AO and AD modes have clear

signatures in the changes ofU10 in theArcticOcean. The

EOF analysis applied on the mean Hs (not shown),

however, shows fewer effects of these twomodes (R5 0.52

between theAO index and PC1 andR5 0.04 between the

AD index and PC2), indicating that other factors like

remotely generated swell play an additional role

particularly in the Atlantic sector (Semedo et al. 2015;

Stopa et al. 2016b).

5. Conclusions

Twenty years (1996–2015) of altimeter measurements,

across three satellitemissions (ERS-2,Envisat, andCryoSat-2),

were analyzed to study the climatology and trends of

the oceanic winds and waves in the Arctic Ocean in sum-

mer season (August–September). Altimeter records
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contaminated by sea ice were identified and eliminated

by adopting an universal one-parameter mapping algo-

rithm, first validated by means of the three-parameter

approach (Fig. 4). Calibrated and validated estimates of

wind speed (U10) and wave height (Hs) were averaged

over 200 3 200km2 bins (Fig. 5) to compute the clima-

tological statistics (average and 90th and 99th percentiles)

and to investigate their spatial and temporal variability.

To analyze the regional variability, the Arctic Ocean was

subdivided into eight geographic regions (Fig. 1) by using

the regional mask developed by Parkinson et al. (1999)

and Meier et al. (2007). Our main findings can be summa-

rized as follows.

In summer (August and September), the Arctic Ocean

shows an averageU10 around8ms21 (Figs. 6a and10c). The

maximumof the averageU10 appears in the southof Iceland

due to the Icelandic low and theNorthAtlantic storm track;

the minimum average U10 is presented in the central East

Siberian Sea and the northern Baffin Bay. The extremeU10

(90th and 99th percentiles; Figs. 6b,c) is highest in the

Denmark Strait due to the strong barrier jets along the

southeast coast of Greenland (Harden et al. 2011; Harden

and Renfrew 2012; Hughes and Cassano 2015). The sea

state (mean Hs) in the Arctic features an average of 1.7m

(Figs. 6d and10f).Waves in theAtlantic sector are generally

more energetic than those in the Pacific sector due to

the higher wind speed and the penetration of re-

motely generated swell (e.g., Stopa et al. 2016b). The min-

imum wave height (about 1m) is presented in the southern

East Siberian Sea because of the relatively low winds and

the limited fetch.As a response to the strong barrier jets, the

peak values of the extremeHs (99th percentile) also appear

in the Denmark Strait (Fig. 6f).

The trend (Sen’s slope) of the average U10 in the

summer Arctic is mainly dominated by a negative sign

(Fig. 7a). This is very clear in the East Siberian, Laptev,

and Greenland Seas ($0.4m s21 decade21). Positive

trends can be found in regions west and north of the

Alaskan coast, around the Novaya Zemlya archipelago

and in the southern Baffin Bay. The changes of U10 in

the Atlantic sector, computed from the altimeter ob-

servations, agree well with Stopa et al. (2016b). In the

Chukchi, East Siberian, and Laptev Seas, there are

however some inconsistencies between our results and

those estimated from reanalyses (Wang et al. 2015;

Stopa et al. 2016b), which might need further research.

Extreme winds (99th percentile) have generally in-

creased in the Arctic with the exception of the Green-

land and Barents Seas (Figs. 7b,c), indicating storms

may have becomemore frequent in the Arctic Shelf seas

over the last two decades. This is consistent with the

findings reported in Sepp and Jaagus (2011). Several

regions of the Arctic with positive trends inHs (average

and 90th and 99th percentiles) have been identified in

our study (Figs. 7d–f), including the western Beaufort

Sea, the Chukchi Sea, the Laptev Sea, the Kara Sea,

and Baffin Bay. Among these regions, the Laptev Sea

and the western Beaufort–Chukchi Seas (especially

near the north coast of Alaska) characterize the highest

upward trends (.0.3mdecade21). In the Laptev Sea, it

FIG. 11. Anomalies in mean SLP as referenced to 1996–2015

climatology for the summer (August and September) of (a) 2010

and (b) 2011, based on the NCEP–NCAR reanalysis.

FIG. 12. (a),(b) The two leading EOF modes (variance in pa-

rentheses) of wind speed anomalies in the Arctic Ocean as ob-

served by altimeter over 1996–2015 summer months. (c) The

PC1 (gray line with triangles), together with the monthly AO

index (August is blue bars; September is red bars; and the

2-month average is the black line with dots). The correlation

coefficient R between PC1 and the 2-month average of the AO

index is also printed in the top-left corner. (d) The PC2 and AD

index.
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is very clear that although the average wind speed de-

creased in 2007–15, the wave height still increased be-

cause of the increase of the effective fetch (less ice

cover) and the increasing extreme winds (99th percen-

tile; Fig. 9b).

Except the clear regional variability, theU10 andHs in

the summer Arctic also presented apparent interannual

variability. In the Barents and Kara Seas, winds and

waves increased in the period 1995–2006 and then de-

creased in the successive years (2007–15) (Figs. 8 and 9c,d).

The Arctic Oscillation (AO) is proved to influence the

changes of U10 (R 5 0.66; Fig. 12) and the Arctic dipole

anomaly (AD) is helpful to explain the abrupt decrease in

U10 and Hs in 2011, as observed by altimeters. The two

large atmospheric modes (AO and AD) showed less ef-

fects on wave height in the Atlantic sector, suggesting that

other factors such as swell influence this region (Semedo

et al. 2015).

Our study also found that in the Arctic the reanalyzed

U10 from ERAI is 1.6m s21 lower than the altimeter

measurements, and as a result the reanalyzed Hs from

ERAI is 0.27m lower than the altimeter-estimated wave

height. An accurate description of U10 is crucial to cor-

rectly determine the momentum flux at the air–sea ice

interface. The potential limitation of the ERAI data

should be kept in mind when ERAI U10 is applied to

force numerical wave, current, and ice models (e.g.,

Thomson et al. 2016).

Finally, to sum up, in the two regions that show

clear increasing wave height, namely the Laptev Sea

and the western Beaufort–Chukchi Seas, extreme winds

(storms) are increasing and the effective fetch is be-

coming larger because of the ice retreat. Wang et al.

(2015) showed the regional mean of the mean wave

period in the Beaufort–Chukchi–Bering Seas has more

than tripled since 1970. The increasing of the wave pe-

riod in the Laptev Sea is also revealed by Stopa et al.

(2016b). All these environmental changes favor an in-

creasing wave energy flux and therefore an intensified

wave ice–coast interaction. The research by Thomson

et al. (2016) suggested that the increasing wave energy in

the Beaufort and Chukchi Seas preferentially directed

toward the Alaskan coast [see also Overeem et al.

(2011)]. In the Laptev Sea, the prevalent waves propa-

gates northward to the ice cover (Stopa et al. 2016b).

Therefore, it is likely that the wave energy flux arriv-

ing at the ice edge in the Laptev Sea is becoming more

and more important to fracture the ice floes and pack.

In addition, as our reviewer pointed out, August–

September is a limit view of the climate. Wave–ice in-

teractionmay bemore critical inOctober andNovember,

when there is still ice-free water and coincident stronger

wind speeds [e.g., see Fig. 12 of Thomson et al. (2016)

and Fig. 13 of Stopa et al. (2016b)]. A comprehensive

coupled air–wave–ice–ocean model framework is nec-

essary to quantify the complex ice–wave feedback. Ded-

icated field measurements and observation- and/or

physics-based theories of waves coupledwith ice are also

crucial to understand this complicated topic (Thomson

et al. 2013).
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