Comparison of planar shear flow and planar elongational flow for systems of small molecules
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We use nonequilibrium molecular dynamics to simulate steady state planar shear flow and planar elongational flow of fluids of small molecules at constant volume and temperature. The systems studied are Lennard–Jones diatomic molecules (chlorine), and a series of linear Lennard–Jones molecules with one, two, and four sites. In our simulations of planar elongational flow, we employ Kraynik–Reinelt periodic boundary conditions, which allow us to obtain precise values of the steady state planar elongational viscosity. We validate our application of Kraynik–Reinelt periodic boundary conditions by comparing the zero strain rate shear and elongational viscosities. The results show that the elongational viscosity is proportional to the shear viscosity in the zero strain rate limit, as expected. The viscosity, pressure, and internal energy of the atomic Lennard–Jones fluid show exactly the same behavior for the two types of flow when both sets of results are plotted against the second scalar invariant of the strain rate tensor. The results for the diatomic and four-site molecules show differences in the pressure, energy, and viscosity outside the Newtonian regime when plotted against the second scalar invariant of the strain rate tensor. The differences in the properties in the nonlinear regime increase with both strain rate and molecular length. © 2000 American Institute of Physics. [S0021-9606(00)50144-5]

I. INTRODUCTION

The rheological properties of molecular and polymeric fluids have a direct impact on many manufacturing processes such as blow-forming, injection molding, and sheet casting. The flows occurring during these processes are complicated and will usually involve some combination of planar Couette flow (PCF), planar elongational flow (PEF), and biaxial/uniaxial stretching flow (BSF/USF). Control of these processes demands an adequate understanding of rheological properties, and preferably, an ability to predict rheological behavior from the molecular characteristics of the materials in question.

Our current understanding of the molecular basis of rheology is based almost entirely on models that involve major assumptions. Discriminating tests of these assumptions can only be performed at the molecular level, so there is a need for direct investigations of the molecular processes that determine rheological behavior. Nonequilibrium molecular dynamics (NEMD) is an ideal tool for the investigation of the microscopic detail underlying the macroscopic properties of fluids, but some questions of technique, validity, and efficiency need to be addressed before NEMD can confidently be used to test theories of polymer rheology or to directly predict the rheological properties of polymeric fluids.

Although the equations of motion and the corresponding periodic boundary conditions (PBCs) for the simulation of shear flow are now well known and validated, the simulation of elongational flow has been more difficult. Early PEF simulations involved contracting the simulation cell in one of the directions parallel to the (orthogonal) periodic boundaries while expanding it in the perpendicular direction, so as to keep the volume constant. For simulations of systems with short-ranged interactions the minimum image convention imposes a limit on the minimum simulation system dimensions, and this leads to a limitation on the length of the simulation, which may prevent the attainment of a steady state before the end of the simulation. Several different techniques have been proposed as solutions to this problem, but the most successful approach to date is to use the temporally and spatially periodic boundary conditions devised by Kraynik and Reinelt. These have been applied to nonequilibrium molecular dynamics simulations of elongational flow of atomic fluids by Todd and Daivis and also by Baranyai and Cummings. The Kraynik–Reinelt periodic boundary conditions allow simulations of planar elongational flow of unlimited duration to be performed. This eliminates the difficulties of extrapolation of a transient response into the steady state or the zero frequency extrapolations that were necessary in previous methods. However, the K-R PBCs cannot be used for uniaxial or biaxial elongational flow. In this case, the oscillatory elongational flow algorithm, with zero frequency extrapolation is a viable alternative. The transient behavior of a model polymer melt in uniaxial elongational flow has recently been studied by both experimental and computer simulation methods by Kroger, Luap, and Muller. Only a few comprehensive comparisons of shear and elongational flow simulations of atomic fluids have previ-
II. MOLECULAR MODELS

The atomic fluid studied has an interaction potential given by the truncated and shifted Lennard–Jones potential energy function, i.e.,

\[ \phi(r_{ij}) = 4\epsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} \right] - \phi_c, \]

where \( r_{ij} \) is the interatomic separation, \( \epsilon \) is the potential well depth, and \( \sigma \) is the value of \( r_{ij} \) at which the unshifted potential is zero. The shift \( \phi_c \) is the value of the unshifted potential at the cutoff \( r_{ij} = r_c \), and is introduced to eliminate the discontinuity in the potential.

We used the same molecular model for our simulations of liquid chlorine as the one used by Evans, Edberg, and Morris to allow a direct comparison of our results with previous work. This model represents chlorine as a diatomic Lennard–Jones molecule with \( r_c = 2.5\sigma \) and a fixed bond length of 0.63\( \sigma \). The Lennard–Jones potential parameters quoted by the above authors for an adequate representation of the properties of chlorine are: \( \sigma = 3.32\text{Å} \) and \( \epsilon/k_B = 178.3 \).

The molecular model that we have chosen to represent chain molecules is the Lennard–Jones chain model. Each molecule in this model consists of \( n \) sites of equal mass \( m_{ia} \) interacting via a truncated and shifted LJ interaction \( (r_c = 2^{1/6}\sigma) \), joined by rigidly constrained bonds of length \( l = \sigma \). An LJ potential with this truncation point is often known as the WCA potential, and results in purely repulsive interactions. LJ interactions can occur between any two different sites except those connected by a bond. The equilibrium phase behavior of a model that is identical apart from the choice of cutoff distance \( r_c \) has been studied by Johnson, Muller, and Gubbins.

Brownian dynamics simulations of elongational flow for a single Kramers model molecule (freely jointed chain with no excluded volume) have been reported by Liu. In the terminology of Bird et al., our model is a bead-rod model with excluded volume. Another frequently studied model is the bead-spring model, employing either harmonic or finitely extensible nonlinear elastic (FENE) spring potentials between beads. NEMD studies of the shear rheology of FENE chain model molecules have been reported by Kroger, Loose, and Hess.

In the remainder of this paper we express all quantities in terms of atomic reduced units in which the reduction parameters are the Lennard–Jones interaction site parameters \( \epsilon \) and \( \sigma \) and the mass, \( m_{ia} \), of interaction site \( \alpha \) on molecule \( i \). In our simulations all of the \( m_{ia} \) are equal. In terms of the corresponding quantities in real units, the reduced temperature \( T^* \) is given by \( T^* = k_B T / \epsilon \), the density by \( \rho^* = \rho \sigma^3 \), the pressure by \( p^* = p \sigma^3 / \epsilon \), the energy by \( E^* = E / \epsilon \), and the time by \( t^* = t (\sigma / \epsilon)^{1/2} \). Reduced strain rates are given by, e.g., \( \gamma^* = \gamma \sigma (m / \epsilon)^{1/2} \). The asterisk denoting reduced quantities will be dropped from here on.

III. EQUATIONS OF MOTION

The equations of motion for nonequilibrium molecular dynamics simulations of homogeneous flows of atomic fluids have been discussed before and are given by

\[
\dot{\mathbf{r}}_i = \frac{\mathbf{p}_i}{m_i} + \mathbf{r}_i \cdot \nabla \mathbf{u},
\]

\[
\dot{\mathbf{p}}_i = \mathbf{F}_i - \mathbf{p}_i \cdot \nabla \mathbf{u} - \zeta_A \mathbf{p}_i,
\]

where \( \mathbf{r}_i \) are the atomic positions and \( \mathbf{p}_i \) are the atomic peculiar momenta (i.e., the thermal components of the atomic momenta, as defined by the first equation). \( \mathbf{F}_i \) is the total force on atom \( i \) due to all other atoms. The velocity gradient tensor \( \nabla \mathbf{u} \) for a combination of shear flow and planar elongational flow is given by

\[
\nabla \mathbf{u} = \begin{pmatrix} \dot{\epsilon} & 0 & 0 \\ \gamma - \dot{\epsilon} & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

In this paper, we study only the cases where \( \gamma = 0 \) (planar elongational flow) or \( \dot{\epsilon} = 0 \) (planar shear flow).

The coefficient \( \zeta_A \) is chosen so as to fix the kinetic temperature, which is defined as

\[
T_A = \frac{1}{k_B} \sum_{i=1}^{N} \frac{\mathbf{p}_i^2}{m_i}.
\]

Several algorithms are available for this purpose. We use the value of \( \zeta_A \) that results from the application of Gauss’ principle of least constraint to the imposition of constant kinetic temperature:

\[
\zeta_A = \frac{\sum_{i=1}^{N} (\mathbf{F}_i \cdot \mathbf{p}_i - p_i \mathbf{u} \cdot \mathbf{p}_i)}{\sum_{i=1}^{N} \mathbf{p}_i^2}.
\]

In our simulations of molecular fluids, we use the molecular version of the SLLOD equations of motion given by

\[
\dot{\mathbf{r}}_{ia} = \frac{\mathbf{p}_{ia}}{m_{ia}} + \mathbf{r}_i \cdot \nabla \mathbf{u},
\]
\[ \dot{p}_{ia} = F_{ia}^{\text{LJ}} + F_{ia}^{\text{C}} \frac{m_{ia}}{M_i} \dot{r}_i - \nabla u - \xi_M \frac{m_{ia}}{M_i} \mathbf{p}_i, \]

where \( \dot{r}_i \) and \( \mathbf{p}_i \) represent the position and thermal momentum of site \( \alpha \) of molecule \( i \), \( \mathbf{r}_i \) represents the position of the center-of-mass of molecule \( i \), \( m_{ia} \) is the mass of site \( i\alpha \), \( F_{ia}^{\text{LJ}} \) represents the sum of all LJ type forces on site \( \alpha \) of molecule \( i \), and \( F_{ia}^{\text{C}} \) represents the sum of all bond length constraint forces on site \( \alpha \) of molecule \( i \). \( \xi_M \) is the thermostat multiplier, given by

\[ \xi_M = \frac{\sum_{i=1}^{N} 1/M_i (F_{ia}^{\text{LJ}} + p_i - p_i^{\text{u}} \cdot \nabla u \cdot p_i)}{\sum_{i=1}^{N} 1/M_i p_i^2}, \]

where \( p_i = \sum_{\alpha} p_{i\alpha} \) represents the center of mass momentum of molecule \( i \) and \( M_i \) is the mass of molecule \( i \). This expression for \( \xi_M \) is similar to Eq. (6) and is also derived from Gauss’ principle of least constraint, but acts to keep the molecular center-of-mass kinetic temperature \( T_M \) constant, rather than the atomic or site temperature. Here we define \( T_M \) by

\[ T_M = \frac{1}{k_B f} \sum_{i=1}^{N} \frac{p_i^2}{M_i}, \]

where \( f \) represents the number of translational center-of-mass degrees of freedom, which depends on the total number of sites and the number of constraints (holonomic and nonholonomic) on the system. This algorithm, including the details of the constraint algorithm, has been discussed previously.\(^{21–23}\)

Note that in the equations of motion, the same strain rate and thermostat terms are applied to all sites on a given molecule. This means that they only affect the center-of-mass degrees of freedom and cannot interfere with intramolecular degrees of freedom. Alternative forms of the equations of motion can be applied (for example, atomic shear with an atomic thermostat), but they can result in a nonzero antisymmetric stress and artificially enhanced orientational ordering. The combination of center-of-mass molecular shear (or elongation) with a molecular center-of-mass thermostat seems to be the simplest choice that suffers the least from the distortions associated with incorrect assumptions about the streaming velocity. We refer the reader to previous work\(^ {24–26} \) on the subtle but important issues involved in thermostats for molecular fluids. For our current purposes, the above equations of motion will suffice.

When they are solved exactly, the SLLOD equations of motion will conserve the total peculiar momentum of the system if it has been initialized to zero. However, we have recently found that when the SLLOD equations of motion are solved numerically for elongational flow, any small error in the component of the total momentum in the contracting direction (due to unavoidable discretization and finite precision arithmetic errors) can grow exponentially, resulting in catastrophic failure of momentum conservation.\(^ 4\) This failure in the numerical solution of the equations of motion is easily prevented by initializing the total momentum to zero as usual, and then subtracting any change in the total momentum from the system at each timestep. This is a very small correction, which has no effect on the results except to prevent the exponential growth of the numerical error in the momentum.

**IV. SIMULATION DETAILS**

Our algorithm for constant \((N,V,T_M)\) simulations of Lennard–Jones chain molecules undergoing shear and elongational flow is based on the Evans, Edberg, and Morriss algorithm,\(^ {21–23}\) which we have substantially modified by including cell code for efficient neighbor list construction and appropriate periodic boundary conditions for elongational flow simulations. The details of our cell neighbor list algorithm for elongational flow simulations will be published separately.

To confirm that our program was producing correct results in both shear and elongational flow, we reproduced previous results for the shear and elongational viscosities of Lennard–Jones monatomic and diatomic liquids (representing argon and chlorine). We compared the results of our shear flow simulations of argon at the triple-point to those of Morriss, Evans, and Hood\(^5\) and compared our planar elongational viscosities of argon with those of Todd and Davis\(^6\) and Baranyai and Cummings.\(^ {11}\) Very good agreement was found in all cases. Our results could not be directly compared with the recent results of Baranyai and Cummings,\(^ {5}\) due to differences in the definitions of the temperatures that were chosen for thermostating, but we observed that our viscosity values were slightly higher, in agreement with their observations. We do not report the results of the argon triple point simulations here.

This paper contains the results of two sets of simulations. In the first set, we improve upon the planar shear and planar elongational flow results of Evans, Edberg, and Morriss\(^ {13,14}\) and Hounkonnou, Pierleoni, and Ryckaert\(^ {12}\) for liquid chlorine at a reduced temperature of \( T = 0.9700 \) and reduced site number density \( \rho = 1.088 \). A system size of 864 molecules was required in these simulations, so that the minimum image convention would not be violated in PEF. The reduced bond length was \( l = 0.630 \) and the interaction between sites was a truncated (unshifted) LJ potential with \( r_c = 2.5 \) and \( \phi_c = 0.0 \) in Eq. (1). Our results do not include long-range corrections, as it has been shown\(^ {28}\) that the radial distribution function is distorted under PEF making the calculation of long-range corrections by the usual methods difficult and unreliable.

In the second set of simulations, we studied the effect of increasing the chain length on the shear and elongational strain rate dependence of a variety of properties. A series of three different molecular sizes was studied, consisting of one-, two-, and four-site molecules. The parameters of our Lennard–Jones chains were as follows: the LJ potential was truncated at the minimum, \( r_c = 2^{1/6} \), and shifted to zero at the truncation point. The system size was 256 molecules and the temperature and site density were \( T = 1.000 \) and \( \rho = 0.840 \), respectively. These parameters remained constant throughout this series of simulations. The state point was chosen to correspond to that previously studied by Kroger, Loose, and Hess\(^ 5\) and Kremer and Grest\(^ {29}\) in their simulations of FENE.
chain dynamics. The elongational and shear strain rates varied between 0.0 and 5.0. We summarize the most important simulation parameters in Table I.

All systems were run for at least 100 reduced time units before collecting data at all strain rates to ensure the attainment of a steady state. This time is equivalent to 431 ps for argon, and 326 ps for chlorine. Runs at low strain rates took longer to reach a steady state, and the lengths of some of the production runs at low strain rates were increased to improve their statistical reliability. A few of the elongation runs at high strain rates required smaller time steps but the total time for the production stage was kept constant regardless of the strain rate. The properties of the system were calculated every 0.025 time units, with these being averaged into ten blocks for the production runs, enabling the calculation of standard errors in the means of all measured properties. All production runs were at least 50 time units in length.

The pressure tensor for the atomic fluid (single interaction site molecules) was calculated using the atomic pressure tensor, given by

$$\mathbf{P}_A = \frac{1}{M} \sum_{i=1}^{N} \mathbf{p}_i \mathbf{p}_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j>i} \mathbf{r}_{ij} \mathbf{F}_{ij},$$  \hspace{1cm} (11)

while for all molecular fluids, it was calculated using the expression

$$\mathbf{P}_M = \sum_{i=1}^{N} \mathbf{p}_i \mathbf{p}_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j>i} \mathbf{r}_{ij} \mathbf{F}_{ij}.$$  \hspace{1cm} (12)

where, as before, $\mathbf{p}_i$ represents the total peculiar momentum of molecule $i$, as defined by the equations of motion, and $\mathbf{F}_{ij}$ represents the intermolecular force on site $i\alpha$ due to site $j\beta$. This definition of the molecular pressure tensor assumes that the molecular peculiar momenta are correctly defined by Eq. (7). The pressures quoted in Tables II–V represent the isotropic part of the pressure tensor, given by $p = \text{Tr}(\mathbf{P})$.

For our shear flow geometry, defined by Eq. (4) with $\dot{\gamma} = 0$, the generalized non-Newtonian shear viscosity of a fluid subject to PCF is defined as:

$$\eta_S = -\frac{\mathbf{P}_{yy} + \mathbf{P}_{yx}}{2\dot{\gamma}}.$$  \hspace{1cm} (13)

For planar elongational flow, defined by Eq. (4) with $\dot{\epsilon} = 0$, we define a generalized nonlinear elongational viscosity as:

$$\eta_E = \frac{\mathbf{P}_{yy} - \mathbf{P}_{xx}}{4\dot{\epsilon}}.$$  \hspace{1cm} (14)

This definition differs by a factor of $\frac{1}{4}$ from definitions that appear in the rheological literature. Inclusion of this factor ensures that as the strain rate approaches zero, $\eta_S = \eta_E$.

![Table II](image)
= \eta_0$. A definition of a generalized non-Newtonian viscosity for arbitrary strain rate tensors has been given by Hounkonnou, Pierleoni, and Ryckaert\textsuperscript{12} as follows:

$$\eta = \frac{P: D}{D: D},$$

where $D = (\nabla u + (\nabla u)^T)$ is the symmetric rate of strain tensor (also known as the stretching tensor in the rheological literature). This definition of the viscosity reduces to $\eta_5$ and $\eta_E$ as given above when the appropriate strain rate tensors are inserted. Note that our use of the full pressure tensor makes no contribution to either of the generalized viscosities.

The total internal energy was calculated using:

$$U = \sum_{i=1}^{N} \sum_{a=1}^{n} \frac{P^2_{ia}}{2 m_a} + \sum_{i=1}^{N-1} \sum_{a=1}^{n} \sum_{j=i+1}^{N} \sum_{\beta=1}^{n} \phi_{iaj\beta} + \sum_{i=1}^{N} \sum_{a=1}^{n} \sum_{\beta=1}^{n} \phi_{iai\beta},$$

where the first term gives the peculiar kinetic energy, the second term gives the intermolecular potential energy, and the third term gives the intramolecular potential energy. The site indexing scheme used in the expression for the intramolecular potential energy given here is clearly only valid for linear molecules, and the intramolecular term is not needed at all for molecules with less than three sites.

### V. RESULTS AND DISCUSSION

We report results for the strain rate dependence of the viscosity, pressure and total internal energy in the various systems studied in Tables II–V. Uncertainties in the viscosities are given in brackets. The uncertainties in the energies and pressures were insignificant.

A reasonable first attempt at a unified description of shear and elongational rheological data can be made by plotting all results as a function of the second scalar invariant, $I_2$, of the strain rate tensor, as was done by Hounkonnou, Pierleoni, and Ryckaert.\textsuperscript{12} The three scalar invariants of the strain rate tensor, $I_1$, $I_2$, and $I_3$, are given by\textsuperscript{30}

$$I_1 = \text{Tr}(D), \quad I_2 = \text{Tr}(D: D), \quad I_3 = \text{Tr}(D: D: D).$$

For planar shear and planar elongational flow, the first and third scalar invariants are equal to zero, leaving only the second scalar invariant. The second scalar invariant is related to the strain rate by $I_2 = 2 \gamma^2$ for shear flow and $I_2 = 8 \epsilon^2$ for planar elongational flow. Physically, $I_2$ is a measure of the rate of viscous heat dissipation in steady state flow.

First, we will discuss our results for chlorine. Later we consider the Lennard–Jones chains as a series, including the monatomic Lennard–Jones fluid for comparison.

Our results for chlorine cover more than three orders of magnitude, from the Newtonian regime up to $I_2 = 9.00$. Due to the large number of molecules, and long simulation times, these results have high precision, even in the low strain-rate limit. This allows the Newtonian regime to be seen quite clearly. The viscosity, pressure, and internal energy are plotted in Fig. 1, Fig. 2, and Fig. 3 respectively. Figure 1 shows the expected convergence of the PEF and PCF viscosities to the same value in the zero strain-rate limit. We find a limiting viscosity value of $\eta_0 = 6.7 \pm 0.4$, which agrees with the

![Table V. Simulation results—four-site LJ fluid (T=1.000, ρ=0.840).](image)

![Fig. 1. Viscosity of model chlorine liquid as a function of the second scalar invariant of the strain-rate tensor $I_2$, for shear and elongational flow, at $T = 0.9700$, $\rho = 1.088$.](image)

![Fig. 2. Pressure of model chlorine liquid as a function of the second scalar invariant of the strain-rate tensor $I_2$, for shear and elongational flow, at $T = 0.9700$, $\rho = 1.088$.](image)
results of Hounkonnou et al.,12 Edberg et al.,13 and Travis et al.24,25 when their results are converted from molecular reduced units to atomic reduced units. (This requires multiplication of their results by a factor of \( \sqrt{2} \) to account for the factor of 2 difference between molecular mass and the atomic site mass.) Figure 1 also displays the emerging difference between the two viscosities at higher values of \( I_2 \). This difference is significant in our results, but it is obscured by statistical error in the results of Hounkonnou et al.12 For comparison, Table VI shows the results of Hounkonnou et al. converted to atomic reduced units alongside our results.

Figure 1, Fig. 2, and Fig. 3 all show that only the lowest three values of \( I_2 \) lie clearly inside the Newtonian regime, which ends at \( I_2 \approx 0.01 \), but they also show that the approximate agreement between these quantities for the two types of flow persists well beyond the end of the Newtonian regime.

We now consider the molecular spin. For diatomic and larger molecules, the equation of change for the spin angular momentum density is given by24,25

\[
\frac{dS}{dt} = -\nabla \cdot \mathbf{Q} - 2 \mathbf{P}_M^z,
\]

where \( \mathbf{Q} \) is the couple tensor, which represents the diffusive flow of spin angular momentum and \( \mathbf{P}_M^z \) represents the pseudovector dual of the antisymmetric component of the molecular pressure tensor. The couple tensor term is negligible24 and the linear constitutive equation for \( \mathbf{P}_M^z \) can be written as

\[
\mathbf{P}_M^z = -\eta_r (\nabla \times \mathbf{u} - 2 \omega),
\]

where \( \eta_r \) is the vortex viscosity and \( \omega \) is the streaming component of the local molecular angular velocity vector. In a steady state, the left hand side of Eq. (18) is equal to zero. Using Eq. (19), this implies that in PCF in the linear regime, we should find

\[
\omega_z = -\frac{\gamma}{2}
\]

at low strain rates. This is observed in the zero strain-rate limit for all systems with more than one site that were studied. The results for chlorine are shown in Fig. 4. Outside the linear regime, the rate of change of shear-induced rotation with increasing strain rate decreases. This is similar to what has been found in simulations of model alkanes,31–33 where the decrease in the slope of the spin angular velocity graph corresponds to rapidly increasing pressure and saturation of the shear induced order. The value of \( \omega_z \) at the lowest strain rate was \(-0.015\), and since this simulation ran for 200 reduced time units, each molecule rotated, on average, 0.48 times during the simulation.

In the case of PEF, we have \( \nabla \times \mathbf{u} = 0 \), and so we expect \( \omega = 0 \) which is verified for chlorine as shown in Fig. 5.

<table>
<thead>
<tr>
<th>( I_2 )</th>
<th>( \eta_S ) (HPR)</th>
<th>( \eta_S ) (HPR)</th>
<th>( \eta_S ) (This work)</th>
<th>( \eta_E ) (This work)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.09</td>
<td>5.5(0.3)</td>
<td>-</td>
<td>5.6(0.2)</td>
<td>-</td>
</tr>
<tr>
<td>1.00</td>
<td>4.03(0.17)</td>
<td>4.33(0.17)</td>
<td>4.05(0.07)</td>
<td>4.39(0.06)</td>
</tr>
<tr>
<td>3.83</td>
<td>3.35(0.11)</td>
<td>3.51(0.08)</td>
<td>3.41(0.05)</td>
<td>3.66(0.04)</td>
</tr>
<tr>
<td>9.00</td>
<td>2.94(0.08)</td>
<td>3.30(0.06)</td>
<td>3.17(0.05)</td>
<td>3.39(0.05)</td>
</tr>
</tbody>
</table>

FIG. 4. Molecular spin angular velocity as a function of shear strain rate for liquid chlorine at \( T = 0.9700, \rho = 1.088 \). The solid line has a slope of \(-0.5\), the result obtained from linear nonequilibrium thermodynamics.

FIG. 5. Molecular spin angular velocity as a function of elongational strain rate for liquid chlorine at \( T = 0.9700, \rho = 1.088 \).
is not a trivial result—it indicates that our algorithm, in particular our thermostat, does not apply any unintended torque to the molecules, and can be taken as validating the molecular thermostating approach taken here. This is further supported by the observation that the antisymmetric part of the molecular stress tensor was zero to within uncertainties in the steady state for all of our nonequilibrium simulations.

We now turn to the analysis of the results for Lennard–Jones monatomic and chain fluids.

The viscosity of the monatomic fluid is plotted against $I_2$ in Fig. 6. The two viscosity curves shown in Fig. 6 converge to a common value as $I_2 \to 0$, giving a limiting zero strain-rate viscosity of $2.1 \pm 0.2$. The Newtonian region extends to $I_2 = 0.1$, where we observe the beginning of a shear thinning region. Note that our results for the monatomic fluid extend to higher values of $I_2$ than were covered in our simulations of liquid chlorine, allowing us to observe the high strain rate regime. Above $I_2 = 32$ ($\dot{\gamma} = 2.00$ or $\dot{\gamma} = 4.00$), shear thickening behavior is observed. This is a common feature in simulations where the density remains constant as the strain rate is increased, and it is accompanied by a dramatic increase in the isotropic pressure. In constant pressure simulations of liquid alkanes, it has been shown that string phases occur when the velocity profile assumed in the equations of motion becomes unstable, and they can be removed by computing, rather than assuming, the streaming velocity profile that is used to calculate the thermal components of the momenta.

We observed string phases in the PCF simulations of the monatomic LJ fluid at the highest strain rate used, but have not included the data in this paper. Since there was a large gap between the highest and second highest strain rate used in the PCF simulations, the exact value of $\dot{\gamma}$ above which string phases will always be observed is unknown. It has been shown that string phases occur when the velocity profile assumed in the equations of motion becomes unstable, and they can be removed by computing, rather than assuming, the streaming velocity profile that is used to calculate the thermal components of the momenta.

The data show that the steady state shear and elongational rheology of this fluid can be described in terms of a single parameter, $I_2$. Of all the fluids studied in this work, the LJ fluid is the only one that is very well described in this way.

Figures 7 and 8 show the strain-rate dependence of the viscosity for the two- and four-site molecules, respectively. These results show an increase in the difference between the PEF and PCF results as the chain length increases.

We observed string phases in the PCF simulations of the monatomic LJ fluid at the highest strain rate used, but have not included the data in this paper. Since there was a large gap between the highest and second highest strain rate used in the PCF simulations, the exact value of $\dot{\gamma}$ above which string phases will always be observed is unknown. It has been shown that string phases occur when the velocity profile assumed in the equations of motion becomes unstable, and they can be removed by computing, rather than assuming, the streaming velocity profile that is used to calculate the thermal components of the momenta.

The data show that the steady state shear and elongational rheology of this fluid can be described in terms of a single parameter, $I_2$. Of all the fluids studied in this work, the LJ fluid is the only one that is very well described in this way.

Figures 7 and 8 show the strain-rate dependence of the viscosity for the two- and four-site molecules, respectively. These results show an increase in the difference between the PEF and PCF results as the chain length increases.
Extra runs have been done for the four-site system, so that a more detailed plot of the viscosity differences versus \( I_2 \) could be made. The results are shown in Fig. 9. The viscosity difference (\( \eta_{P_{EF}} - \eta_{P_{CF}} \)) clearly increases with increasing \( I_2 \), but not in a simple way. Three distinct regions are apparent in Fig. 9. At low strain rates, the viscosity difference is zero within uncertainties, and then grows approximately logarithmically until it reaches a plateau value that corresponds to the end of the shear thinning and elongation thinning regions. From there, it appears to grow rapidly again.

Baranyai and Cummings\(^{11} \) proposed that shear and elongational flows should be equivalent, even in the nonlinear regime, provided that the first normal stress difference, \( N_1 = P_{yy} - P_{xx} \) in shear flow is zero. This is confirmed by our data, shown in Table VII. It is only for the simple LJ fluid that we find \( N_1 = 0 \) within uncertainties, well into the nonlinear regime. In fact, \( N_1 \) deviates from zero only for the highest strain rate (\( I_2 = 50 \)) for the LJ fluid, whereas it begins to deviate from zero for the two- and four-site molecules at approximately the same value of \( I_2 \) at which the two viscosities begin to differ significantly.

The absence of first normal stress differences in shear flow is often associated with inelasticity.\(^{30,34–36} \) On the other hand, the elasticity of a fluid has no effect on the steady state elongational stress of the fluid.\(^{36} \) Thus the constitutive equation for steady elongational flow is identical to the constitutive equation for inelastic shear flow. Both are described by the Reiner–Rivlin equation, which expresses the stress tensor as

\[
\mathbf{P} = p \mathbf{1} + \phi_1 (I_2, I_3) \mathbf{D} + \phi_2 (I_2, I_3) \mathbf{D}^2.
\]

For the flows discussed here, \( I_3 = 0 \), giving the result that the stress tensor, and hence the viscosity, will be a function only of the second scalar invariant of the strain rate tensor, as we have found for the monatomic fluid.

The LJ fluid studied here is evidently a good approximation to an inelastic fluid. It is worth noting that a hard sphere fluid is apparently perfectly inelastic in the linear regime at all frequencies.\(^{34} \) The difference between the behavior of the atomic and molecular fluids found here is consistent with our understanding of the physical mechanisms determining the relaxation of atomic and molecular fluids. The response of an atomic fluid to shear is governed by the elliptical distortion of the radial distribution function, but it is primarily orientational ordering that determines the response of nonspherical molecular fluids to shear flow. The relaxation times, and hence the decay times of the stress autocorrelation functions for these fluids, are markedly different, leading to a primarily inelastic response for the rapidly relaxing atomic fluids and a substantially elastic response in the case of the molecular fluids.

The strain rate dependence of the nonequilibrium pressure and internal energy differences for the one-, two-, and four-site LJ molecules are shown in Fig. 10 and Fig. 11, respectively. In previous work on monatomic fluids\(^{37} \) and liquid alkanes, it has often been found that the pressure and energy increase in the nonlinear regime due to shear flow are both proportional to \( \dot{\gamma}^{3/2} \). Written in terms of \( I_2 \), these relationships become

\[
\Delta p = p_0 - p_0 = AL_2^\alpha,
\]

\[
\Delta U = U_0 - U_0 = BL_2^b,
\]

![Figure 9](image9.png)

**FIG. 9.** Difference between elongational and shear viscosities for four-site LJ chains at \( T = 1.000 \) and \( \rho = 0.840 \). Data from previous plots are represented by circles and new data are represented by squares.

![Figure 10](image10.png)

**FIG. 10.** Isotropic pressure change (compared to equilibrium) for one-, two-, and four-site fluids under shear and elongational flow. Symbols: one-site PCF (circles), PEF (squares); two-site PCF (diamonds), PEF (crosses); four-site PCF (up triangles), PEF (down triangles). Results of power law fits are given in Table VIII.

**TABLE VII.** Normal stress differences—one-, two-, and four-site molecules.

<table>
<thead>
<tr>
<th>( I_2 )</th>
<th>One-site</th>
<th>Two-site</th>
<th>Four-site</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( N_1 )</td>
<td>( N_2 )</td>
<td>error</td>
</tr>
<tr>
<td>0.0002</td>
<td>-0.02</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>0.005</td>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>0.02</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.05</td>
</tr>
<tr>
<td>0.08</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.05</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.01</td>
<td>-0.04</td>
<td>0.10</td>
</tr>
<tr>
<td>2</td>
<td>0.04</td>
<td>-0.32</td>
<td>0.14</td>
</tr>
<tr>
<td>8</td>
<td>0.10</td>
<td>-0.84</td>
<td>0.14</td>
</tr>
<tr>
<td>50</td>
<td>1.90</td>
<td>-1.05</td>
<td>0.14</td>
</tr>
</tbody>
</table>
where $a = b = 0.75$. We have fitted power laws of the type given in Eqs. (22) and (23) to the data shown in Fig. 10 and Fig. 11, and the results are given in Table VIII. Table VIII shows that the exponents are all consistently higher than the value of 0.75 found in other work. This may be due to the difference in thermodynamic state points chosen in the different studies. Most of the results for simple LJ fluids have been obtained at the LJ triple point ($T = 0.722$, $\rho = 0.8442$) which is slightly different from the conditions in these simulations ($T = 1.00$, $\rho = 0.844$). Our slightly higher temperature presumably results in faster relaxation and enhanced fluidity, in contrast to the typical triple point behavior including the enhanced $t^{3/2}$ tail in the stress autocorrelation function that has often been discussed in the literature. It should also be noted that our exponents, which range from 0.81 up to 1.04 are much closer to the result that would be obtained from the leading term of a power series expansion of $\Delta p$ in the strain rate, i.e., $\Delta p \propto \gamma^2 \tau I_z$. Indeed, recent work by Marcelli et al.\textsuperscript{37} on shearing fluids with explicit three-body forces show an analytic dependence of pressure on strain rate. It is possible that the $\Delta p \propto \gamma I_z^{3/2}$ behavior is only found near the triple point.

Finally, although we do not present the results in detail, we will make a brief comment on the spin angular velocities of the LJ chain molecules. The strain-rate dependence of the molecular spin of the LJ chains was similar to that of chlorine, as discussed earlier. In particular, our simulations verified the expected zero value of the average spin angular velocity in planar elongational flow at all strain rates, and $\omega = -\gamma / 2$ for planar shear flow in the linear regime.

A general comment should be made regarding the reliability of our results in different strain-rate regimes. The agreement of our results for the limiting Newtonian viscosity of chlorine with those of Hounkonnou et al.\textsuperscript{12} (computed from the Green–Kubo correlation function expression) indicates that the nonequilibrium and equilibrium molecular dynamics results agree in the zero strain-rate limit. This has also been shown to high precision in simulations of model alkanes.\textsuperscript{33} At low strain rates, the approach to the steady state is comparatively slow, and this could be a source of systematic error in the low strain rate region. Yet we observed that results from (usually around 10) consecutive runs in the equilibrated steady state were in good agreement within statistical errors, even at low strain rates. Thus our results are expected to be very reliable in the Newtonian region. The statistical reliability of our data increases as the strain rate increases, and is not a cause for concern outside the Newtonian region, but other issues become significant as the strain rate is increased. Differences in results at high strain rates are obtained when different thermostatting mechanisms are used. We have not used the clearly flawed atomic thermostat for our molecular fluid simulations, but other more subtle differences exist. It has been demonstrated for atomic systems that different results are obtained when the total thermal kinetic energy, or only the thermal kinetic energy computed from the $x$, $y$, or $z$ component of the thermal momentum is kept constant.\textsuperscript{5} These are not the only possible measures of temperature that could be controlled by a thermostat—the configurational and normal temperatures have also recently been introduced as candidates for a possibly more “realistic” measure of temperature under nonequilibrium conditions.\textsuperscript{38} These temperatures are all equal at equilibrium, but it remains to be determined which one should be controlled in order to most closely mimic typical experimental nonequilibrium conditions.

### VI. CONCLUSION

We have validated the application of Kraynik–Reinelt periodic boundary conditions in nonequilibrium molecular dynamics simulations of molecular fluids and have obtained very precise data for the shear and elongational rheological properties of simple Lennard–Jones fluids and small Lennard–Jones chain fluids. Where comparisons are possible, our results agree with published results obtained by other methods, and we also find agreement with the expected limiting behavior at low strain rates.

The high precision of our results has allowed us to perform a detailed comparison between the shear and elongational flow properties of chlorine and a series of other small molecular fluids.

### TABLE VIII. Power law fits for nonequilibrium pressure and energy differences—LJ chain molecules. Uncertainties are given in brackets.

<table>
<thead>
<tr>
<th>System</th>
<th>$A$ (PCF)</th>
<th>$a$ (PCF)</th>
<th>$A$ (PEF)</th>
<th>$a$ (PEF)</th>
<th>$B$ (PCF)</th>
<th>$b$ (PCF)</th>
<th>$B$ (PEF)</th>
<th>$b$ (PEF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>one-site</td>
<td>0.28(0.02)</td>
<td>0.87(0.05)</td>
<td>0.37(0.04)</td>
<td>0.81(0.03)</td>
<td>14(2)</td>
<td>0.81(0.07)</td>
<td>13(2)</td>
<td>0.93(0.04)</td>
</tr>
<tr>
<td>two-site</td>
<td>0.44(0.02)</td>
<td>0.96(0.02)</td>
<td>0.44(0.02)</td>
<td>0.99(0.02)</td>
<td>83(9)</td>
<td>0.95(0.05)</td>
<td>83(11)</td>
<td>1.01(0.04)</td>
</tr>
<tr>
<td>four-site</td>
<td>0.93(0.02)</td>
<td>0.96(0.01)</td>
<td>1.01(0.02)</td>
<td>1.04(0.01)</td>
<td>527(60)</td>
<td>0.95(0.03)</td>
<td>598(37)</td>
<td>1.01(0.02)</td>
</tr>
</tbody>
</table>
We have found that the shear and elongational rheological properties of a simple Lennard–Jones fluid at the state point $T=1.00, \rho=0.844$ fall on a universal curve when plotted as a function of the second scalar invariant of the strain rate tensor, $I_2$, as previously suggested by Ryckaert et al. and Baranyai and Cummings. This means that this fluid can be regarded as almost inelastic. In contrast, the molecular fluids all show deviations from this behavior outside the Newtonian region. We find that this is consistent with the suggestion of Baranyai and Cummings that shear and elongational flows have also been studied. We find power law behavior with exponents that differ from those found in previous work conducted at lower temperatures, indicating that these exponents are dependent on the thermodynamic state of the system.

The strain-rate dependence of the pressure and energy increases due to shear and elongational flow have also been studied. We find power law behavior with exponents that differ from those found in previous work conducted at lower temperatures, indicating that these exponents are dependent on the thermodynamic state of the system.

The spin of molecules under shear and elongational flow has also been investigated. Our thermostating technique is validated by the finding that the average molecular angular velocity in elongational flow is zero at all strain rates, as expected, and we also observe the expected dependence of the molecular angular velocity on strain rate in shear flow in the linear regime.
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