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Abstract

Service differentiation in Wireless Local Area Networks

by Suong H. Nguyen

Wireless Local Area Networks (WLANs) have significantly developed as a means

to provide Internet access at many places. With the rapid development of new ap-

plications, traffic over WLANs becomes more and more diverse. In particular, there

are different types of traffic with different Quality of Service (QoS) requirements.

This raises the need for the provision of service differentiation in WLANs.

To support QoS in WLANs at the Medium Access Control sublayer, most of pre-

vious proposals as well as the default parameter setting of the Enhanced Distributed

Channel Access (EDCA) mechanism defined the IEEE 802.11e standard are based

on prioritization, which defines several access classes (ACs) where a higher prior-

ity class receives better service in all aspects than a lower priority class. These

prioritization-based QoS proposals are known to create an incentive for selfish users

to choose the class with the highest priority to gain a higher share of bandwidth,

which may lead to the degradation of the whole network. The existing solutions to

eliminate this incentive are either complicated or impractical to implement.

In contrast, I seek to provide service differentiation without prioritizing one class

over another, that is, there is no ordering of the classes such that one gets better

performance in all respects than the later ones. I do this by choosing ACs such that

some parameters are less aggressive whenever others are more aggressive.

The proposed scheme to provide QoS in this thesis has many advantages over

prior proposals in that it is simple to implement, compatible with the 802.11e stan-

dard and robust against selfish users. The properties of the proposed scheme with



selfish users are investigated, using a game framework that requires a model of IEEE

802.11e EDCA.

For that purpose, I also propose a novel model of 802.11e EDCA WLANs with

heterogeneous traffic. The proposed model is more tractable and more accurate

than previous models of the same scope, by capturing several aspects ignored in the

previous models. The accuracy of the proposed scheme is confirmed by comparing

with ns-2 simulations for a wide range of parameter settings. Based on the proposed

model, the asymptotic analysis of delay distribution is provided.
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Tres,u the residual time of the busy period during which a burst from an

unsaturated source u arrives.

Qu a random variable representing the queue size of an unsaturated

source u.

Ss the throughput in packets/s of a saturated source s.

Ssk the dimensionless throughput of a saturated source using the class

Bk.
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Sj(a) the dimensionless throughput of a particular player j ∈ P under an

action profile a.

Csk the throughput in seconds/slot of a saturated source using the class

Bk.

Cj(a) the throughput in seconds/slot of a particular player j ∈ P under

an action profile a.

T cu the (random) duration of the longest packet involved in a collision

involving source u.

G the probability that no sources transmit in a given slot.

Lu the probability the first packet in a burst from an unsaturated

source u is discarded due to exceeding retransmission limit.

Uxj a uniformly distributed random variable representing the number

of backoff slots a source x has to wait in the j-th backoff stage.

ε0k the difference in CWmin of class Bk between the proportional

scheme and the PIA.

ρu the queue utilization of a source u.

µu the service rate of a source u.

lx the payload of a packet from a source x.

T the TXOP limit of class B1.

Ai the action space of a player i in a game.

A a general action space of any player.

A0 the action space of a player under the proportional scheme.

A1 the action space of a player under the PIA scheme.

ai the action chosen by a player i.

a = {ai}i∈P a vector containing the action of every player in the game.

a(X;·) an action profile ∈ {a ∈ ANs : a1 = X}, ∀X ∈ A.

a(X;·;Z;·) an action profile ∈ {a ∈ ANs : a1 = X and aj = Z}, ∀X,Z ∈ A.



Chapter 1

Introduction

1.1 Motivation

The concept of service differentiation comes from the fact that different individuals

have different demands/requirements to be satisfied. For example, for some people,

the top criterion for a product is good quality while for some others, good looking is

their top criterion. Specifically, in communication networks, service differentiation

has been an important issue to study, especially when there have been more and more

applications developed with different requirements of Quality of Service (QoS). For

example, there is a diversity of applications over the Internet from interactive ones

(i.e. Voice over Internet Protocol (VoIP)) which require low delay to large transfers

(i.e. file/movie download) which requires high throughput [111]. It is important to

provide service differentiation because it affects the level of user satisfaction.

A traditional way to provide service differentiation is by prioritization. This

means that there are multiple service classes defined with an increasing order of QoS

among them, which reflects that some classes will be treated better in all aspects

than other classes. Those with higher requirement can choose the service class of

the higher priority. An example of this is the design of Internet plans of an Internet

Service Provider. In particular, these plans have different capacity and speed, which

can be ranked in an increasing order of both capacity and speed. In communication

networks, prioritization-based QoS provision means that among all service classes,

the highest priority class will receive the highest throughput and lowest delay while

the lowest priority class will get the lowest throughput and highest delay.

However, prioritization is not always a good solution for service differentiation.

1
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Consider the example of Internet plans. It is possible that some people may pre-

fer an Internet connection with higher capacity and lower speed (i.e. those with

the habit of movies/files downloading) while some may want to have a connection

with lower capacity but higher speed (i.e. those with the habit of web brows-

ing/chatting/facebooking). Similarly, regarding QoS provision in communication

networks, delay-sensitive traffic (e.g. VoIP) requires their packets to be transmitted

as soon as possible but usually has low rate. In contrast, throughput-intensive traffic

may be willing to wait a little longer as long as its throughput improves as a result.

Those imply that providing service classes in which one class is better in all aspects

than another may not be the best.

Instead, providing service differentiation should be based on the actual require-

ments of users. In IP networks, this concept has been proposed in [42, 44, 60, 65].

The thesis also adopts this to provide service differentiation but in another context,

Wireless Local Area Networks (WLANs).

WLANs have become very popular as a means of Internet access at home or

in public areas such as hotels, offices, shops and airports. According to the WiFi

Alliance [116], shipments of Wi-Fi devices reached nearly 1.1 billion in 2011 and are

expected to double by 2015. While the traditional mobile device category of Wi-Fi

such as smartphones and laptops continues to shine, it is predicted that the growth

of Wi-Fi enabled devices in other categories also take off, as shown in Table 1.1

[116].

Table 1.1: Predicted growth of Wi-Fi devices between 2011-2016 [116].
Categories Examples Percent

Automotive applications Infotainment systems, 109%
navigation, traffic monitoring

Health, fitness and medical applications 39%
Smart meters and automation products 25%

A WLAN is a communication network concentrated in a geographical area that

interconnects a variety of devices and enables communications among them using
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radio waves as the transmission medium. WLANs can provide almost all the func-

tionality offered by wired Local Area Networks, but without the physical constraints

of the wire itself [49]. Since their appearance, WLANs have gained popularity at

an unprecedented rate due to their simple, flexible and cost-effective technology

[99, 158].

The leading standard for WLANs is the Institute of Electrical and Electronics

Engineers (IEEE) 802.11, which ensures a high level of interoperability of products

from different equipment suppliers. It adopts the standard 802 Logical Link Con-

trol protocol but provides physical (PHY) layer and medium access control (MAC)

sublayer which are optimized for wireless communications [158].

WLANs were originally designed with a mandatory multiple access mechanism

to support best effort traffic and an optional feature to support real-time traffic using

a centralized polling mechanism in the first IEEE 802.11 standard [3]. However, this

optional feature is not part of Wi-Fi Alliance’s interoperability standard; hence, it

is rarely implemented in hardware devices. This means that all traffic types are

treated in the same way. Nowadays, with the diversity of applications over Internet,

traffic over WLANs is also diverse, with different QoS requirements for different

traffic types as shown in Table 1.2. With the lack of QoS support, IEEE 802.11

experienced serious challenges in meeting the demands of multimedia services and

applications. Then, to improve user satisfaction, it is important to properly consider

the issue of QoS provision in WLANs.

Table 1.2: QoS requirements of different types of application [111].
Application Type Examples Requirements

Interactive VoIP, Low latency, small jitter, and
Video Conference small throughput variations

Short Web Transfers Web search, Low latency
(<100KB) Social networking

Medium Sized Transfers Music/Photo transfer Low latency
(100KB-5MB)

Large Transfers Movie downloads, High throughput
(>5MB) Software Updates
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Then, an amendment to enhance QoS at the MAC sublayer for WLANs, IEEE

802.11e, was ratified in 2005 [7], which defines a distributed medium access scheme

called Enhanced Distributed Channel Access (EDCA). Service differentiation in

EDCA is provided by defining four access classes (ACs): Background, Best Effort,

Video, and Voice. These four ACs have different QoS through being assigned differ-

ent values for MAC parameters such as CWmin and TXOP limit. Note that CWmin

determines how long a station has to back off before transmitting and TXOP limit

specifies how long a station is allowed to transmit without contention per channel

access. The default MAC parameter settings for these classes are given in Table 7-

37 of the 802.11e amendment [7], which is based on prioritization with the highest

priority for voice traffic. Since the release of the 802.11e protocol, there have many

proposals to improve its performance in providing service differentiation in various

ways such as adapting the MAC parameters of ACs as functions of network load

[20, 88, 100, 103, 124] or changing the distribution of backoff values [130]. Note

that like the default MAC parameter setting, most of these proposals are based on

prioritization, which have been shown to work well when users choose the right class

designed for their traffic.

However, these priority-based QoS mechanisms will create an incentive for self-

ish users (e.g. those try to maximize their performance at the cost of others) to

use the access class of the highest priority to gain a higher share of the channel.

This can degrade the overall performance of the network [29] and result in no ser-

vice differentiation [29, 102, 109]. This shows the importance of QoS provision

for WLANs with selfish users. The existing solutions to this issue in the litera-

ture [29, 45, 102, 109, 110] which deploy additional mechanisms such as policing or

pricing are either complicated or impractical to implement.

The above analysis raises an open question: “Is there a scheme that will provide

service differentiation, which has the following features:

• robust against selfishness,
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• easy to implement, and

• compatible with the standard?”

This thesis will focus on answering this question.

1.2 Thesis statement

The thesis’s view is that a simple solution to service differentiation provision which

is robust against selfish users is to provide “different but fair” services for differ-

ent types of traffic by scaling two MAC parameters defined in the IEEE 802.11e

standard: CWmin and TXOP limit appropriately. Game theory is a useful tool to

study the incentives of selfish users and network modeling is required to investigate

network performance. This statement poses the following challenges.

• How can the effect of CWmin and TXOP limit on providing service differenti-

ation be quantified?

• What should be the right ratio of CWmin and TXOP limit for different access

classes to guarantee the property of “different but fair” services?

• Which approach should be used to prove that the proposed scheme is actually

robust against selfish users?

The thesis will present how to address the above questions to obtain a simple scheme

which provides service differentiation and is robust against selfish users.

1.3 Contributions and novelty

The thesis makes the following three main contributions.

First, to quantify the effect of two MAC parameters, CWmin and TXOP limit,

on service differentiation, the thesis contributes a novel model of IEEE 802.11e

EDCA WLANs with services differentiated by these two parameters in a network of
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heterogeneous traffic (e.g. multiple sources of different rates and packet sizes with

different QoS requirements). Compared with the existing models covering these

above features, the proposed model in Chapter 3 is novel in the following aspects.

• The model is more tractable than existing models of the same scope. In

particular, the model is based on the renewal reward theorem proposed in [77]

which is more tractable and requires less computation than most of the existing

models which use the Markov chain-based approach originally proposed in [21].

• To the best of my knowledge, the proposed model is the first to provide a

closed form distribution of the number of packets an unsaturated source (e.g.

source with queue utilization less than 1) transmits per channel access. (Note

that a source can send multiple packets per TXOP limit (hereafter called a

“burst”) if it has enough packets and the total duration of these packets is

at most TXOP limit.) I also show that the bursts can be approximated by a

geometric random variable clipped to TXOP limit. This information cannot

be drawn from existing models due to their complexity.

• The thesis shows that the residual time of an ongoing transmission from other

stations seen by a burst of an unsaturated source arriving during that transmis-

sion has big effect on the accuracy of the delay model under some considered

scenarios (e.g. large TXOP limit). The proposed delay model captures this

feature. In contrast, it has not been taken into account in the existing models.

• The delay model also captures the probability that a packet arrives at an

empty buffer. I find that under specific scenarios, it can improve the accuracy

of the model up to 25%. This is currently ignored in the existing delay models.

Based on the proposed model, the following work has also been achieved.

• A simple method is proposed to approximate the distribution of the access

delay, in contrast with the complex methods used in the existing models such

as the numerical inversion of z-transform.
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• The thesis provides the derivation of a lower bound on the number of saturated

users in the network so that the queueing delay of unsaturated sources will be

infinite regardless of the traffic load from unsaturated sources, given that all

stations use the same minimum contention window, CWmin. Surprisingly, I

find that this bound only depends on CWmin.

Second, instead of providing priority-based service differentiation which requires

complex mechanisms to correct the incentive of selfish users in choosing an access

class, I seek to provide service differentiation without prioritizing one class over

another, that is, there is no ordering of the classes such that one gets better per-

formance in all respects than the later ones. In Chapter 4, I do this by choosing

ACs such that some parameters are less aggressive whenever others are more ag-

gressive, which is motivated by the observations obtained using the proposed model

of 802.11e EDCA. The properties of my proposed scheme with and without selfish

users are studied analytically by using a game theoretic framework. My proposed

scheme has many advantages over prior proposals as follows.

• It improves service for both delay-sensitive and throughput-sensitive traffic

and provides the correct incentives for selfish users (e.g. application writers

who optimize their code based on measured performance using all the available

services).

• It allows easy implementation: a single set of 802.11e MAC parameters pro-

vides tradeoff between throughput and delay over the range of load studied.

This implies that my scheme can be implemented in infrastructure or adhoc

modes.

Third, I find by simulations that under specific scenarios when there is big vari-

ability of packet sizes in the network, the collision probability of small packets from

unsaturated sources is no longer the same on its first and subsequent attempts.

This violates the mean field approximation of constant collision probability used in
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most previous models of 802.11 WLANs and the proposed model above, which may

affect the accuracy of those models. Therefore, in Chapter 5, I have investigated

this phenomenon to find its cause and conditions when it is observed. Besides, to

quantify how much the collision probabilities on the first and subsequent attempts

are different, and how much improvement in model accuracy can be obtained by

modeling this correctly, I also extend the proposed model above to capture that

effect. As a result, I find that correctly modeling this can improve the accuracy of

collision probability of unsaturated sources up to 30%, which implies its importance

for work requiring the accurate capture of collision probability. As an example of

such work, the extended model is used to optimize energy consumption of a station

by minimizing its collision probability.
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• S. H. Nguyen, L. L. H. Andrew and H. L. Vu, “Service differentiation with-

out prioritization in IEEE 802.11 WLANs,” in Proc. IEEE Local Computer

Networks, pp. 109-116, 2011.

• S. H. Nguyen, H. L. Vu and L. L. H. Andrew, “Performance Analysis of IEEE

802.11 WLANs With Saturated and Unsaturated Sources, ” IEEE Transac-

tions on Vehicular Technology, vol. 61, no. 1, pp. 333–345, 2012.

• S. H. Nguyen, H. L. Vu and L. L. H. Andrew, “Service differentiation without
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Background and Literature Review

This chapter will provide a summary of the related literature to my work, including

the current models of IEEE 802.11e EDCA WLANs, the existing approaches to

provide service differentiation in WLANs and how they cope with the issue of selfish

users in choosing an access class. To help the readers understand the related work,

I will first provide a summary of the main features of the IEEE 802.11 standards

for WLANs.

2.1 WLANs and IEEE 802.11 standards

The dominant standard for WLANs in the market is IEEE 802.11; therefore, my

work focuses on this standard, the main features of which will be presented in this

section.

2.1.1 IEEE 802.11 architecture

In the IEEE 802.11 architecture, two main components are the stations (STAs) and

the access point (AP). Stations are devices with wireless network interface cards

such as laptops, personal computers or smartphones. The AP is defined as “any

entity that has STA functionality and provides access to the distribution services,

via the wireless medium for associated STAs” [8]. The AP allows STAs under

its management to connect to wired networks or wireless STAs under other APs’

management.

With these two components, there are two main connection modes: ad-hoc mode

where all STAs connect to each other directly, and infrastructure mode where STAs

9
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connect to each other through the AP. These modes are illustrated in Figure 2.1.

My work focuses on upstream traffic in the infrastructure mode; however, the work

can still be applied to ad-hoc mode with insignificant change.

Figure 2.1: The architecture of IEEE 802.11.

2.1.2 IEEE 802.11 standards

The IEEE 802.11 standards define the specifications of the MAC layer and physical

layer of WLANs. The first IEEE 802.11 standard was ratified in 1997 and revised

in 1999 [3]. Since then, there have been several amendments to this specification

which aim to improve the performance of WLANs such as increasing data rates

supported at the physical layer and providing QoS at the MAC layer. The latest

version of IEEE 802.11 standard, named IEEE 802.11-2012 [10], is published in 2012,

which incorporates the previous version and all the amendments. The evolution of

the standardization of physical layer and MAC layer are described in the following,

with much more emphasis on the MAC sublayer which is the focus of the thesis.

Physical layer

There have been the following four amendments to the IEEE 802.11-1999 standard

[3], which improves the technologies of the physical layer to support higher data
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rates and hence higher throughput.

802.11b IEEE 802.11b [4] is the amendment to the IEEE 802.11-1999 specifica-

tion, issued in 1999. It specifies data rates up to 11Mbps in the same frequency

band of 2.4 GHz.

802.11a IEEE 802.11a [5] is another amendment to the IEEE 802.11-1999 stan-

dard, which is also issued in 1999. It specifies data rates up to 54Mpbs but in

another frequency band of 5GHz. Operating in the 5GHz band reduces interference;

however, it shortens the transmission range.

802.11g IEEE 802.11g [6] is an amendment to the IEEE 802.11-1999 specification,

which was issued in 2003. This amendment allows data rate up to 54Mbps in the

same frequency band of 2.4GHz. The 802.11g standard is backward compatible

with 802.11b; hence, it may attract more attention from industry than the earlier

standardized 802.11a [158]. However, the 2.4GHz has already been used by many

home electronic devices such as microwave ovens and cordless phone; hence, the

system suffers more interference.

802.11n IEEE 802.11n [9] is an amendment to the IEEE 802.11-2007 standard,

which is issued in 2009. The maximum data rate is increased significantly from

54Mbps in 802.11a/g to 600Mbps. It is built on previous standards with additional

features to improve network throughput such as the multiple input multiple output

technique and the support of 40MHz bandwidth at the physical layer.

Note that the rate of overheads (i.e. PHY overhead and control frames) does

not increase by the same factor as that of payload data; hence, the throughput is

increasingly dominated by such overheads at high data rates [136]. This means that

collision becomes more expensive at higher rate, which increases the improvement

observed by the proposed scheme of service differentiation in this thesis.
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MAC layer

To improve the performance of WLANs, not only the physical layer but also the

MAC sublayer has been improved through a few amendments. The thesis focuses on

the performance of MAC sublayer in IEEE 802.11 WLANs; therefore, it is important

to understand the operation and features of the MAC sublayer.

IEEE 802.11-1999 The IEEE 802.11 MAC sublayer defines two basic medium

access protocols: contention-based distributed coordination function (DCF) and

contention-free point coordination function (PCF). DCF mode supports asynchronous

transmission and is fully distributed while PCF supports polling-based synchronous

transmission and is centralized. An 802.11 WLAN can operate in both DCF and

PCF modes; however, DCF mode is mandatory while PCF is optional and rarely

implemented. The subsequent amendments for the MAC sublayer are based on DCF

and PCF. Therefore, I will provide the detailed description of those as below.

• DCF

DCF is a distributed medium access protocol based on Carrier Sense Multiple

Access (CSMA) with Collision Avoidance (CSMS/CA) and binary exponen-

tial backoff (BEB), instead of CSMA with Collision Detection as in the wired

network because wireless stations can not listen to channel while transmitting.

Carrier sensing in 802.11 DCF is performed at both PHY and MAC layers,

which are PHY carrier sensing at air interface and virtual carrier sensing at

MAC layer. PHY carrier sensing detects the presence of other STAs by ana-

lyzing the received signal strength. At MAC layer, this is done by a station

updating the Network Allocation Vector (NAV) in accordance with the Du-

ration field in the MAC header of the received packet. If the station detects

a collision, it will set this NAV to be Extended Inter-Frame Space (EIFS).

This NAV indicates the amount of time that must collapse until the ongoing

transmission from other STAs finishes and the channel is free again to sense
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for idle state.

NAV (Data)NAV (Data)

SIFSSIFS
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DestinationDestination

OtherOther

DIFSDIFS
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DIFSDIFS

Defer AccessDefer Access Backoff After DeferBackoff After Defer

Contention Window

Figure 2.2: The diagram of IEEE 802.11 DCF.

The operation of CSMA/CA in 802.11 DCF is shown in Figure 2.2, the de-

scription of which is as follows. When a frame arrives at the MAC sublayer,

it will be placed in a transmission queue where the frame at the head of the

queue will contend for channel access. Then, the medium access procedure

of the DCF can be described as follows. When a frame arrives to an idle

source, it senses the channel for a Distributed Inter-Frame Space (DIFS). If

it is idle during this whole time, the frame is transmitted immediately (asyn-

chronously). Otherwise, the source waits until the channel is continuously idle

for DIFS, and then starts a backoff process. A backoff counter is initialized to

a random integer uniformly distributed between 0 and (CW − 1), where CW

is the current contention window. For each new frame, CW is initialized to

the minimum contention window, CWmin, and doubles after each unsuccessful

transmission until it reaches the maximum contention window, CWmax, after

which it remains constant. The backoff counter is decreased by one at ev-

ery idle slot time, of duration σ, and frozen during periods of channel activity.
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Decrementing is resumed after the expiration of a DIFS after a channel activity

period ends. When the backoff counter reaches zero, the frame is transmit-

ted. An acknowledgment (ACK) is sent back from the receiver after a Short

Inter-Frame Space (SIFS) for every successful frame reception. If an ACK is

not received, the source increases CW as described above, and attempts again

until the retry limit is reached. After receiving an ACK, the source performs a

“post-backoff” process with CW set to CWmin before being allowed to restart

the above procedure. This prevents back-to-back frame transmission.

To avoid hidden terminal and capture effect problems, the 802.11 standard

defines request-to-send (RTS) and clear-to-send (CTS) exchange before trans-

mitting a frame. If RTS is sent but no CTS is received, the station knows

that another STA is also transmitting and suspends the frame transmission

for some backoff time. The work in this thesis assumes there is no hidden

terminal; hence, RTS/CTS is not considered.

Note that in DCF, all stations have the same chance to access to the channel;

therefore, no service differentiation is supported.

• PCF

PCF is designed to support realtime traffic. In particular, when PCF is en-

abled, a point coordinator (usually the AP) periodically contends for access

to the channel. Once it acquires the channel, it polls stations with request for

contention-free service (e.g. stations with realtime traffic) and grants them

the privilege of transmitting. This implies that service differentiation, which

is the focus of the thesis, can be provided with the use of PCF.

However, PCF has not drawn much attention from either the research or in-

dustry community due to the following issues [99, 158].

– It is difficult for the point coordinator to manage the polling of a large

number of active stream without harming the applications using DCF
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contention.

– Since the AP needs to contend for the channel using DCF at the beginning

of a CFP, the effective period of contention-free polling may vary.

– The hardware implementation of PCF was thought to be too complex.

– PCF experiences substantial delay at low load.

– PCF is centralized and can only be used in infrastructure mode.

Therefore, there still lacks a mechanism to provide QoS in WLANs, which is

then addressed in the amendment IEEE 802.11e [7]. However, even if PCF is

implemented, the issue of users’ incentive to claim to be of realtime traffic to

gain a higher share of bandwidth still exists.

IEEE 802.11e This amendment was issued in 2005 to support QoS in WLANs.

In particular, it defines several access classes which have different values of several

MAC parameters, the detail of which will be provided in Section 2.2.2. The work

in this thesis is based on this amendment.

IEEE 802.11n To increase the network throughput, this amendment improves

not only physical layer technologies to support high data rates as mentioned above

but also MAC layer. In particular, the IEEE 802.11n MAC defines several ways of

frame aggregation, which helps to reduce channel waste due to the protocol overhead

and hence increases the effective throughput.

2.2 QoS provision

In this section, I will provide a literature review of service differentiation in commu-

nication networks, especially at the MAC sublayer of WLANs which is the focus of

my work. Service differentiation means providing different QoS for different types

of traffic. To see how the techniques to provide QoS in wired networks can be ap-
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plicable to wireless networks, it is important to first review the evolution of QoS

provision in wired networks.

2.2.1 Evolution of QoS provision

One of the earliest communication networks, the public switched telephone network

started building out a worldwide, circuit-switched network a century ago [129]. It

was suited to carry realtime traffic such as voice by providing dedicated circuits,

which guarantees the QoS measures of voice such as low latency, fixed circuit-based

routing, predictable service levels and information-order preservation [129]. A con-

nection is set up before any communication can begin and the admission control is

performed to prevent the demand for resources from exceeding the supply [141]. In

this kind of networks, when the system capacity is exceeded, any traffic arriving will

be dropped or put in a queue.

After that, with the development of computer technologies and the need of in-

terconnecting personal computers with each other and with wide range of resources,

data networking began to grow in the 1970s. Then, it took off in the 1980s and

exploded in the 1990s [69]. In data networks, packet flows share the same resources

and hence contend with each other for these common resources. When there is con-

tention for resources in the network, it is important for resources to be allocated

or scheduled fairly. With the increase of new applications, traffic over data net-

works contains not only best effort but also realtime ones such as voice and video.

Then, QoS has become a real issue in data networks. Asynchronous Transfer Mode

(ATM) was the first general data-networking technology including a class of service

concept at the link layer, which offers different treatment for different traffic types

[129]. However, it has been rarely deployed due to its complexity [141]. In the late

1990s, the Internet Protocol (IP) won out as the technology of choice for converged

networks which support a combination of voice and data due to its ease of use, ubiq-

uity, and advances in handling realtime traffic [129]. Therefore, it is useful to study

how QoS is provided in IP networks, the applicability of which to QoS provision in
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wireless networks is then discussed.

QoS models for wireline IP networks

The main models proposed for wireline IP networks are summarized in the following.

IntServ The first QoS model proposed by the Internet Engineering Task Force

(IETF) is Integrated Services (IntServ) model. This model proposes three service

classes [129, 142], which are

• Guaranteed service for applications requiring fixed delay bound;

• Controlled-load service for applications requiring reliable and enhanced best-

effort service;

• Best-effort service for applications requiring no guarantee.

The model uses a flow-based concept coupled with a signalling protocol called Re-

source Reservation Protocol (RSVP) to set up paths and reserve resources. The

signalling protocol guarantees that adequate resources are available (at each hop)

for the flow before admitting the flow onto the network. IntServ is implemented

by four components: the signalling protocol (e.g. RSVP), the admission control

routine, the classifier, and the packet scheduler.

The pros of the IntServ model are [129]

• Conceptual simplicity, facilitating the integration with network policy admin-

istration;

• Discrete per-flow QoS, making it architecturally suitable to voice calls;

• Call admission control capabilities, which can indicate to endpoints whether

the desired bandwidth is available.

However, the InterServ architecture has the following main cons [129, 142].
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• The amount of state information and exchanged signalling messages increases

proportionally with the number of flows. This places a huge storage and

processing overhead on all network elements. Therefore, this architecture does

not scale well in the Internet core. Besides, it might also require a significant

bandwidth on large networks.

• The requirement on intermediate nodes are high. They must have RSVP,

admission control, multi-field classification, and packet scheduling.

Because of those, IntServ was never deployed in reality [141].

DiffServ Due to the difficulty in implementing and deploying the IntServ model,

the Differentiated Services (DiffServ) model was introduced [142]. While IntServ

is flow-based mechanism, DiffServ is class-based. DiffServ uses packet markings to

classify and treat each packet independently. Different markings correspond to dif-

ferent classes with different services. The model defines packet markings along with

specific per-hop behaviors (PHBs) using the Type of Service byte as differentiated

service (DS) field in the IPv4 header.

The DiffServ model has the following advantages[129].

• Scalability - this model can scale well due to no state or flow information

required to be maintained in nodes.

• Performance - the packet content only needs to be inspected once for classifica-

tion purpose and hence marking. All subsequent QoS decisions are made based

on the value of DS field in the IP header, which helps to reduce processing

requirements.

• Interoperability - all vendors are already running IP.

• Flexibility - The DiffServ model does not prescribe any particular feature to

be implemented by a network node. Any feature can be used as long as it is

consistent with the behavior expectation defined in the PHBs.
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The disadvantage of the DiffServ model relative to IntServ is that there is no

bandwidth guarantee for packets that belong to a flow and hence no guarantee of

services, especially when the network is congested [129, 142]. As the DiffServ ar-

chitecture creates preferable traffic classes that deliver better service in all relevant

parameters than other classes in the system, it requires traffic regulation (i.e. pric-

ing) across service classes to avoid traffic being directed to the high-quality class.

In reality, DiffServ has been deployed by some network service providers [141].

However, it is generally not deployed network-wide and only enabled in a few poten-

tial bottlenecks [141]. There have been some efforts to extend DiffServ after it was

introduced. The most noticeable ones are Multiprotocol Label Switching (MPLS)

support for DiffServ (RFC3270) and Diffserv-aware Traffic Engineering (RFC3564)

[141]. The former enables DiffServ to be implemented in a MPLS network, while

the latter enables Traffic Engineering to be implemented per DiffServ class.

Note that the IEEE 802.11e standard to support QoS in WLANs can be consid-

ered an example of the DiffServ model in that it defines several access classes with

different QoS to serve packets of different traffic types.

Hybrid IntservDiffserv This a hybrid model which uses a mix of IntServ and

DiffServ as described in RFC2998 [129, 141]. Network operators can use IntServ at

the access and edge of the network where bandwidth is limited and scalability is less

an issue, and use DiffServ in the core of the network [141]. There is lack of public

awareness about this model and there is no deployment [141].

“Non-elevated” IP approach The above QoS models require complex mecha-

nism such as reservation signaling or admission control, policing and pricing, which

make them hard to deploy in real networks [65]. Therefore, another approach using

non-elevated services may be a much better fit for the Internet [65]. These services

can be described as “deploy incrementally, with no need for policing, accounting,

or significant change to operational practices” [2]. The proposed scheme to provide
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QoS in WLANs in the thesis uses this approach and it also has these nice properties.

There have been several QoS proposals using this approach. This approach is

different from differentiated or integrated services in that it provides a spectrum of

“different but fair services” in which neither service classes can be said to receive

better treatment. These proposals are summarized in the following.

• Best Effort Differentiated Services (BEDS) is a set of services similar to Best

Effort in that QoS provided depends on the network conditions, but differenti-

ated in their tradeoff between packet delay and packet loss probability, which

is supported by an architecture and several mechanisms proposed in [42]. In

particular, there are two service classes defined: the “loss-conservative” service

which is suited for file transfer applications, and the “delay-conservative” ser-

vice which can benefit VoIP. In their proposal, the “loss-conservative” service

has a smaller loss probability but larger delay than the “delay-conservative”

service.

• Equivalent Differentiated Services (EDS) [44] uses a similar idea of providing

different but equivalent services as BEDS by trading off delay versus loss rate.

Similar to [42], it is not very clear how to configure service ratios to reflect the

absolute service guarantee.

• Alternative Best Effort (ABE) is a novel service architecture for IP networks

proposed in [60], which relies on the idea of providing low delay at the expense

of maybe more loss. With ABE, every packet is marked as either blue or green

where the choice of color is made by the application based on nature of its

traffic and on global traffic conditions [60]. Green packets are guaranteed a

low bounded delay in every router but are more likely to be dropped than

blue packets in return. In contrast, the blue traffic is guaranteed to receive at

least as much throughput as it would in a flat best effort network. Interactive

application with realtime deadlines (e.g. voice) will mark their packets green

as long as the network conditions offer large enough throughput while data
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applications such as bulk data transfer will seek to minimize overall transfer

time and send blue traffic [60].

• Incentive-Compatible Differentiated Scheduling (ICDS) is an incentive-compatible

framework developed in [65] to provide differentiated services in IP networks,

called “Incentive-Compatible Differentiated Scheduling”. In particular, it gen-

eralizes the idea in ABE [60] to capture more than two classes, in which a

service class with lower delay bound will have higher loss probability.

My proposal to provide service differentiation without prioritization in WLANs

uses the idea of “different but fair” services in the above works. However, instead

of trading delay for loss as in these works, my proposal trades delay for throughput

in the absence of loss.

So far I have discussed how end-to-end QoS can be provided in IP networks with

the above QoS models. I now discuss how the service differentiation is implemented

at each hop, because the thesis considers QoS provision for the uplink in an infras-

tructure WLAN (e.g. one hop). In data networks, packet flows contend with each

other for resources, hence, it is important for resources to be allocated or scheduled

fairly according to their QoS weight at each hop. This ensures that there is no flow

starving and flows are isolated from bad effects caused by bad sources which inject

packets into the network at uncontrolled rate. For this, Weighted Round Robin

(WRR) or Weighted Fair Queueing (WFQ) [35], which assign different weights for

different traffic types, can be used. Round-robin scheduling is simple, easy to imple-

ment, and starvation-free. However, in WRR, to obtain a normalized set of weights,

the mean packet size of each flow must be known. Another weakness of WRR is

that it cannot guarantee fair link sharing due to allocating the bandwidth on a

packet-by-packet basis. The Deficit Round Robin (DRR) scheme [126] can solve the

first issue of WRR by taking into account the packet size. However, a drawback of

this scheme is that it may not allocate fair bandwidth in short time scales. Bet-

ter fairness can be achieved with WFQ schemes [46, 105] which approximate the
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Generalized Processor Sharing model for packet-based traffic scenario. However,

the computational complexity of DRR is proven to be O(1) per packet processing,

less than that of fair queueing scheme, O(log(n)). The concept of those proposed

schemes have been used to provide service differentiation in one-hop WLANs, the

detail of which is described in Section 2.2.2.

QoS in wireless networks

So far I have summarized the approaches of QoS provision in wired networks. I

will now discuss how QoS provision in wireless networks is different. An important

property of wireless networks, which makes them different from wired networks, is

their distributed nature. In particular, in wireless networks using random access

protocols, stations contend for channel access in a decentralized manner. Hence, the

QoS mechanisms proposed for wired networks can not be directly applied without

modification. This will be shown in the next section where I discuss in detail about

QoS provision in WLANs because this is the focus of the thesis.

2.2.2 Service differentiation in WLANs

Recall that the first version of 802.11 standard do not support service differentia-

tion. Before the official release of 802.11e amendment for QoS enhancement, there

have been many proposals to provide service differentiation in WLANs. Those will

be presented first in this section, which is followed by the description of 802.11e

standard and its existing enhancements.

QoS enhancements for legacy DCF

Approaches to provide service differentiation for the legacy DCF can be classified

into priority-based or fair scheduling-based methodology, which are summarized in

the following.
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Priority-based schemes There are several priority-based proposals to provide

service differentiation in WLANs, which will be described below.

• To introduce priorities in 802.11 DCF, [11] proposes three techniques corre-

sponding to three parameters: backoff increase function, DIFS, and maximum

frame length.

– Backoff increase function: Instead of doubling the contention window by

two as in DCF, the scheme proposes to change that factor differently for

different priority class. The higher priority, the smaller the factor, and

hence the higher probability to access the channel. The results show that

this scheme works well for User Datagram Protocol (UDP) traffic but

does not perform well for Transmission control protocol (TCP) traffic

because all TCP ACKs have the same priority.

– DIFS: Each priority level is assigned a different DIFS. Higher priority is

assigned lower DIFS, which causes some slots after a busy period reserved

for transmission only from the high priority traffic. This is shown to work

for both TCP and UDP.

– Maximum frame length: Each priority level has a maximum frame length,

which is higher for higher priority class. The paper proposes two ways to

implement that: (1) drop packets longer than the maximum frame length

assigned; (2) fragment packets exceeding the maximum length. This is

shown to work for both TCP and UDP.

• Blackburst is a scheme proposed in [127] to minimize the delay of realtime

traffic. In this scheme, data stations and realtime stations have different ac-

cess procedures. In particular, data stations still use CSMA/CA and positive

acknowledgement as in DCF while realtime stations are scheduled to access

channel similar to time division multiple access. When a realtime station first

has a frame to send, it waits until the channel is sensed idle for PCF Interframe
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Space (PIFS) (PIFS<DIFS) before entering a black burst contention period.

In this period, it sends a so-called black burst to jam the channel. The length

of this frame is proportional to the time it has to wait until entering black

burst period. After that, it observes the channel for a short time to see if

there is any other realtime station with longer black burst. If there is any, it

will wait for this station to transmit and then start sensing the channel again.

If there is not, it will send the frame and then schedule the next frame in tsch

seconds in the future. If there are no data stations, realtime stations after

transmitting the first packet will not need to contend for the channel again

and transmit a frame every tsch seconds. The Blackburst offers very low delay

and jitter for realtime traffic. However, it requires modification to the existing

802.11 standard and wastes channel through sending black bursts.

• Deng et al. [36] proposes a scheme which provides four priority levels, based

on four combinations of two values of Inter-Frame Space (IFS) and two backoff

generation functions. Instead of using DIFS for all stations as in 802.11 DCF,

it proposes to use DIFS for the lowest two priority classes and PIFS for the

highest two priority classes. Between the lowest two priority classes or the

highest two priority classes, the higher priority class generates random backoff

in the lower interval than the lower class.

Fair scheduling-based schemes A summary of work based on the fair scheduling-

based methodology is presented in the following.

• Distributed Fair Scheduling (DFS) is proposed in [137, 138] to improve the fair-

ness issue in the 802.11 DCF standard and provide service differentiation by

applying Self-Clocked Fair Queueing [46] in a distributed way. It assigns dif-

ferent weights to different traffic classes where higher priority class has higher

weight. Then, the backoff value is determined to be inversely proportional to

the weight, which allows traffic of higher priority to access the channel with
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higher probability. Besides, to improve fairness, the backoff value is propor-

tional to the packet size. This implies that a station transmits a long packet

has to wait longer.

• Distributed Weighted Fair Queuing (DWFQ) [19] applies the concept of “weighted

fair queueing” into WLANs to distribute the wireless bandwidth among flows

proportional to their weight. The higher priority class will have higher weight.

To do that, each station will calculate a ratio Li = Ri/Wi where Ri is its

actual throughput and Wi is its weight. Stations will advertise their ratios in

the transmitted packet. A station will then compare its ratio with others and

adjust the contention window accordingly until it has the same ratio as others.

• Distributed Weighted Fair Queuing (DDRR) is proposed in [106] to provide

different classes with different throughput requirements, which is based on the

DRR mechanism which has the complexity of O(1) compared with O(log(n))

of the Self-Clocked Fair Queueing. In this scheme, each station will be allot-

ted a service quantum Q bits every Ti seconds depending on its throughput

requirement. Each station will have a Deficit Counter which keeps track of

the amount of bandwidth available to that station. The Deficit Counter keeps

increasing continuously by Q bits every Ti seconds and decreasing by the size

of a frame transmitted by that station. Then, at each time t, the IFS for

each traffic class i at a station j is determined by the size of the quantum and

the Deficit Counter at time t. The backoff process is removed in this scheme,

which explains for its low variation of throughput and delay.

IEEE 802.11e standard

In 2005, IEEE defined a new standard named 802.11e [7] to support QoS at the MAC

sublayer. This standard defines a new coordination function called the hybrid coor-

dination function (HCF), which includes two medium access methods: a distributed

scheme called enhanced distributed channel access (EDCA) and a centralized one
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called HCF controlled channel access (HCCA). These two access schemes are QoS-

specific extensions of the original access methods: DCF and PCF.

Similar to PCF, HCCA is more complex and inefficient for normal data trans-

mission [104, 145]. Because of this as well as the simplicity of EDCA to implement

[67], EDCA’s independence of architecture [13] and with the popularity of the DCF

in IEEE 802.11 networks [84], EDCA has received the most attention [39] and is

expected to be the dominating access scheme for IEEE 802.11e networks [84]. My

work in this thesis is based on EDCA. Hence, the remaining discussion of this section

only focuses on EDCA.

EDCA This mechanism provides differentiated and distributed access to the wire-

less medium for STAs. In particular, there are four AC queues defined in EDCA to

support prioritized QoS. When a packet arrives at MAC layer, it is tagged with a

traffic priority identifier (TID) based on its QoS requirement. The TID value from 0

to 7 is the user priority (UP), which is identical to the IEEE 802.11D priority tags.

The UP value is then mapped to one of four AC queues, as shown in Table 2.1 taken

from Table 9-1 of [8].

Table 2.1: Mapping between User Priority (UP) and Access Category (AC) [8].
Priority UP 802.1D AC Designation

(same as 802.1D UP) designation (informative)
Lowest 1 BK AC BK Background

2 – AC BK Background
0 BE AC BE Best Effort
3 EE AC BE Best Effort
4 CL AC VI Video
5 VI AC VI Video
6 VO AC VO Voice

Highest 7 NC AC VO Voice

Service differentiation is achieved by varying the following MAC parameters for

different ACs [7].

• The minimum contention window (CWmin) and maximum contention
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window (CWmax) determine how long a station has to backoff before it can

transmit.

• Arbitration Inter-Frame Space (AIFS) is used in EDCA instead of DIFS

in DCF. AIFS[AC] is given by

AIFS[AC] = AIFSN [AC] ∗ σ + SIFS. (2.1)

where σ is the duration of an idle slot time as defined above, and Arbitration

Inter-Frame Space number (AIFSN) is an integer. The difference of AIFSN

between two ACs means that higher priority AC is allowed to access channel in

some slots where lower priority AC is not allowed. The higher the traffic load,

the higher benefit the priority of AIFS gives [22]. In other words, it provides

load-dependent prioritization.

• Transmission Opportunity (TXOP) limit represents the maximum dura-

tion a STA can transmit without contention once it gains channel access, which

is used to improve the efficiency of the system. During this time, a STA can

transmit multiple frames. These frames can be immediately acknowledged, in

which case they are separated by a SIFS, an ACK, and another SIFS. Besides,

to improve efficiency further, 802.11e also allows block acknowledgement which

acknowledges all frames sent per TXOP using only one frame. Then, frames

sent in a TXOP are separated by only a SIFS, which allows more packets to

be sent per TXOP than immediate acknowledgement.

Each AC queue works as an independent DCF STAs with its own backoff counter

and uses its own backoff parameters. The values of backoff parameters of each AC

are advertised by the AP in the Beacon frame at the beginning of each superframe;

otherwise, the default EDCA parameters, given in Table 7-37 of the 802.11-2007

standard [8], are used.

In the rest of this thesis, I refer to the service differentiation caused by AIFS
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as AIFS differentiation, by CWmin and/or CWmax as CW differentiation, and by

TXOP limit as TXOP differentiation.

Enhancements over 802.11e EDCA

Since the release of 802.11e EDCA, there have been many proposals to improve its

performance. As an example, Tadayon et al. [130] proposes to use the gamma dis-

tribution instead of uniform distribution when generating backoff value in EDCA. In

particular, QoS differentiation is supported by having different backoff distribution

shapes of different concentration. Higher priority traffic will have distribution with

lower mean and higher concentration. This helps to reduce the collision of higher

class. However, this will increase collision probability among stations of the same

priority. Moreover, the performance of EDCA has also been improved by consider-

ing the impact of network conditions such as network load and channel conditions,

as summarized below.

The first factor, network load (i.e. the number of contending nodes in a network)

have a clear affect on the priority-based service differentiation. If the MAC param-

eters of ACs are static, even a node using the highest priority AC may be unable to

achieve its minimal required performance. This issue has been addressed in the lit-

erature by adapting the values of MAC parameters to the network load. In general,

work of this kind can be classified into two types: (1) adapting the MAC parame-

ters based on some implicit measures of the network load such as collision rate and

busy rate, which is implemented in a distributed way [88, 100, 103], (2) optimizing

the MAC parameters to satisfy a certain goal such as guaranteeing the requirement

of realtime traffic, maximizing the admissibility region of real-time traffic or/and

maximizing the throughput of data traffic [20, 124].

To address the second issue of varying channel condition in 802.11e, [115] pro-

poses to classify the cause of an unsuccessful transmission, either due to collision or

bad channel. Then, three parameters, which are fragmentation threshold, persistent

factor, and defer countdown can be adapted to improve the service differentiation
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of flows. For example, an algorithm called EDCA-LA is proposed in [80], which

adaptively adjusts backoff time for each AC by taking the channel conditions into

account. The idea behind EDCA-LA is to increase the backoff time when the chan-

nel condition is bad and to decrease this time when the channel condition is good

[80]. The channel condition is inferred from the current physical transmission rate

used by a station. The results show that EDCA-LA outperforms the default EDCA

setting at high network load. Although time-varying channel condition is a practical

issue, my work in this thesis does not consider that and assumes ideal channel con-

dition (e.g. an unsuccessful transmission is only due to a collision) for tractability,

leaving that for future work.

2.2.3 Service differentiation in WLANs with rational users

Note that the default EDCA parameter setting in the 802.11e standard and the ex-

isting QoS schemes introduced in the previous section always provide higher priority

for realtime traffic. Those will operate as analyzed if users of a certain traffic type

choose the right class designed for that traffic. However, when users are “rational”

(e.g. users always try to maximize their own performance, also called “selfish” users),

the prioritization will create an incentive for users of lower priority traffic to use the

class designed for real-time traffic to gain a higher share of resources [29, 102]. This

can degrade network performance drastically [29] and QoS differentiation no longer

occurs when all data users use the highest priority class [29, 102, 109].

To analyze the effect of rational users, game theory is often used as a useful tool.

The analysis using game theory usually gives insight of whether the considered

scenario has a stable outcome or not and the property of this outcome if there is

any. Then, mechanism design can be used to make users behave in a way which

leads to a desired outcome. My work in Chapter 4 applies both game theory and

mechanism design in service differentiation provision.

Therefore, in this section, I first provide a short introduction of game theory

and mechanism design, together with their applications. Then, I will investigate
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how game theory and mechanism design have been applied to analyze and solve the

above incentive issue in service differentiation provision in WLANs.

Game theory

Game theory is a collection of analytical tools designed to help us understand the

phenomena that we observe when decision-makers interact [89]. More specifically,

it provides a mathematical basis for the analysis of interactive decision-making pro-

cesses. It provides tools for predicting what might (and possibly what should) hap-

pen when agents with conflicting interests interact [89]. A summary of the history

of game theory can be found in [37].

In general, games can be categorized as non-cooperative and cooperative games

[101, 147]. Noncooperative games consider individual players who act selfishly and

deviate alone from a proposed solution if it gives them higher benefit, and do not

coordinate their moves in groups of players. Cooperative games are concerned with

situations when groups of players coordinate their actions. Analysis in cooperative

game theory is centered around coalition formation and distribution of wealth gained

through cooperation [147]. A detailed description of cooperative games can be found

in [48]. The thesis focuses on noncooperative games; hence, I only discuss about the

noncooperative game in the remaining of this section.

A noncooperative game can be divided into two categories: a static game or a

dynamic game [48]. In a static (or “one-shot”) game, the players take their actions

only once, independently of each other. Even though, in practice, the players may

have made their strategic choices at different points in time, a game would still be

considered static if no player has any information on the decisions of others [48]. In

a dynamic game, the players have some information about each others’ choices and

can act more than once, and where time has a central role in the decision-making

[48].

According to whether the players have full information of the game’s structure or

not, a noncooperative game can be classified into two types: complete information
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and incomplete information games.

There are two principal ways to represent a game: the Strategic Form and the

Extensive Form [37]. The Strategic Form (e.g. game table) provides the representa-

tion of the players, their strategies and their payoffs defined below [48]. Meanwhile,

the Extensive Form (e.g. game tree) provides the representation of not only the

players, their strategies and payoffs but also the order of play in the decision pro-

cess, the information available to the players at the time of their decision, and the

evolution of the game [81]. A static game is usually represented in the strategic

form while the most useful representation of a dynamic game is the extensive form.

In this thesis, I am interested in the strategic form game because the strategic

form provides an adequate description of the game I will consider. Hence, the rest

of this section will present the basic concepts of a strategic form game.

A strategic form game consists of the following three components [37, 48, 89, 101]:

• a finite set of players,

• a set of possible strategies for each player, and

• payoff function for each player.

Players “Players” are the decision makers in the modeled scenario. In the wireless

scenario, players are usually the nodes of the network.

Strategies It is important to differentiate between an action and a strategy. An

action is the “move” (or decision) a player makes at a certain stage. In the wireless

scenario, actions can be transmission rates, modulation schemes, backoff time or

transmit power level [89]. Meanwhile, a strategy specifies the action a player will

take at every stage of the game, given what he or she knows about the actions of

other players and any other information that a player may learn over the course of

the game [37]. In a static game, the strategy and action are the same. However,

in a dynamic game, the strategy and action should be differentiated. When each
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player chooses a strategy, the resulting “strategy profile” determines the “outcome”

of the game. (A strategy profile is a vector containing the strategy of every player,

one for each player.)

Note that there are two types of strategies defined in game theory: a pure strat-

egy and a mixed strategy. A pure strategy selects unambiguously some specific

course of action. A mixed strategy corresponds to a player choosing a probability

distribution over his set of pure strategies [101].

There are two important concepts which are usually mentioned in game theory:

“best response” and “dominant strategy”. Best response is a strategy which max-

imizes a player’s payoff, given a particular strategy choice of other players. Then,

dominant strategy is a strategy which maximizes a player’s payoff, regardless of the

strategy choice of other players [37, 89, 101].

Payoffs For each strategy profile, each player receives a “payoff”, which represents

the value of the outcome to the user. In particular, a payoff is a number assigned to

each possible outcome through a utility function. A higher payoff represents a more

desirable outcome [89]. In the wireless scenario, energy saving and throughput are

some examples of players’ payoff.

Nash equilibrium One of the goals of game theory is to predict what will happen

when a game is played. The most common prediction of what will happen is called

an “equilibrium”, a stable solution. The most well-known equilibrium concept in

game theory is the “Nash equilibrium” [89]. A Nash equilibrium is an strategy profile

at which no player has any incentive for unilateral deviation [89, 147]. Despite its

shortcomings such as being not unique and optimal for players, Nash equilibrium

has emerged as the central solution concept in game theory, with extremely diverse

applications. A Nash equilibrium is stable; hence, once proposed, the players do not

want to individually deviate [101].

An alternative interpretation of the definition of Nash equilibrium is that it is a
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mutual best response from each player to other players’ strategies. Then, if every

player has a dominant strategy, the strategy profile including the dominant strategy

of every player is a Nash equilibrium. [37] provides a good discussion of how to

realize a Nash equilibrium if there is any.

Mechanism design

Interactive decision-making processes may lead to an inefficient outcome (i.e. a

game with an inefficient Nash equilibrium). Then, mechanism design can be used

to achieve a desired outcome such as a social optimum.

Mechanism design is a subfield of economic theory that attempts to implement

optimal system allocation with “rational” individuals who aim to maximize their own

payoffs [29, 101]. A mechanism is a pair of a cross product of the strategy spaces

of every individuals and an outcome function which maps a strategy profile to a

decision and transfers [63]. In general, mechanisms can be classified into mechanisms

with money (or pricing mechanism) and mechanisms without money, the detailed

description of which can be found in [101].

An important concept in mechanism design is “incentive compatibility”. A mech-

anism is called “incentive-compatible” if every individual prefers a certain strategy

which reflects his truthful information because this gives him higher utility [101].

An example of “incentive-compatible” mechanisms widely applied in many fields are

Vickrey-Clarke-Groves (VCG) mechanisms, the details of which are presented in the

following.

VCG mechanisms are among the most efficient mechanisms which not only tackle

the dishonesty of individuals in choosing a strategy not reflecting his truthful private

information, but also guarantee achieving the maximum social welfare (i.e. the op-

timum network utility) [29]. The mechanisms incur payments to individuals, which

encourages them to declare their private information truthfully. The payment in

these mechanisms represents the loss in value that is imposed on the other individ-

uals due to the change in decision that results from the presence of an individual in
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the society [63].

Application of game theory and mechanism design

Although game theory was first developed for use in economics, it has been applied

in many other fields such as political science, psychology, biology, communication

and networking [147].

In communication networks, many problems such as flow and congestion control,

network routing, trust management, resource allocation, and QoS provision have

been modeled and analyzed using game theory [16, 48]. Especially, game theory has

been widely used to study a variety of issues in wireless networks such as random

access control, power control, rate control, power allocation of MIMO channels, and

packet forwarding [48, 81, 89, 128]. In the following, I will discuss in more detail its

application in random access control, power control, rate control and QoS provision

in wireless networks, especially in WLANs.

There has been much work on games of random access control. The earliest

random access games analyze ALOHA with selfish users [15, 64, 90]. In 802.11

WLANs, the backoff misbehavior (nodes deliberately fail to follow the IEEE 802.11

MAC protocol) has been studied extensively because of their easy operation and

potential catastrophic impact on network performance [86]. Lu et al. [86] studied

different kinds of backoff misbehaviors and showed that the fixed window backoff

misbehavior (keeping contention window constant regardless of the backoff stage) is

much more harmful than than others because it has scalable gain, which means its

throughput gain ratio goes to infinity as the number of legitimate nodes increases to

infinity. In general, the existing work in the 802.11 WLANs analyzes static and/or

dynamic games where each stage of the game is one slot. [73, 147] consider one-shot

CSMA/CA game and find that a noncooperative CSMA/CA game then arises with

a payoff structure characteristic of a Prisoners’ Dilemma. For dynamic games, [26]

considers fixed window backoff misbehaviors, which shows that the existence of a

small population of selfish and noncooperative nodes leads to a network collapse and
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there exists an infinite number of Nash equilibria in the network of a small population

of selfish nodes. Besides, it also shows that if selfish users cooperate by using

a Pareto-optimal strategy and penalizing those deviating from that strategy, the

system can stabilize at a Nash equilibrium which is also Pareto optimal. Similarly,

[73, 74] also consider the CSMA/CA game as a dynamic and repeated game and

propose a strategy to converge to a symmetric Nash equilibrium which maximizes the

long-term utility (SPELL) [73] or Pareto efficient (CRISP) [74] . [153] extends the

approach in [90] to find a symmetric Nash equilibrium which maximizes each player’s

payoff in a CSMA/CA 802.11 dynamic and repeated game, without assuming that

players know the number nodes in the network. However, similar to [90], it does

not prove the uniqueness of that solution or propose how the stable solution can be

reached.

Beside its popular application in random access control, game theory has also

been widely used in rate control and power control in wireless networks. In partic-

ular, rate and power control game in cellular networks have been much investigated

[18, 50, 122, 156]. In WLANs, rate games are studied in [27, 28, 131] while [28]

considers power control game. Moreover, the joint power and rate control game has

also been considered in [17, 28], where players want to maximize their throughput

with minimum energy consumption.

Furthermore, QoS provisioning with selfish users has also been a subject to study

of game theory. In particular, game theory has been used in WLANs to analyze

the interaction between the service provider (e.g. AP) and new users with QoS

constraints in admission control, and study the incentive of users when classifying

their traffic class. In particular, the former issue has been studied in [53, 79], in

which the AP wants to increase its utility by improving the channel utilization

and accommodating more new users while new users want to maximize its own

utility by achieving the highest QoS if possible. Both show that there exists a

Nash equilibrium in the game. However, [79] does not provide an 802.11e model to

calculate the performance metrics required to determine the utility of players in the
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game model while [53] does. The application of game theory and mechanism design

in the latter issue of selfish users in choosing a traffic class, which is the focus of the

thesis, will be presented in detail as follows.

Application for service differentiation provision in WLANs

Recall that the default EDCA parameter setting in 802.11e and most of the pro-

posed schemes of service differentiation mentioned above provide higher priority for

realtime traffic (e.g. better service in all respects). This creates an incentive for

applications of “lower priority” traffic to use the traffic class of the highest prior-

ity [29, 102], which can lead to no service differentiation and worsen the overall

network performance. To cope with this issue, approaches in prior work can be

classified into rewarding schemes [102, 109] and pricing schemes [29, 45, 110]. The

first approach uses 802.11e’s contention-free period (CFP) to provide extra through-

put to the data class, which is problematic because current wireless NICs do not

implement the CFP. While [102] assumes one service class per station and does

not consider admission control, [109] assumes two service classes per station and

captures admission control. The pricing approach either requires micropayments

of monetary prices, which makes implementation difficult, or must impose prices

through some other form of service degradation such as packet drops, which seems

counter-productive. In particular, the pricing scheme in [29] uses Vickrey-Clarke-

Groves mechanism to achieve the implementation of the socially optimal allocation

in dominant strategies. This method requires users to report their entire utility

function and usually requires a centralized allocation of resources [110]. The scheme

in [110] proposes a two-dimensional bid mechanism to ensure socially optimal op-

eration as a Nash equilibrium strategy among users whose utility functions are not

known and who attempt to access the channel in a decentralized manner. In [45],

untruthful users are detected and then penalized by jamming their transmission,

which is not efficient and requires cumbersome implementation.

Therefore, I propose not to use prioritization as a means of service differentiation
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provision. Instead I use the concept of “fair differentiated service” which has already

been proposed in [42, 44, 60, 65] for wired networks. Recall that the idea of “fair

differentiated services” is to differentiate a number of traffic classes by trading loss

for delay without giving an absolute better service to any class. This has not been

widely deployed, because it requires complex scheduling and queueing management

in the core network. In contrast, for wireless links connected directly to the host

running the application, I find that there exists a fair service differentiation scheme

where no protocol changes are needed.

In brief, my scheme of service differentiation in Chapter 4 is different from prior

work in the way that it not only provides service differentiation for users of dif-

ferent traffic types but also guarantees the right incentive to users. This is done

by proposing a fixed set of values for MAC parameters (TXOP limit and CWmin),

which is simpler than the previous work and complies with the standard. To analyze

and prove the properties of my proposed scheme, I need a tractable and reasonably

accurate model of 802.11e EDCA which considers heterogeneous traffic (e.g. both

saturated and unsaturated) and captures both MAC parameters: TXOP limit and

CWmin. The model should give the prediction of the performance measures of users

such as mean delay and throughput. In the next section, I will summarize the exist-

ing models of 802.11e EDCA and point out the gaps in the literature which motivate

us to develop another model.

2.3 Modeling IEEE 802.11e EDCA WLANs

The existing models of 802.11 WLANs can generally be classified into two types:

(1) modeling the legacy DCF without service differentiation and (2) modeling the

802.11e with service differentiation. Most of the existing 802.11e models extend the

approach used in 802.11 DCF models to capture different ACs with different MAC

parameters: AIFS, CWmin, CWmax and TXOP limit. Hence, despite my interest

in 802.11e EDCA models, I will first summarize the approaches used to model an
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802.11 DCF and then describe how these approaches have been extended to model

802.11e EDCA.

2.3.1 Models of IEEE 802.11 DCF

There has been much work modeling the DCF mechanism in WLANs [14, 21, 34,

41, 77, 82, 85, 91, 121, 134, 135, 140, 143, 155]. In general, most models require to

solve a fixed point system between the probability τ a station transmits a packet in

a given slot and the probability p a station collides when transmitting, which was

originally proposed by Bianchi [21]. A key approximation in [21] is that a packet

collides with the same probability on each of its attempts, regardless of the backoff

stage. Then, the fixed point system is given by

τ = f(p) (2.2)

p = 1− g(τ) (2.3)

where g(τ) is the probability that no other stations transmit in a given slot. By

solving this system, the probabilities τ and p are determined, which are then used

to calculate the performance measures of the network such as throughput or delay.

A common method to find the fixed point is using the approach of fixed point

iteration. It is possible that the fixed point system has multiple solutions. Hence,

it is important to investigate the uniqueness of the fixed point solution and the

convergence of the fixed point iteration. In the literature, there have been only

a few works studying these issues while most of the 802.11 WLAN models ignore

them. In particular, [77, 113] studied the uniqueness of fixed point under saturated

condition. They showed that with IEEE 802.11 DCF parameters, the fixed point

system has a unique solution. Moreover, [77] provided a relaxed fixed point iteration

for computing the fixed point and the conditions under which the sequence of relaxed

iteration converges to the fixed point. Under unsaturated conditions, [155] studied

the uniqueness of the fixed point for the small buffer and infinite buffer models.
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It proved that for small buffer model, the fixed point system always has a unique

solution while for the infinite buffer model, it may have multiple solutions in a

transition regime from light to heavy traffic loads. It also provides the conditions

under which the sequence of relaxed iteration converges to a general fixed point.

Generally, models are different in the way the attempt probability is determined.

In particular, there are three main approaches widely used to calculate the attempt

probability in the existing models of 802.11 DCF WLANs as presented below. For

each approach, models can be further classified by the traffic type: saturated vs.

unsaturated. Note that most work modeling networks of unsaturated sources claim

that their models can cover saturated sources by simply setting the queue utilization

[85] or probability that there is at least another packet waiting to transmit after a

successful transmission [91] to 1.

The first approach is developed in [21], which explicitly models the backoff pro-

cess as a two-dimensional Markov chain where the vertical dimension represents dif-

ferent backoff stages and the horizontal dimension shows the decrementing process of

the backoff counter and obtain the attempt probability by explicitly solving Markov

chain (e.g. determining the entire stationary distribution of the Markov chain and

summing the probability of states corresponding to attempts). The model in [21] as-

sumes that stations are saturated and can retransmit packets for an infinite number

of times. By solving the fixed point system to get the attempt probability and the

collision probability, the throughput of a saturated user is calculated as the average

payload successfully transmitted per slot duration. This approach is extended in

[140, 143] to capture the retransmission limit for saturated networks. Specifically, a

recent work [41] claims to improve the accuracy of the model by including the chan-

nel status into the transition probability between two states of continuous backoff

value at the same backoff stage in the Markov chain.

To model a network of unsaturated users, [34, 82, 91] extend the Markov chain in

[21] by adding additional stages to capture the process when a new packet arrives at

an empty queue and whether the post-backoff has expired or not at that time. [41]
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extends their Markov chain proposed for saturated sources to capture unsaturated

sources by replacing the number of saturated sources with the number of active

unsaturated sources (e.g. unsaturated sources with a packet waiting to transmit)

where the distribution of this is given as a function of the queue utilization. Among

the above unsaturated models, [34, 41, 82] consider network of homogeneous unsat-

urated users. In contrast, [91] investigates networks of heterogeneous unsaturated

users (e.g. users with different arrival rate and packet size).

All of the unsaturated models calculate an important measure of unsaturated

sources, delay. By considering a small buffer model, the delay of each packet in [91]

only consists of access delay (also known as service time), where the access delay

of a packet is defined as the duration between the instant when the packet reaches

the head of the transmission queue and the time when it is successfully received.

Besides, [34, 41, 82] use the M/G/1 queue model for unsaturated sources. However,

[34, 41] calculate only the mean access delay while [82] calculates the average total

delay of an unsaturated user which is the sum of the mean access delay and the mean

queueing delay. Note that the method to calculate the mean access delay in [34] is

based on the counting the total number of slots during the service time of a source

multiplied by the mean slot time. In [41, 91], the mean access delay of a source is

the sum of the mean backoff time, the collision time and the successful transmission

time. Meanwhile, the method in [82] uses the mean value of components contributing

to the access delay during the service time of a tagged unsaturated source developed

in [135], the detail of which will be discussed below.

The second approach is to use the mean-value technique to calculate the prob-

ability each station attempts to transmit per slot, proposed in [134] for saturated

sources. In particular, the attempt probability of a saturated source is given by

the inverse of the average number of backoff slots per stage, which represents one

attempt per backoff stage. The model also involves solving a fixed point system

to get the value of collision probability, from which the saturation throughput is

determined as the fraction of channel bandwidth used to transmit payload success-
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fully. Also using this approach, [121] proposes a unified delay model for saturated

sources, which allows to obtain the explicit moments of different order as well as

generating function. Using the proposed model, [121] proves that the binary expo-

nential backoff mechanism induces a heavy-tailed delay distribution for the case of

unlimited transmission and shows through numerical examples that the distribution

has a truncated power-law tail with limited retransmission limit.

Besides, this approach is extended in [85, 135] to capture networks of heteroge-

neous unsaturated sources (e.g. users of different arrival rate and/or packet size).

In particular, to model an unsaturated source, the attempt probability of the source

is determined by the attempt probability on condition that the source has a packet

waiting to be transmitted multiplied by the probability the source has a packet at

a given time. The conditional attempt probability can be determined similar to

the calculation of the attempt probability of a saturated source using mean-value

technique. The probability the source has a packet waiting to be transmitted at a

given time depends on the queueing model considered; however, in most cases, it

involves the mean access delay of an unsaturated source. In [85, 135], the mean

access delay of a tagged unsaturated source is calculated as the sum of mean value

of contributing components during its service time such as the average number of

idle backoff slots, the number of successful transmission from the tagged unsatu-

rated source and every other stations, and the average number of collisions of the

tagged sources and other sources). The model in [85] is similar to the one in [135]

with a slight modification to the conditional attempt probability. The calculation

of the mean access delay in [85] uses a similar approach to [135], with a difference

in the calculation of the number of collisions during the service time of the tagged

unsaturated node. In particular, [135] calculates this as the sum of the number of

collisions suffered by all stations, which is overestimated because collision involves

at least two stations. In contrast, [85] fixes this by taking only half of that, based

on the approximation that a collision only occurs between two stations.

The third approach to determine the attempt probability uses the renewal reward
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theorem proposed in [77] for saturated sources. This approach comes from the fact

that the total backoff period of each packet is a renewal cycle with the number of

attempts a packet makes during that period being the “reward”. Then, the attempt

probability is given by the average number of attempts of a packet divided by the

average number of slots collapsing from the time the packet reaches head of the queue

until it is successfully transmitted or dropped due to exceeding retransmission limit.

Although this approach also implicitly assumes a Markovian structure to the back-

off process and provides the same result as explicitly solving Markov chain, it is a

much more convenient way to determine the attempt probability and directly reveals

that back-off distributions only enter the attempt probability formula through their

mean values. Therefore, for clarity, I present this approach as a separate category.

[155] extends this approach to model unsaturated sources. In particular, similar to

the mean-value approach, the attempt probability of an unsaturated source is equal

to the attempt probability of the source on condition that it has a packet waiting to

transmit multiplied by the probability the source has a packet at a given time. The

conditional attempt probability of an unsaturated source is determined in the same

way as the attempt probability of a saturated source using renewal reward theorem.

Besides, the access delay in [155] is calculated in a similar way to [34]. Based on the

proposed model, [155] also studies the uniqueness of the fixed point as mentioned

above.

Note that although most of the DCF models for unsaturated networks based on

Markov chains take into account the probability that a packet arrives at an empty

queue in the Markov chain to calculate the attempt probability, they do not consider

this probability when determining the access delay. This may affect the accuracy of

the access delay calculation because the access delay in that case does not include

backoff time.
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2.3.2 Models of IEEE 802.11e EDCA

Recall that EDCA is mainly different from DCF in that it allows service differentia-

tion by defining several ACs with different MAC parameters: AIFS, CWmin, CWmax,

and TXOP limit. There is also a minor difference in the way the backoff counter

decrements. In EDCA, decrementing is resumed one slot time before the expiration

of AIFS after a channel activity period ends while in DCF, the decrementing is not

resumed until after the expiration of DIFS [23]. These main differences between

EDCA and DCF, and the property of AIFS and CW in providing service differ-

entiation have been thoroughly investigated in [23] and the performance of TXOP

differentiation has been investigated in [55, 107].

In general, when service differentiation is captured in the models, stations of dif-

ferent traffic types (e.g saturated or unsaturated) or different MAC parameters will

have different attempt probability and hence different collision probability. Then,

unlike (2.2), the fixed point system will consist of more than two equations, which

reflects this heterogeneity.

Note that before the official release of the IEEE 802.11e standard in 2005, there

have been several works which seek to provide service differentiation in 802.11

WLAN by differentiating CW [51, 112, 144]. Those have proposed models to in-

vestigate how it can be used to provide service differentiation, which are based on

Markov chain and for saturated networks. In particular, [51] studied the effect of

service differentiation caused by CWmin and CWmax with infinite retransmission by

extending the model in [21] for multiple classes. [144] proposed a Markov-based

model for a simple priority scheme by differentiating CWmin, the exponential back-

off factor and the maximum backoff stage with no constraint on CWmax. Instead of

using the exponential backoff proposed in the standard, the model in [112] considers

different sources with different fixed contention windows which are optimized as a

function of the number of stations in the network as well as maintain a weighted

fairness in terms of throughput among stations. A recent work [148] developed a
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model to capture CWmin and CWmax differentiation with finite retransmission under

unsaturated condition. This model modifies the Markov chain of [21] with an extra

state added to capture the probability that the queue is empty when a packet is suc-

cessfully transmitted. Obviously, these models only cover CW differentiation, which

showed the need for the following 802.11e EDCA models with more differentiation

parameters such as AIFS and TXOP limit.

Most of the current EDCA models extend DCF ones to capture the differences

mentioned above. Therefore, most EDCA models are based on a fixed point system

of attempt probabilities and collision probabilities. Correspondingly, the EDCA

models can be classified by the approach of calculating attempt probability: ex-

plicitly solving Markov chain [39, 40, 52, 55, 56, 62, 68, 118, 133, 146, 154, 157],

mean-value analysis [20, 84, 107, 149] or renewal reward theorem [113]. These

models can also be classified into modeling saturated sources [52, 68, 72, 78, 84,

107, 113, 118, 133, 146, 149, 154, 157], unsaturated sources [20, 55, 56, 62] or

both [39, 75]. Among those, some models only capture one differentiation param-

eter such as CW differentiation [146] or TXOP differentiation [55, 107]. Whereas,

there has been much work concentrating on modeling both AIFS and CW differ-

entiation [39, 68, 72, 75, 78, 84, 113, 118, 133, 154, 157]. Only a few models

[20, 40, 52, 56, 62, 149] cover all of these three parameters.

Like DCF models, most EDCA models are based on a fixed point system, which

is solved using fixed point iteration technique. Therefore, the importance of study-

ing the uniqueness of the fixed point and convergence of the fixed point iteration

still remains. However, very few works such as [113] investigate these issues while

most EDCA models do not consider those due to their complication. In [113], the

uniqueness of fixed point is analyzed in the case of CW differentiation and AIFS

differentiation in saturated networks, which uses the proposed model based on the

renewal reward theorem. In particular, for the case of CW differentiation, [113]

provides conditions on the retransmission limit, exponential backoff factor, and the

mean backoff slots at the first attempt so that the fixed point model has a unique
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solution. For AIFS differentiation, [113] comes up with the same condition on the

retransmission limit, exponential backoff factor and the mean backoff slot of each

station as for CW differentiation so that the fixed point is unique. Note that my

model in Chapter 3 capturing CW and TXOP differentiation is also based on a fixed

point system. Like most of the existing EDCA models, my model assumes that the

solution found by the fixed point iteration is unique.

In the following, I provide the detailed discussion of modeling each of MAC pa-

rameters in the previous work mentioned above. Note that I am interested in a model

of 802.11e EDCA with CW differentiation and TXOP differentiation. However, to

be complete, I also present how to model AIFS differentiation.

CW differentiation

CW differentiation provides service differentiation in that users of different CWmin

or CWmax have different probability to transmit a packet in a given slot. Recall

that CW determines the number of backoff slots a station has to wait before being

allowed to transmit a packet/burst. Stations with smaller CWmin and CWmax will

have higher probability to transmit a packet, which implies that they can gain

higher share of link capacity. This parameter has been shown in [23, 146] to be

able to provide service differentiation under different traffic load. However, [23]

shows that at high traffic load, the tradeoff of the aggregate performance for service

differentiation may become high due to excessive collision in any slots.

Modeling CW differentiation can be straightforwardly incorporated with the ex-

isting DCF models, regardless of the modeling approach. In particular, although

different sources may have different CWmin and CWmax, which lead to different at-

tempt probability, the methods to calculate the attempt probability and collision

probability of each source are the same as those developed for DCF models. For

Markov-based models, the attempt probability can be determined by solving the

Markov chain, which is the total probability that a station is at the state with the

backoff counter’s value of 0. Models using mean-value analysis calculate the attempt
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probability by taking the inverse of the mean number of backoff slots per stage while

the attempt probability in those using renewal reward theorem is given as the ratio

of the mean number of slots during which a given packet/burst is transmitted and

the mean number of slots during its service time. Moreover, the collision of a station

is also given by the complement of the probability that no other stations transmit

in a given slot as calculated in the DCF models.

Due to its simplicity, most of EDCA models [20, 39, 40, 52, 56, 62, 68, 84, 113,

118, 133, 146, 149, 154, 157] capture CW differentiation.

AIFS differentiation

Recall that AIFS is the time that a station has to defer transmission after a busy

period. The idea of using AIFS to provide service differentiation is to reserve some

slots for higher priority sources. This means that there are some slots after a busy

period where only sources of a higher priority source can access, which creates

different contention zones. Then, stations of different AIFSs are different in the

number of slots where they are allowed to transmit a packet right after a busy

period. A station with smaller AIFS means that it is able to transmit in more slots

right after a busy period. As a result, the benefit of AIFS will increase with traffic

load due to the increase of busy period which makes the ratio of the number of slots

where only stations of higher AIFS can transmit (these slots have smaller collision

probability) and the number of slots between two consecutive busy periods increase.

To model AIFS differentiation, models have to capture different contention zones

due to the fact that some slots after a busy period can only be accessed by users

of certain classes. Although the models incorporating AIFS differentiation are still

based on solving fixed point system of the collision probability and attempt proba-

bility of different sources of different ACs, the calculation of the collision probabil-

ity should be different to capture the fact the collision probability of a particular

source can be different in different slots after a busy period. There has been much

work modeling AFIS differentiation [39, 40, 52, 56, 62, 68, 72, 75, 78, 84, 113,
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118, 133, 149, 154, 157]. Among those, a few models actually capture the fact

that collision probability may be different at different slots by calculating collision

probability as the sum of the collision probability at different slots between two

busy periods weighted by the probability of that slot which is obtained by solv-

ing a Markov chain which shows the transition of slots between two busy periods

[40, 62, 68, 113, 118, 149], or using the collision probability at each slot directly

[133, 154].

Work capturing AIFS differentiation in the calculation of the collision probability

may capture that in the calculation of attempt probability. In particular, [133, 154]

proposes three dimension Markov chain with an additional dimension of the physical

time slot in an operation period (defined as the period between two busy periods).

Then, attempt probability of a particular AC is given as a function of the time

slot and similarly for collision probability. The others [40, 62, 68, 113, 118, 149]

do not consider this because their approach only requires the conditional attempt

probability (e.g. the probability that an AC transmits in a contention-allowed slot),

which can be calculated using the same method as in DCF models. For example,

[40, 68, 118] propose two dimension Markov chain of backoff counter and backoff

stage used to determine the attempt probability. The model in [40] is an extension

of [118], which considers more ACs (more than 2) and TXOP differentiation. [149] is

based on mean-value analysis while Ramaiyan et al. [113] extends their DCF model

[77], which is based on renewal reward theorem.

In contrast, many models [39, 56, 72, 75, 84, 157] do not capture AIFS differ-

entiation in the calculation of collision probability but consider it in the calculation

of the attempt probability instead. In particular, [56, 72] propose to add another

dimension to the two dimension Markov chain, where the additional dimension de-

notes the remaining time during either the frozen, transmission, or collision period

[72] or the remaining number of time slots during the deferring period between the

minimum AIFS and the AIFS of a considered AC [56]. Differently, [39, 75] still keep

two-dimension Markov chain where AIFS differentiation is captured in the probabil-
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ity that the channel is busy in a given slot which decides whether state changes to

lower backoff counter or remains the same. [39] and [75] are different in the way to

calculate this probability. The model in [84] is based on mean-value analysis which

calculates the attempt probability in any slot in which AIFS differentiation is cap-

tured by assuming slots during the AIFS of an AC is considered its additional backoff

slots. Then, it calculates the additional backoff slots caused by the interruption of

any station in a given slot.

TXOP differentiation

TXOP differentiation supports service differentiation by allowing users of different

TXOP limit to transmit for different duration without contending again once they

gain channel access. This means that stations with larger TXOP limit will transmit

for a longer period of time and hence their throughput/delay can be improved.

During a TXOP duration, multiple packets may be transmitted, which is called a

“burst”.

Unlike AFIS, TXOP differentiation does not receive much attention in prior work.

In particular, [39] stated that TXOP can be easily captured by simply inflating the

packet size (e.g. summing up subsequent packets per burst and the SIFS between

them). However, it has been shown in [149] that creating an accurate model of

TXOP differentiation requires more than simply inflating the packet length and

is a nontrivial extension that requires careful consideration; i.e., the duration of a

collision only involves the first packet in a burst.

Among those models which explicitly consider TXOP differentiation, [40, 52, 107,

149] model saturated traffic while [20, 55, 56, 62] consider unsaturated traffic. Note

that modeling TXOP for saturated sources is much easier than that for unsaturated

sources. This is because saturated sources always have packets waiting to transmit;

hence, it always uses up the whole TXOP duration, which makes it easy to calculate

number of packets sent per TXOP (hereafter called “burst size”). In contrast, the

number of packets sent per TXOP of unsaturated sources depend on the number of
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packets present in the queue which vary with time.

For saturated networks, the models in [40, 52, 107] are based on Markov chain

developed in [21] to calculate the attempt probability of each source. While [107]

only considers the immediate ACK bursting scheme, [52] considers three differ-

ent bursting schemes including immediate ACK scheme, two block ACK schemes

where multiple frames are either separated by SIFS or not. Also modeling satu-

rated sources, the model in [149] is based on mean-value analysis, which considers

immediate ACK bursting scheme.

To capture TXOP differentiation under unsaturated condition, [20] assumes that

all stations send the same number of packets per successful transmission, which does

not reflect the real behavior of unsaturated sources as mentioned above. In contrast,

the models in [55, 56, 62] capture the fact that the number of packets sent per

channel access vary with the queue occupancy of each unsaturated source. Although

those are based on Markov chain, their approach to capture TXOP in the model

is different. The model in [62] adds an additional dimension in the Markov chain

to reflect the number of packets buffered for transmission at the MAC layer, which

takes into account the loss due to exceeding retransmission limit and buffer limit.

However, adding an extra dimension into the Markov chain makes it hard to solve

and to obtain an explicit solution. Differently, [55, 56] propose a separate Markov

chain for the queue of an unsaturated source, from which the distribution of burst

size is calculated from the distribution of queue size. The method to determine the

distribution of queue size in those works requires a burdensome matrix calculation

on each iteration when solving the fixed point system. Besides, it does not capture

the effect on the distribution of the loss probability due to exceeding retransmission

limit. Moreover, the models in [55, 56, 62] miss an important aspect in the network of

large TXOP limit, which is the residual time of an ongoing transmission from other

stations seen by a burst of an unsaturated source arriving during that transmission

as a component of the burst’s delay. The importance of capturing this aspect will

be shown in Chapter 3.
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From the above discussion, there are only a few existing models which capture

both CW and TXOP differentiation with heterogeneous traffic (e.g. both saturated

and unsaturated). Among those, all work which properly models TXOP by taking

into account the dependence of the actual number of packets per burst on the queue

occupancy is Markov chain based, which is not tractable because it can be hard

to obtain explicit solution to gain some analytical insight. Besides, they all do not

consider an important aspect in the network of large TXOP limit, the residual time

of an ongoing transmission from other stations seen by a burst of an unsaturated

source arriving during that transmission as a component of the burst’s delay. The

work in this thesis will fill these gaps in the literature by proposing a tractable

model of heterogeneous traffic (e.g saturated and unsaturated), based on the renewal

reward theory in [77]. My model captures both CW and TXOP differentiation

in which TXOP is properly taken into account through obtaining a closed form

distribution of the burst size and considering the effect of the residual time of an

ongoing transmission on the delay.

Moreover, the performance metrics investigated in the existing EDCA models

are throughput and/or access delay for saturated sources, and delay (e.g. access

delay or total delay) and/or packet loss probability for unsaturated sources. Only a

few investigate the delay distribution [38, 117, 133, 149]. The delay distribution can

be obtained using a computational approach based on the transient analysis of a

Markov chain [133]. In [117], the cumulative distribution function (CDF) of access

delay is achieved by expanding the probability generating function into a power

series where the generating function is obtained by combining the signal flow graphs

for backoff and transmission states and analyzing the path from the start to the end

points of the signal transfer function of delay. [38, 149] use a more direct method to

determine the delay distribution by inverting the generating function of the delay

distribution, where the generating function in [149] is more detailed and accurate

than that of [38]. To calculate the mean delay, [38] uses the first order derivative of

the generating function while [149] derives it via direct probabilistic arguments.
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My model in Chapter 3 calculates the throughput of saturated sources. It also

determines the access delay of unsaturated sources by extending the method in

[149]. However, instead of using the traditional approach of inverting the generating

function to obtain the delay distribution, I propose a simple method to approximate

the distribution of access delay in Chapter 3.

Also like DCF, most of EDCA models under unsaturated condition do not con-

sider the probability that a packet arrives at an empty queue in the calculation of

the access delay. In fact, my model presented in Chapter 3 considers this probability

and I find that taking this into account can improve the accuracy of delay up to

25%.

2.4 Conclusion

In this chapter, the literature review of QoS provision in WLANs has been provided.

I have found that most of the existing proposals to provide service differentiation are

based on prioritization, which creates an incentive for selfish users to use the access

class of the highest priority to gain a higher share of the channel. This can degrade

the overall performance of the network and result in no service differentiation. I also

found that the existing solutions to this issue are either complicated or impractical

to implement, which shows the need for a scheme to provide QoS which is easy to

implement, compatible with the 802.11e standard and robust against selfish users.

This gap is filled by the proposed QoS scheme in this thesis, the analysis of which

requires an 802.11e EDCA model. Therefore, the thesis also proposes a model of

802.11e EDCA WLANs, which will be presented in Chapter 3. The proposed model

addresses the gaps in the literature which have been identified in this chapter.



Chapter 3

Model of IEEE 802.11e EDCA WLANs

3.1 Introduction

The purpose of the IEEE 802.11e EDCA mechanism is to provide service differentia-

tion in WLANs. The “qualitative” implication of differentiation of MAC parameters

may be clear (i.e., users with higher TXOP limit value can have higher through-

put). However, it is also important to quantify how much service differentiation is

provided with different parameters, which leads to the need for an 802.11e EDCA

model.

The contribution in this chapter is a novel model of 802.11 EDCA WLANs

with a mixture of saturated non-realtime sources which seek high throughput and

unsaturated (Poisson) real-time sources which demand low delay, assuming no buffer

overflow. The motivation is to enable the study of MAC mechanisms that improve

service for both types of users by means of EDCA parameters: TXOP limit, CWmin

and CWmax. I do not model the parameter AIFS because it provides load-dependent

prioritization, which does not help to achieve the “fair” service differentiation.

Recall from Chapter 2 that there are only a few existing models which capture

both CW and TXOP limit differentiation with heterogeneous traffic (e.g. both

saturated and unsaturated) as the proposed model. I will show later in the chapter

that there are two important aspects of large TXOP limit which can affect the

accuracy of a model. Those are the dependence of the actual number of packets sent

per channel access (called “burst size”) on the queue occupancy, and the residual

time of an ongoing transmission from other stations seen by a burst (e.g. a sequence

of packets sent by a source per channel access) of an unsaturated source arriving

52
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during that transmission as a component of the burst’s delay.

The former aspect (e.g. the dependence of burst size on queue occupancy) is

taken into account in the proposed model and a few prior models. The novelty of

the proposed model is that it uses the renewal reward theory, which is tractable. In

contrast, the prior models capturing this aspect are Markov chain based [56, 62],

which is not tractable because it can be hard to obtain explicit solution to gain some

analytical insight. Besides, the proposed model is the first to provide a closed form

expression of the distribution of the burst size, which shows that when the TXOP

limit for unsaturated sources is greater than one packet, bursts are approximately

distributed as a geometric random variable clipped to TXOP limit. Another novel

feature of the proposed model is that it captures the latter aspect (e.g. the residual

time as a component of the delay), which is not considered in the previous models.

Moreover, the proposed model is also novel in that it considers the case when

a burst from an unsaturated source arrives at idle channel (asynchronously) in the

calculation of the access delay (e.g. duration between the instant when the burst

reaches the head of the queue and begins contending for the channel, and the time

when it is successfully received), which is not taken into account in the previous

models. I find that this can have an effect of up to 25% on the accuracy of delay

estimates when load is light.

Another contribution in this chapter is that based on the proposed model, asymp-

totic results for the distribution of access delay are provided. In particular, a simple

method to approximate the distribution of the access delay with infinite retransmis-

sion limit is proposed. This allows us to approximately derive the slope of distri-

bution’s tail. Then, the lower bound on the number of saturated sources at which

excessive queueing delay will be seen by unsaturated sources of arbitrary load is

determined, on condition that all sources use the same MAC parameters.

The rest of the chapter is organized as follows. I first introduce notation and

modeling assumptions in Section 3.2. Then, I present a model of EDCA WLANs in

Section 3.3, which is validated in Section 3.4. The asymptotic results for the access
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delay distribution are presented in Section 3.5.

3.2 Notation and modeling assumptions

I model an 802.11 EDCA WLAN with a set U of Nu ≥ 0 unsaturated Poisson sources

and a set S of Ns ≥ 1 saturated, bulk data sources, which always have packets to

transmit.

The model assumes an ideal channel so that packets are received correctly unless

multiple sources transmit at the start of the same slot (a “collision”). Sources do

not use RTS/CTS. All packets from a given source have equal size, and unsaturated

sources can accommodate an arbitrary number of packets. All stations use the same

AIFS.

In the following description of notation, s ∈ SS, u ∈ U and x, y ∈ SS∪U denote

arbitrary sources, U [a, b] denotes an integer uniformly distributed on [a, b], A ∼ B

denotes that A and B are equal in distribution, and E[·] is ensemble average.

Source x emits packets of constant size lx in bursts of a (possibly random) number

of packets ηx, bounded above by the constant rx.

Packets arrive at a source u as a Poisson process of rate λu and are queued.

Source u has a packet to transmit a fraction ρu of the time. If a packet arrives when

u has no packets to transmit, then with probability denoted 1 − bu it observes the

channel idle and transmits immediately. Such arrivals (termed “asynchronous”) do

not experience collisions, due to carrier sensing by the other stations at the start of

the next slot.

The backoff mechanism imposes a slotted structure on time, with slot sizes inde-

pendently distributed as a random variable Y , which is σ if the slot is idle or longer

if a transmission is attempted. In each slot, x attempts to transmit with an “at-

tempt probability” denoted by τx and, conditional on making an attempt, collides

with a “collision probability” denoted by px. Following [21], these are assumed in-

dependent of the number of previous attempts of this packet, or packets from other
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stations. If the first packet in the burst collides, the remainder are not transmitted.

Transmissions of subsequent packets in a burst, not subject to contention, are not

considered “attempts”.

Each burst is attempted up to K times, with the jth attempt occurring after

a backoff of Uxj ∼ U [0, 2min(j,m)Wx − 1] slots, where Wx is called the minimum

contention window. I assume Uxj is independent of random variables mentioned

above. The size of a slot conditioned on source u performing a backoff is distributed

as Yu.

With probability Lx, all attempts of a burst suffer collisions, in which case the

first packet is discarded.

Slots that are idle, collisions and successful transmissions are denoted by super-

scripts i, c, and s.

Note that the thesis considers EDCA with the immediate ACK bursting scheme.

Then, the (random) time that a burst sent by a source x occupies the channel if it

is successfully transmitted is given by

T sx = AIFS + ηx(Tpx + TACK) + (2ηx − 1)SIFS (3.1)

where TACK is the duration of an ACK packet, and Tpx is the transmission time of

a packet from the source x. The deterministic value of T sx conditioned on ηx = 1 is

denoted Tx.

The duration of a collision slot is the maximum of Tx over all sources x involved

in the collision.1

3.3 Model

I now present a model that takes the system parameters Wx, rx, Tpx, and λu, as

input, and predicts the throughput of a source s ∈ SS and the access delay of a

1This is because stations involved in the collision wait for the ACK as usual, and other stations
wait for an EIFS [7].



Chapter 3. MODEL OF IEEE 802.11E EDCA WLANS 56

source u ∈ U.

Without loss of generality, sources are indexed in non-increasing order of their

packet duration, regardless of whether they are saturated or unsaturated. That is,

Tx ≥ Ty for x < y.

3.3.1 Fixed point model

The model is a set of fixed-point equations, where the collision probabilities are

expressed in terms of the attempt probabilities, and vice versa. I will now derive

the fixed point equations which will be presented in (3.9) below.

First, to determine the collision probability, denote the probability that no

sources transmit in a given slot by

G =
∏

x∈S∪U
(1− τx). (3.2)

The collision probability of a given source x ∈ S ∪ U is

px = 1− G

1− τx
, (3.3)

which is based on the common approximation [20, 56, 85, 155] that all bursts from

a source x have the same collision probability at each attempt. This includes un-

saturated sources, regardless of whether they arrive asynchronously or not.

Second, the attempt probability of a saturated source s is the mean number of

attempts per burst divided by the mean number of slots per burst

τs =

∑K
k=0 p

k
s∑K

k=0(E[Usk] + 1)pks
(3.4)

where at each stage, one slot is used for transmission and the mean number of backoff

slots is

E[Usk] = 2min(k,m)−1Ws − 1/2 (3.5)

for Usk of uniform distribution mentioned in Section 3.2.
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Next, I determine τu, the attempt probability of an unsaturated source u. First,

consider the number of packets u “serves” for each burst formed. With probability

Lu = pK+1
u , the first packet in the burst is discarded. Otherwise, u successfully sends

on average E[ηu] packets. (The latter depends on the queue size distribution at the

node; for light load, E[ηu] = 1, and in general it is given by (3.35) in Section 3.3.4.)

Thus bursts are formed at rate

λu
Lu + (1− Lu)E[ηu]

. (3.6)

Next, determine the mean number of attempts per burst from u under the usual

approximation [20, 56, 85, 155] that all bursts contend for the channel, even if they

arrive asynchronously. The mean number of attempts is then approximated by

1 +
K∑
j=1

pju =
1− pK+1

u

1− pu
. (3.7)

Simulations suggest this is reasonably accurate, which appears to be due to the

presence of saturated sources. This approximation is not required in the delay

model of Section 3.3.3.

From (3.6), (3.7) and the fact that there are 1/E[Y ] slots per second, the attempt

probability of the source u is the total number attempts per second divided by the

number of slots per second:

τu =
λu

Lu + (1− Lu)E[ηu]

1− pK+1
u

1− pu
E[Y ] (3.8)

A special case of Eq. (3.8) in 802.11 DCF WLANs without saturated sources coin-

cides with the model of [155].

The fixed point is between the collision probabilities in (3.3) and the attempt

probabilities derived from (3.4) and (3.8):

τs =2(1− pK+1
s )/

(
Ws(1− (2ps)

m+1)
1− ps
1− 2ps
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+ (2mWs + 1)(1− pK+1
s )− 2mWs(1− pm+1

s )
)

(3.9a)

τu =
λu

Lu + (1− Lu)E[ηu]
E[Y ]

1− pK+1
u

1− pu
(3.9b)

px =1− G

1− τx
. (3.9c)

It remains to determine the mean slot time E[Y ]. This can be expressed in terms

of the probabilities P i, P s
x and P c

x that a given slot contains (a) no transmissions,

(b) a successful burst transmission from source x, or (c) a collision involving the

source x and only sources y > x with packets no larger than Tx. Specifically,

E[Y ] = P iσ +
∑
x∈S∪U

P s
xE[T sx ] +

∑
x∈S∪U

P c
xTx (3.10a)

P i = G (3.10b)

P s
x =

τx
1− τx

G (3.10c)

P c
x =

τx
1− τx

(∏
y≤x

(1− τy)−G

)
(3.10d)

E[T sx ] = AIFS + E[ηx](Tpx + TACK) + (2E[ηx]− 1)SIFS. (3.10e)

Note that all Ns + Nu values of P c
x can be calculated in O(Ns + Nu) time, by the

nested structure of the products in (3.10d).

The fixed point (3.9) involves E[ηu] and E[Y ]. For light load, E[ηu] = 1; hence,

solving (3.9) requires only (3.10). In general, E[ηu] is given by (3.35) derived from

the delay model; hence, the delay model in Section 3.3.3 forms part of the fixed

point.

Simpler form for K = m = ∞ Although the retry limit K for non-RTS/CTS

mode is 7 in IEEE 802.11 standard [10], in many settings a source rarely uses all

seven retransmissions. In that case, it is reasonable to reduce the complexity of the

model by approximating K and m as infinite. Then, the fixed point (3.9) simplifies
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to

τs =
2

Ws
1−ps
1−2ps + 1

, s ∈ S (3.11a)

τu =
λu

E[ηu]
E[Y ]

1

1− pu
, u ∈ U (3.11b)

px = 1− G

1− τx
, x ∈ S ∪ U. (3.11c)

3.3.2 Throughput of saturated sources

The throughput in packets/s of a saturated source s ∈ S is the average number of

packets successfully transmitted per slot divided by the average slot length [21]

Ss =
E[ηs]τs(1− ps)

E[Y ]
. (3.12)

where E[ηs] is the average number of packets per burst given by (3.28), and the rest

of the numerator is the probability the source s successfully transmits a burst in a

given slot.

3.3.3 Delay model

I now calculate the access delay of bursts from an unsaturated source. This is not

only an important performance metric, but also used to determine E[ηx] in (3.9).

I first propose an access delay model for a burst that arrives at an empty trans-

mission queue. Recall that my delay model captures two important features in this

case: the case when the burst arrives at idle channel with the probability bu, and

the residual time Tres,u of the busy period during which the burst arrives.

Let Du be the random access delay of a burst from an unsaturated source u ∈ U.

Also let Fu be the random total backoff and collision time of the burst before it is

successfully transmitted. Then,

Du = T su + Fu (3.13)
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where T su , given by (3.1), is random since ηu is random. Fu has the distribution

Fu =


0 w.p.

1− bu
1− bu + bu(1− pK+1

u )

Fuk w.p.
bup

k
u(1− pu)

1− bu + bu(1− pK+1
u )

, K ≥ k ≥ 0
(3.14)

in which Fuk is the random total backoff and collision time of the burst provided

that it is successfully transmitted in the kth backoff stage. The remainder of the

complexity of the delay model comes from estimating the duration of the backoff

slots which comprise Fuk. Write

Fuk =
k∑
j=0

Buj +
k∑
j=1

T cu + Tres,u (3.15)

where T cu is the random duration of a collision involving u, and the random backoff

time in the jth stage is

Buj =

Uuj∑
k=1

Yu,k. (3.16)

Here Uuj is the number of backoff slots in the jth backoff stage, and the Yu,k ∼ Yu

are the independent, identically distributed (i.i.d.) durations of a slot conditional

on source u not transmitting, namely

Yu=


σ w.p. P iu

Tx w.p. P cxu, x ∈ S ∪ U \ {u}
T sx w.p. P sxu, x ∈ S ∪ U \ {u}

(3.17)

where P i
u, P

c
xu and P s

xu are the probabilities, conditional on u not transmitting, of

an idle slot, a collision between a source x and sources y > x with packets no larger

than Tx, and a success of a burst from a source x. P i
u and P s

xu are obtained by

dividing the analogous quantities in (3.10b)–(3.10c) by 1− τu while P c
xu is given by

P c
xu =

τx
1− τx

( ∏
y≤x,y 6=u

(1− τy)−
G

1− τu

)
. (3.18)

Note that this is not P c
x/(1−τu) because from Bayes’ theorem, the conditional prob-
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ability P c
xu is given by the probability that a collision slot is equal to Tx and source

u does not transmit divided by the probability that source u does not transmit.

The random collision time T cu is the duration of the longest packet involved in a

collision involving source u,

T cu = max(Tu, Tx) w.p. P cu
xu , x ∈ S ∪ U \ {u} (3.19)

where P cu
xu is the probability that the source u collides with the source x and possibly

sources y > x with packets no larger than Tx, given by

P cu
xu =

τx
1− P i

u

∏
y<x
y 6=u

(1− τy). (3.20)

Finally, the probability bu can be estimated as the fraction of busy slots as

follows.

bu = 1− P i
uσ

E[Yu]
(3.21)

Mean access delay

From (3.13), the mean access delay is

E[Du] = E[T su ] + E[Fu]. (3.22)

where E[T su ] is given by (3.10e) and E[Fu] is

E[Fu] ≈
bu

1− bu + bu(1− pK+1
u )

(
Wu

2

(2(1− (2pu)
m+1)(1− pu)

1− 2pu
− 1 + pm+1

u

+ (−1 + 2m+1 −m2m)(pm+1
u − pK+1

u )

+ 2m
(pm+1

u − pK+1
u

1− pu
+mpm+1

u −KpK+1
u

))
E[Yu]

+ E[T cu]
(1− pKu

1− pu
pu −KpK+1

u

)
+ E[Tres,u](1− pK+1

u )

)
. (3.23)

The detailed derivation of (3.23) is provided in Appendix A.1. Note that the ap-

proximation in (3.23) comes from the approximation in (A.5).
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The mean slot duration E[Yu] observed by the source u and the mean collision

delay E[T cu] can be found from (3.17) and (3.19), respectively. The mean residual

time E[Tres,u] is given by [71]

E[Tres,u] =
E[Y b

u ]

2
+

Var[Y b
u ]

2E[Y b
u ]
, (3.24)

where Y b
u is the duration of a busy period caused by transmissions of other sources.

Its distribution is similar to that of Yu of (3.17), conditioned on the slot not being

idle.

Simpler form for K = m =∞ The mean access delay again simplifies when K

and m are infinite, becoming

E[Fu] ≈ bu

((
1

2(1− 2pu)

)
WuE[Yu] +

E[Yu]

2(1− pu)

+
pu

1− pu
E[T cu] + E[Tres,u]

)
. (3.25)

Remark 1 Although E[Yu] and E[Y b
u ] can be calculated using (3.17), it is simpler

to use

E[Yu] =
E[Y ]− P s

uE[T su ]− E[T cu]τupu
1− τu

, (3.26)

which comes from the fact that Yu is Y excluding components involving the source u

which are successful transmission of u or collision involving u and the fact that the

probabilities a slot is idle, contains a successful transmission, or contains a collision

among an arbitrary number of sources of Yu are similar to those of Y scaled by 1−τu.

Then, E[Y b
u ] is given from E[Yu] as

E[Y b
u ] =

E[Yu]− σP i
u

1− P i
u

. (3.27)

However, the form (3.17) is needed to calculate Var[Y b
u ], and the distribution of

delay as done in Appendix A.2.

Under high load, a burst of an unsaturated source is likely to see a non-empty

queue when arriving. Hence, it will have queueing delay in addition to access delay.
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One of the methods to calculate the mean queueing delay is to use the P-K formula

[71] for an M/G/1 queue with the mean and variance of the service time. Using

the proposed access delay model above for service time, some preliminary numerical

results of queueing delay obtained from this method are not very accurate, but

investigating this is out of scope of the thesis.

Recall that the above delay model is for the case a burst arrives mostly at an

empty transmission queue. In practice, the network can be of any load; hence, it is

possible that a burst often arrives at non-empty queue. To see how the access delay

model above is applicable in the presence of queueing, consider the following three

possibilities that a burst of an unsaturated source can observe when arriving at the

transmission queue.

• Empty queue and channel idle for AIFS. For this case, Fu = 0 as in the first

case of (3.14).

• Empty queue but channel not idle for AIFS. For this case, Fu = Fuk with Fuk

given in (3.15).

• Non-empty queue. For this case, Fu = Fuk with Fuk given in (3.15) but without

E[Tres,u].

The last two cases can be approximated by the second term of (3.14) when E[Tres,u] is

small. The probability of Fu = 0 is slightly over-estimated by (3.14), but this effect

is small at high load, since bu → 1 as load increases. It is confirmed by simulation

in Section 3.4 that (3.14) is often a good approximation for delay at high load.

Note that the above delay model becomes inaccurate in the uncommon case that

E[Tres,u] is significant compared with the access delay, which occurs when the arrival

rate from source u is high while the arrival rate from other stations is light and

other stations use very large TXOP limit. A more accurate but less tractable model

considers all of three possibilities of a burst of an unsaturated source when it arrives

at the transmission queue as mentioned above, and hence is obtained by replacing
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(3.15) and (3.14) respectively by

F ′uk =
k∑
j=0

Buj +
k∑
j=1

T cu

F ′u =


0 w.p. (1− bu)(1− ρu)/Θ

F ′uk + E[Tres,u] w.p. bu(1− ρu)/Θ

F ′uk w.p. pku(1− pu)ρu/Θ

where Θ = (1− bu)(1− ρu) + (1− (1− bu)(1− ρu))(1− pK+1
u ).

3.3.4 Distribution of burst size

Recall that the fixed point (3.9) involves the mean burst size E[ηu]. To solve the fixed

point, we need to find the expression of the mean burst size as a function of other

variables in the fixed point. In this section, I will first determine the distribution of

burst size and then calculate the mean burst size from the distribution.

Saturated sources

The burst size ηs of a saturate source s is a constant and equal to rs, the maximum

number of packets that fit in TXOP limit of the source s. This is because a saturated

source always has a packet waiting to transmit.

In particular, by (3.1),

ηs = rs =

⌊
TXOP limit− AIFS + SIFS

Tpx + TACK + 2SIFS

⌋
. (3.28)

Non-saturated sources

A non-saturated source u will send in bursts up to ru or the number of packets in

the queue, whichever is less. To estimate the distribution of these burst sizes, I first

model the queue size process. Note that in this model, packets arrive separately. In

practice, packets may arrive in bursts. The model could be extended to one such as

[108], but that is out of the scope of this thesis.
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Distribution of queue size Model the queue size process as the Markov chain

in Fig. 3.1, with state k = 0, 1, 2 . . . corresponding to having k packets in the

queue. From state k, there are transitions at rate λu to state k + 1 corresponding

to packet arrivals. From state k ≥ 1, there are transitions to state k − 1 at rate

µuLu, corresponding to the loss of a single packet due to excess collisions. In states

k = 1, . . . , ru, all packets can form a single batch, and so there are transitions to

state 0 at rate µu(1 − Lu) due to the successful transmission of this batch. In

states k > ru, each batch consists of ru packets and so there are transitions to state

k − ru at rate µu(1 − Lu). Note that this Markov approximation is only useful for

estimating the queue distribution for low occupancies. I will show in Section 3.5

that the tail of the service time distribution can be heavy, which means this Markov

approximation does not capture the tail properties of the queue size. However, the

burst size distribution does not depend on the tail; therefore, the results provided

here to estimate the burst size are still useful.

Figure 3.1: The transition diagram of queue size of an unsaturated source u.

In the above Markov chain, the total service rate at each state is the same and

determined by

µk = µu = 1/E[Du], ∀k ≥ 1 (3.29)

where µk is the total service rate at state k; µu is the mean service rate of source u;

E[Du] is given by (3.22).

As noted in [54], the service rate may actually differ between states. However,

as will be shown by simulation below, the approximation of constant service rate is
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actually more accurate than the approximation in [54] under the considered circum-

stances, as well as being more tractable.

Let Qu be a random variable representing the queue size of an unsaturated source

u in this Markov model.

Observe that Fig. 3.1 is similar to that of bulk service systems in [71], except

there is an additional transition from every state k to the previous state k−1 which

represents the case when the head of queue packet is dropped due to exceeding the

retry limit. This suggests the following result.

Theorem 3.1 If 0 < λu < µu(Lu + ru(1− Lu)) then the above Markov chain has a

geometric steady state distribution,

P [Qu = k] =
(

1− 1

z0

)( 1

z0

)k
, k = 0, 1, 2, · · · (3.30)

where z0 > 1 is a solution of

ρuz
ru+1 − (1 + ρu)z

ru + Luz
ru−1 + 1− Lu = 0 (3.31)

where ρu = λu/µu.

Proof: The proof decomposes the transition matrix A of the Markov chain as

the sum of those of an M/M/1 queue and a bulk service queue, with equal steady

state distributions.

Let A′x be the transition matrix of an M/M/1 queue with service rate Luµu

and arrival rate xλu, and A′′x be the transition matrix of a bulk service queue [71]

with service rate (1 − Lu)µu and arrival rate (1 − x)λu. For x ∈ (0, Luµu/λu), the

M/M/1 queue has geometric steady state probabilities Q′x whose mean q′x increases

continuously from 0 to ∞. For x ∈ (1 − (1 − Lu)µu/λu, 1), the bulk service queue

has geometric steady state probabilities Q′′x whose mean q′′x decreases continuously

from ∞ to 0. Let (a, b) be the intersection of those intervals. This is non-empty by

the upper bound on λu. Then q′x− q′′x increases continuously on (a, b). It is negative

as x → a, as either q′a = 0 if a = 0 or q′′x → ∞ as x → ∞ if a > 0. Similarly, it is
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positive as x → b. Hence there is an x̃ ∈ (a, b) ⊆ (0, 1) such that Q′x̃ = Q′′x̃. Then

0 = Q′x̃(A
′ + A′′) = Q′x̃A, and so the geometric distribution Q′x̃ is the steady state

distribution of the original Markov chain.

Substituting(3.30) into the following balance equation of the Markov chain

(λu + µuLu + µu(1− Lu))P [Qu = k] =

λuP [Qu = k − 1] + µuLuP [Qu = k + 1] + µu(1− Lu)P [Qu = k + ru] (3.32)

gives

(1− 1

z0
)(

1

z0
)k−1(µu(1− Lu)(

1

z0
)r+1 + µuLu(

1

z0
)2 − (λu + µu)

1

z0
+ λ) = 0 (3.33)

Dividing (3.33) by µu(1− 1
z0

)( 1
z0

)k−1 and then multiplying by (1/z0)
ru+1 gives (3.31).

Then, z0 in (3.30) is the solution greater than 1 of (3.31).

Distribution of burst size Here I determine the distribution of burst size ηu of

an unsaturated source u, which is a function of the queue size. Since the transmis-

sion rate is equal (µu) in each state, the distribution of burst size ηu is equal to

that of min(Qu, ru) conditioned on Qu ≥ 1, which has complementary cumulative

distribution function (ccdf)

P [ηu > k] =

 (1/z0)
k 0 ≤ k < ru

0 k ≥ ru.
(3.34)

Then, the mean burst size is the sum of its ccdf as follows.

E[ηu] =
∞∑
k=0

P [ηu > k] =
ru−1∑
k=0

(1/z0)
k =

1− (1/z0)
ru

1− 1/z0
(3.35)

To justify the need for my method of burst size calculation, I will next discuss

the common method used in [54, 55, 56] and compare that with mine.

Comparison with other work [54] proposed a Markov chain of the queue size
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similar to the above except that it (a) assumes different service rates for different

states, (b) ignores the transition when the retry limit is exceeded, and (c) has a

finite buffer. Then, the distribution of queue size Qu is determined by numerically

solving balance equations and the distribution of burst size is approximated by the

(time average) distribution of min(Qu, ru) conditioned on Qu > 0. One drawback of

that approach is that it does not admit a closed-form solution for the distribution.

Hence, it is computationally costly due to matrix calculation on each iteration when

solving the fixed point, especially when the buffer size is large.

Using the fixed-point model (3.9)–(3.10), I investigate the mean burst size E[ηu]

determined from two Markov chains of queue size distribution: mine in Fig. 3.1

and the one in [54]. In particular, I compare the performance of two approaches

in the scenarios where both approaches hold: Lu is assumed to be 0 and the buffer

capacity is set to be large (100 packets). The highest difference in E[ηu] between

two Markov chains occurs when the network load is light and the arrival rate of

source u is reasonably high. I simulate such a scenario, specifically one with one

saturated source and one unsaturated source with the arrival rate changing from

small to large.

It is not explicitly stated in [54] how the service rate in each state is determined.

Since it is constant for states greater than ru, I assume that the service rate at state

k satisfies

1/µk = E[Fu] + T su |ηu=k, ∀k ≥ 1 (3.36)

where T su |ηu=k is the duration of a successful transmission of a burst of k packets,

given by (3.1) with ηu = k.

The results in Fig. 3.2 shows that E[ηu] from my Markov chain is closer to the

simulation than that from the Markov chain of [54]. At this light load, the truncation

to an occupancy of 100 packets is insignificant, and Lu = 0; hence, the two Markov

chains only differ in whether the service rate µk is constant or given by (3.36). I

believe the inaccuracy of [54] is because (3.36) neglects the fact that some fraction
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of the access delay E[Fu] has already elapsed by the time state k is reached, and

so should not be reflected in (the reciprocal of) the transition rate. Since the true

mean transmission time is the sum of an increasing term and a decreasing term, it

is not clear a prior whether the constant rate µu or the increasing rate (3.36) would

be a better model.
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Figure 3.2: The average burst size E[ηu] of an unsaturated source u as a function
of its arrival rate λu. (Unsaturated stations: Poisson arrivals with rate λu, Nu = 1,
lu = 100 Bytes, Wu = 32, ru = 7; Saturated stations: Ns = 1, ls = 1040 Bytes,
Ws = 32, ηs = 1.)

Another possible source of error is in obtaining the burst size distribution from

the queue occupancy distribution. In [54] the burst size distribution was approx-

imated by the time average distribution of min(Qu, ru) conditioned on Qu > 0.

However, the burst size depends on the queue size not at a typical point in time,

but at a service instant. Thus, the weights given to different queue occupancies

should be proportional to µkP [Qu = k], rather than P [Qu = k]. In my model, µk is

independent of k and so these become equivalent.

3.3.5 Model summary

My model from previous sections is summarized as follows.
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At low load, E[ηu] = 1 for u ∈ U; hence, the fixed point consists of (3.9), (3.10)

and (3.28).

At high load, E[ηu] (u ∈ U) depends on the distribution of queue size which

involves the access delay; hence, the fixed point includes not only (3.9), (3.10) and

(3.28) but also the delay model (3.13)–(3.24) and the burst size model (3.29)–(3.35).

The outputs px, τx, Ss and E[Du] can be determined by iteratively solving the

fixed point numerically and applying (3.12).

Consistency of the model

For my model to be physically meaningful, the rate of successful channel accesses

per second of source u should be less than that of a saturated source with the same

CWmin, m, and K.2 When all sources have equal CWmin, m, and K, this implies

that for all s ∈ S and u ∈ U,
λu

E[ηu]
<

Ss
E[ηs]

. (3.37)

For situations where the burst arrival rate λu/E[ηu] does not satisfy (3.37), an al-

ternate instance of model (3.9)–(3.37) should be used, in which source u is replaced

by a saturated source.

3.4 Numerical Evaluation and Discussion

To validate the model (3.9)–(3.10),(3.13)–(3.24),(3.28)–(3.35), and (3.12), it was

compared with simulations (using ns-2.33 [1] and [139]) and, where possible, two

existing models [85], [91]. Note that EDCA implemented in [139] uses the immediate

ACK bursting scheme.

I simulated networks of unsaturated and saturated sources sending packets to an

access point using DCF and EDCA. All sources use UDP. Saturated sources receive

2It is not trivial that a saturated source achieves higher throughput than an unsaturated one;
a network of only unsaturated sources can obtain a higher throughput than one of saturated
sources [21, Fig. 3] because of the lower collision rate. However, within a given network, a saturated
source gets a higher throughput than an unsaturated one with the same parameters.
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Table 3.1: MAC and PHY parameters for 802.11b systems
Parameter Symbol Value

Data bit rate rdata 11 Mbps
Control bit rate rctrl 1 Mbps
PHYS header Tphys 192 µs
MAC header lmac 288 bits

UDP/IP header ludpip 160 bits
ACK packet lACK 112 bits

Slot time σ 20 µs
SIFS 10 µs

AIFS, DIFS 50 µs
Retry limit K 7

Doubling limit m 5
Buffer capacity 50 packets

constant bit rate (CBR) traffic faster than they can transmit. Unsaturated sources

use either Poisson or “quasi-periodic” traffic. By “quasi-periodic”, I mean unsatu-

rated sources with the packet inter-arrival times set to be uniformly distributed in

the range 1/λu ± 1%. This quasi-periodic model represents voice traffic (which is

often treated as periodic CBR traffic [93]), subject to jitter such as that caused by

the operating system. Explicitly including this jitter is necessary to avoid “phase

effect” artifacts in the results. I use the 802.11b parameters in Table 3.1. The Tpx

and TACK in (3.1) are

Tpx = Tphys +
lmac + ludpip + lx

rdata
, x ∈ S ∪ U

TACK = Tphys + lACK/rctrl.

Simulation results are shown with 95% Student-t confidence intervals [119]. In

some figures, the confidence intervals are too small to be seen.

3.4.1 Validation and comparison with existing DCF models

As summarized in Section 2.3.1, there have been quite a few 802.11 DCF models

which capture heterogenous traffic. Among those, two models [85] and [91] are
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chosen as representatives for comparison with the proposed model because they use

different modeling approaches and explicitly state how to modify an unsaturated

model to also capture saturated sources. To apply my model to DCF, I adjusted

the backoff decrement rule by replacing T sx and Tx in (3.10a) and (3.17) by (T sx +σ)

and (Tx + σ).

Summary of two benchmark models

I first recall the models in [85] and [91].

Markov chain The model in [91] is based on a Markov chain similar to that of

[21], with additional states for unsaturated sources. It assumes that unsaturated

sources have minimal buffers; therefore, when a packet arrives at a busy source, it

will be dropped. This causes the collision probability computed from this model to

be smaller than that of models with non-zero buffers, such as my model.

Mean-based In [85] the mean-based approach is used for heterogeneous traffic

where the attempt probability of an unsaturated source is multiplied by the proba-

bility ρ that the source has a packet to send. For saturated sources, ρ = 1. Unsat-

urated sources are assumed to have infinite buffers.

It will be shown later in Figs. 3.3 and 3.4 that the results of this model are not

very accurate in settings I consider. In [85], the queue utilization involves the service

time of an unsaturated source. Therefore, the fixed point involves the calculation of

service time and hence may amplify the error over fixed point iteration. I propose

a modification to the model [85] which replaces ρ by

ρslot =
λu(w̄u + E[Ru])

Ss(w̄s + E[Rs])
, (3.38)

where the numerator is the mean number of slots per second in which an unsaturated

source has a packet, and the denominator is the mean total number of system slots

per second; Ss and λu are the throughput of a saturated source s and the arrival
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rate of an unsaturated source u; w̄u and E[Ru] are the mean number of backoff slots

and attempts that a packet from source u encounters before being successfully sent;

and w̄s and E[Rs] are the corresponding values for source s. In (3.38), the service

time of source u is not used and hence not involved in the fixed point equations as it

is in [85]. The proposed modification improves the match between the model of [85]

and simulated values of the collision probabilities and throughput, but the match

to mean access delay remains poor.

Validation

I simulated networks of Nu identical unsaturated sources sending packets of size lu

with Poisson arrival of rate λu, and Ns identical saturated sources sending packets

of size ls. The values of Nu, Ns, λu and lu are varied. All sources have the same

MAC parameters 〈CWmin = 32, η = 1〉. Note that the values of parameters used

in each scenario are shown in the caption of figures which show the corresponding

results of that scenario.

Scenario 1 In this scenario, the number of unsaturated and saturated sources, Nu

and Ns, are varied. Then, the collision probability and throughput of a saturated

source, and the collision probability and mean access delay of an unsaturated source

are shown in Fig. 3.3 as functions of Nu at different Ns. These figures show results

from my model as well as from [85], [91] and simulation.

My model and the model [91] accurately capture the increase in collision prob-

abilities when Ns and Nu increases, and the resulting decrease in throughput and

increase in mean access delay. However, collision probabilities and mean access delay

from [85] are much higher than those of the simulation.

Scenario 2 In Scenario 2, the packet size of an unsaturated sources lu and its

arrival rate λu are varied. The collision probability and throughput of each saturated

source, and the collision probability and mean access delay of an unsaturated source
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Figure 3.3: Collision probabilities, throughput, and mean access delay for Scenario 1.
Figs. 3.3(a), 3.3(c) and 3.3(d) clearly show that my model is much more accurate
than the model in [85]. (Unsaturated stations: Poisson arrivals with rate λu = 10
packets/s, lu = 100 Bytes, Wu = 32, ηu = 1; Saturated stations: ls = 1040 Bytes,
Ws = 32, ηs = 1; Buffer size: 50 packets.)
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are shown in Fig. 3.4 as functions of lu at different λu. Results are obtained from

my model, [85], [91] and simulation.

Figure 3.4 shows that results from my model correctly capture the increase in col-

lision probability with increasing lu and λu, and the resulting decrease in throughput

and increase in mean access delay. As for Scenario 1, the model in [85] overestimates

the collision probabilities and mean access delay.

This scenario violates the zero-buffer assumption of [91], which hence becomes

inaccurate when the packet arrival rate of unsaturated sources is 50 packets/s. That

model predicts a high packet drop rate at high traffic load, which causes the collision

probabilities to be underestimated.

In summary, my model for a network with both unsaturated and saturated

sources developed in Section 3.3 is simple and versatile, and provides results more

accurate than two existing models when buffers are large.

3.4.2 Validation in 802.11e EDCA

Having validated the proposed scheme in 802.11 DCF in the previous section, I

now validate it in 802.11e EDCA WLANs. Different from 802.11 DCF where all

stations have the same MAC parameters, I will consider 802.11e EDCA scenarios

with different number of traffic types using different MAC parameters. Note that

the number of traffic types and the values of the MAC parameters of each type will

be defined in each scenario. Also the values of other parameters will be provided in

the caption of figures related to that scenario.

Scenario 3

I simulated networks with 4 traffic types, denoted u1, u2, s1 and s2, of which the

first two are unsaturated. The number of sources N , burst size η and packet size l

are distinguished by subscripts u1 to s2. Unsaturated sources of types u1 and u2

have arrival rates λu1 and λu2.
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Figure 3.4: Collision probabilities, throughput, and mean access delay for Scenario 2.
Figs. 3.4(b) and 3.4(d), respectively, show clearly that my model is much more
accurate than the models in [85] and [91]. (Unsaturated stations: Poisson arrivals
with rate λu, Nu = 10, Wu = 32, ηu = 1; Saturated stations: Ns = 2, ls =
1040 Bytes, Ws = 32, ηs = 1; Buffer size: 50 packets.)
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QoS parameters 〈CWmin, η〉 of sources of types u1, u2, s1 and s2, respectively,

are 〈32, 2〉, 〈32, 5〉, 〈96, 1〉 and 〈96, 2〉.

The throughput of a source of type s1 and s2, and the mean access delay of a

source of type u1 are shown in Figs. 3.5(a) and 3.5(b) as functions of the number of

sources per type.

From Fig. 3.5(a), the throughput of a saturated source of type s1 is less than

that of type s2. This is because types s1 and s2 have the same CWmin but type s1

has smaller TXOP limit and larger packet size. My model provides a surprisingly

accurate estimate of the throughput.

Fig. 3.5(b) shows that my model provides a reasonably accurate estimate of the

mean access delay despite its simplicity compared with Markov chain based models.

The model also predicts the access delay of sources of type u2 with accuracy similar

to that of type u1.

Scenario 4

I simulated networks of Nu identical unsaturated sources sending bursts of ηu packets

of size lu with the packet arrival rate λu, and Ns identical saturated sources sending

fixed bursts of ηs packets of size ls.

QoS parameters 〈CWmin, η〉 of unsaturated and saturated sources, respectively,

are 〈32, 1〉 and 〈32ηs, ηs〉.

The packet inter-arrival times of unsaturated sources are set to be uniformly

distributed in the range 1/λu ± 1%. This quasi-periodic model represents voice

traffic (which is often treated as periodic CBR traffic [93]), subject to jitter such as

that caused by the operating system. Explicitly including this jitter is necessary to

avoid “phase effect” artifacts in the results.

The throughput in packets/s of a saturated source is shown in Fig. 3.6(a) as

a function of ηs, parameterized by Ns. When ηs increases, there are fewer bursts

from saturated sources contending for the channel, which decreases their collision

probability. As a result, the throughput increases.
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Figure 3.5: Throughput of a source of type s1 and s2 and mean access delay of a
source of type u1, Scenario 3. (Unsaturated stations of type u1: Poisson arrivals
with λu1 = 10 packets/s, lu1 = 500 Bytes, Wu1 = 32, ηu1 = 2; Unsaturated stations
of type u2: Poisson arrivals with λu2 = 45 packets/s, lu2 = 100 Bytes, Wu2 = 32,
ηu2 = 5; Saturated stations of type s1: ls1 = 1200 Bytes, Ws1 = 96, ηs1 = 1;
Saturated stations of type s2: ls2 = 800 Bytes, Ws2 = 96, ηs2 = 2.)
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Figure 3.6: Mean access delay and throughput when Ws and ηs are scaled together,
Scenario 4. (Unsaturated stations: “quasi-periodic” traffic with rate λu = 10
packets/s, Nu = 10, lu = 200 Bytes, Wu = 32, ηu = 1; Saturated stations:
Ns = {1, 3, 5, 7}, ls = 1040 Bytes, Ws = ηsWu.)
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One of my model’s contributions is to capture the residual time of busy period

during which a burst arrived Tres,u, which was not important in DCF and has often

been overlooked in EDCA models. Fig. 3.6(b) shows the mean access delay of a

burst from unsaturated sources with and without Tres,u in the access delay models

under the same scenario. As seen, when ηs is large, Tres,u has significant effect on

delay estimation.

Also from Fig. 3.6(b), when ηs increases, for Ns > 1, there is a local minimum

access delay. For small ηs, the dominant effect is the decrease in collisions due to

the larger backoff window Ws of saturated sources. For larger ηs, the increase in

residual time Tres,u dominates this. This suggests there is an optimal value for ηs

where the access delay of unsaturated sources is minimum. This qualitative effect is

not captured by models that neglect Tres,u. More importantly, Fig. 3.6 shows that

increasing Ws and ηs together can benefit both unsaturated and saturated sources.

Although the optimal value of ηs may vary in different scenarios, in most cases, ηs of

2 provides an improvement in the throughput of a saturated source and a reduction

in mean access delay of unsaturated sources. My model can be used to estimate the

optimal ηs in this scenario.

3.5 Application of the model

To demonstrate the usefulness of my model, I will use it to determine the distribution

of access delay experienced by a burst from an unsaturated source. This is useful

for tasks such as determining the appropriate size for jitter buffers.

For tractability, here I approximate K and m to be infinite in the whole model

and bu = 1 in the delay model. Simulation results show that this gives accurate

estimates of delay in the typical range of interest, from 10 ms to 1 s.
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3.5.1 Analysis of access delay distribution

Note that access delay distribution can be calculated using transform methods.

The generating function of ccdf of access delay can be derived from its probability

mass function (pmf). The distribution can then be obtained by numerical inversion

of the z-transform, using the Lattice-Poisson algorithm [12]. The details are not

illuminating and hence referred to Appendix A.2.

Approximation method

It is more informative to consider a simple approximate model of the access delay.

The total burst access delay is the sum of many random variables: the backoff delays

at each stage. However, at particular points, the ccdf of the access delay can be

estimated accurately, from which the remainder can be estimated by interpolation.

I will now derive such an approximation.

Let Wmed(k) be the median number of backoff slots used by bursts which succeed

at the kth backoff stage (starting from k = 0). Since the number of slots at each

stage j, Uuj, is symmetric about its median M [Uuj] = (2jWu − 1)/2, the median of

their sum is

Wmed(k) =
k∑
j=0

M [Uuj] =
k∑
j=0

(2jWu − 1)/2

=
Wu

2

k∑
j=0

2j − k + 1

2
=
Wu

2

1− 2k+1

1− 2
− k + 1

2

=

(
2k − 1

2

)
Wu −

k + 1

2
. (3.39)

Note that Wmed(k) is larger than (2k−1)Wu−k, the maximum number of backoff

slots that could be experienced by a burst that succeeds at stage k − 1 or earlier.

It is possible for a burst which succeeds at stage k + 1 or later also to experience

Wmed(k) backoff slots but the probability of that is small, especially if pu is small.

Thus the unconditional ccdf of experiencing Wmed(k) backoff slots is slightly below
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the following upper bound

ccdfW (Wmed(k)) ≤ 1−

(
k−1∑
j=0

(1− pu)pju +
1

2
(1− pu)pku

)

= 1−
(

(1− pu)
1− pku
1− pu

+
1

2
(1− pu)pku

)
= pku

(
1 + pu

2

)
, (3.40)

which becomes tight for pu � 1.

So far, this gives a good approximation for the ccdf of the number of backoff slots

experienced. This can be related to the actual delay distribution by approximating

the duration of each backoff slot by its mean, and adding the additional overhead of

each stage. Thus, the delay associated with Wmed(k) backoff slots is approximately

D(Wmed(k)) ≈ Wmed(k)E[Yu] + kE[T cu] + E[Tres,u] + E[T su ]

= 2kWuE[Yu] + k(E[T cu]− E[Yu]/2) +M1

≡ f(k). (3.41)

where M1 is a constant representing the remaining components. The approxima-

tion becomes tight for large k by the law of large numbers. This implies k ≈

f−1(D(Wmed(k)), and so when D = D(Wmed(k)) for some k,

ccdfD(D) ≈
(

1 + pu
2

)
pf

−1(D)
u . (3.42)

It turns out that (3.42) is a good approximation for any delay D ≥ D(Wmed(0)).

However, for delay D < D(Wmed(0)), which corresponds to the total number of

backoff slots from 0 to Wu/2−1, a much better approximation is possible. Note that

the most likely way to back off for a small number of slots is to back off once, which

gives a uniform distribution of the number of slots. Thus for j = 0, 1, . . . ,Wu/2− 1,

the ccdf of a delay

D(j) = jE[Yu] + E[Tres,u] + E[T su ]
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is approximately

ccdfD(D(j)) ≈ 1− (1− pu)
j + 1

Wu

= 1− 1− pu
Wu

(
1 +

D(j)− E[Tres,u]− E[T su ]

E[Yu]

)
. (3.43)

Thus, I propose the approximation that finds the ccdf from (3.43) for delays less

than D((Wu − 1)/2), and from (3.42) for larger delays.

Power law delay distribution

In the proposed model, with unlimited retransmissions, the distribution of burst

access delays has a power law tail (BtkP (D > t) → 1 as t → ∞ for some B, k).

Although the true delay cannot be strictly heavy tailed when retry limit is finite,

the approximation holds for delays in the typical range of interest, from 10 ms to 1 s

[132].

This power law arises since the duration and probability of occurrence of the kth

backoff stage increase geometrically in k. This is distinct from the heavy tailed delays

in ALOHA, which are caused by heavy-tailed numbers of identically distributed

backoffs. Although the latter effect is very sensitive to the assumption of infinite

retransmissions and the lack of burst fragmentation, 802.11 can be usefully modeled

as heavy tailed even with typical limits of 6 to 8 retransmissions.

Note from (3.41) that f(k) = 2kWuE[Yu] +O(k), where h(m) = O(g(m)) means

that there exists a C such that for all sufficiently large m, |h(m)| < Cg(m). Thus,

by (3.42), the complementary CDF of a large delay D is approximately

ccdfD(D) ≈1 + pu
2

p
log2

(
D

WuE[Yu]

)
u =

1 + pu
2

2
log2

(
p
log2

(
D

WuE[Yu]

)
u

)

=
1 + pu

2
2
log2

(
D

WuE[Yu]

)
log2(pu)

=
1 + pu

2

(
2log2

(
D

WuE[Yu]

))log2(pu)

=
1 + pu

2

(
D

WuE[Yu]

)log2(pu)

. (3.44)
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That is, the distribution has power law tail with slope log2(pu), which increases (be-

comes heavier) with increasing congestion, as measured by the collision probability

pu. This is consistent with the more detailed calculations of [31]. This insight would

not be obtained by the direct use of the z-transform.

Excessive queueing delay

One application of the preceding result is to determine the congestion level at which

the expected queueing delay for unsaturated sources becomes excessive. Although

“excessive” will depend on the specific application, I will use the criterion that the

expected queueing delay is infinite in my model with no limit on the BEB. If each

source is assumed to implement an M/G/1 queue, then this corresponds to the

service time having infinite variance.

Consider a log-log plot of the ccdf of a random variable D whose ccdf is the

right hand side of (3.44). The minimum (steepest) slope for which the variance

of D becomes infinite is −2 [31]. The right hand side of (3.44) suggests that this

slope is log pu/ log 2. Thus the variance of D is infinite when pu ≥ 2−2 = 1/4.

Under the model (3.11) and (3.12)–(3.37), I will now derive the minimum number

of saturated sources Ns for which this occurs; that is, the Ns such that, for any

number of unsaturated source Nu with arbitrary arrival rate, unsaturated sources

using the same backoff parameters as saturated sources will have pu ≥ 1/4. Let us

start with the following lemma, proved in Appendix A.3.

Lemma 3.2 Let s and u denote an arbitrary saturated and unsaturated source.

Under the model (3.11) and (3.12) with all sources using the same CWmin,

τs
τu

=
SsE[ηu]

λuE[ηs]

1− τs
1− τu

.

If, in addition, (3.37) holds then pu > ps.

Theorem 3.3 Consider the model (3.11) and (3.12)–(3.37), with all sources using
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the same CWmin (Wx = W,∀x ∈ S ∪ U). If

Ns ≥ 1 +
log(3/4)

log(1− 4
3W+2

)
(3.45)

then for any Nu ≥ 1 and λu > 0, the variance of the random variable whose ccdf is

the right hand side of (3.44) is infinite.

The proof is in Appendix A.4. Surprisingly, the sufficient condition for infeasibility

(3.45) depends only on W , the minimum contention window, and not settings such

as channel data rate, traffic of real-time source, or the TXOP limit.

From (3.44), the distribution of an unsaturated source’s access delay Du under

the model (3.11)–(3.37) has a tail which is approximately power law, given by the

right hand side of (3.44). Hence, under the condition (3.45), the variance of the

access delay Du is predicted to be infinite.

Note that the variance of the delays in the real system will not be infinite, due

to the truncation of the backoff process. However, the high variability is enough to

cause significant degradation of the user experience.

3.5.2 Numerical validation and discussion

This section is to validate: (i) approximation method of determining access delay

distribution; (ii) the slope of the distribution curve’s tail; (iii) the condition (3.45)

for the infinite variance of unsaturated sources’ access delay.

The simulated network is the same as that in Section 3.4. In the simulation, all

sources have the retry limit of 7 and the doubling limit of 5.

Validation of the distribution of access delay

The distribution of unsaturated sources’ access delay determined from approxima-

tion and z-transform methods and simulation in different scenarios are shown in

Fig. 3.7 and 3.8. Although assuming infinite retransmission, both the approxima-

tion and z-transform methods provide accurate estimates in the typical range of
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Figure 3.7: Distribution of access delay. (Unsaturated stations: Poisson arrivals
with rate λu = 10 packets/s, Nu = 15, lu = 100 Bytes, Wu = 32, ηu = 1; Saturated
stations: Ns = 2, ls = 1040 Bytes, Ws = 3Wu, ηs = 4.)

interest, from 10 ms to hundreds of ms. The approximation is of comparable accu-

racy to the z-transform method.

Slope of distribution curve’s tail

The straight line in Fig. 3.8 shows the slope log2(pu). It captures the trend of the

distribution curve reasonably well in the typical delay range from tens to hundreds

of ms.

Validation of Theorem 3.3

From (3.45), when W is 32 as in 802.11 DCF, the minimum number of saturated

sources required for infinite variance of unsaturated sources’ access delay is 8. This

is validated in Fig. 3.9 which shows the access delay distribution of unsaturated

sources from NS-2 simulation. As seen, the slope of distribution curve’s tail is

slightly greater than −2 in the typical range of interest, from tens to hundreds of

ms. This implies that these delays will occur as often as if the system had a power

law tail with infinite variance.
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Figure 3.8: Distribution of access delay. (Unsaturated stations: Poisson arrivals
with rate λu = 10 packets/s, Nu = 20, lu = 100 Bytes, Wu = 32, ηu = 1; Saturated
stations: Ns = 6, ls = 1040 Bytes, Ws = 32, ηs = 1.)

10
−3

10
−2

10
−1

10
0

10
−6

10
−4

10
−2

10
0

Access delay (s)

cc
df

 

 

Simulation
Reference line: slope = −2

Figure 3.9: Access delay distribution of an unsaturated source. (Unsaturated sta-
tions: Poisson arrivals with rate λu = 10 packets/s, Nu = 1, lu = 100 Bytes,
Wu = 32, ηu = 1; Saturated stations: Ns = 8, ls = 1040 Bytes, Ws = 32, ηs = 1.)
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3.6 Conclusion

In this chapter, I have provided a comprehensive but tractable fixed point model

of 802.11 WLANs with both unsaturated (Poisson) real-time and saturated non-

realtime sources, assuming no buffer overflow. The proposed model has been shown

to provide accurate estimates of delay, throughput and collision probability in com-

parison with two of the existing models when buffers are large. Using the model to

investigate the interaction between these two traffic types, I have briefly shown that

“fair” service differentiation can be achieved based on two QoS parameters, TXOP

limit and CWmin.

One of the contributions of my model is that I have proposed a closed form

approximation for the distribution of the queue size of unsaturated sources, which

is sufficiently accurate at low queue occupancies to predict the burst size distribu-

tion. Besides, I have also modeled the residual time of an ongoing transmission in

unsaturated sources’ delay and shown the importance of modeling it.

Moreover, I have proposed a simple method to approximate access delay distri-

bution, which has been shown to be reasonably accurate in the typical delay range

of interest. Based on this method, the slope log2(pu) of distribution curve’s tail has

been easily obtained and then used to determine the lower bound on the number

of saturated sources at which excessive queueing delay will be seen by unsaturated

sources of arbitrary load, when all sources use the same MAC parameters. This

information can be taken in account in network design.

Based on the analysis in this chapter, I will propose a scheme to provide ser-

vice differentiation in 802.11e EDCA without prioritizing one type of traffic over

another in the next chapter. The model proposed here will be used to analyze the

performance of the proposed scheme.



Chapter 4

Service differentiation without priority

4.1 Introduction

With the rapid growth of WLANs and new applications, WLANs now carry a di-

verse mix of traffic, from voice with tight delay constraints to bulk file downloads

with only long-term throughput requirements. Efficient use of the network requires

services tailored to each of these traffic types. This leads to the need for service

differentiation.

Recall from Chapter 2 that most of the previous work and the default EDCA

parameters of the 802.11e standard [7] to provide service differentiation in WLANs

are based on prioritization, which provides better performance in all respects for

a “higher priority” class. This creates an incentive for rational users, who try

to optimize their performance without changing the network stack (e.g. applica-

tion writers who optimize their code based on measured performance using all the

available services), to use the access class of the highest priority to gain a higher

share of the channel. This can degrade network performance drastically and lead

to no service differentiation. To cope with that issue, approaches in prior work

[29, 45, 102, 109, 110] such as rewarding schemes or pricing schemes are either

complicated or impractical to implement.

The novelty of the work in this chapter is that I seek to provide service differ-

entiation without prioritizing one class over another, that is, there is no ordering

of the classes such that one gets better performance in all respects than the later

ones. My aim is to provide “different but fair” services for different traffic types,

by allowing users to choose different points on a throughput-delay tradeoff curve.

89



Chapter 4. SERVICE DIFFERENTIATION WITHOUT PRIORITY 90

I do this by choosing ACs such that some parameters are less aggressive whenever

others are more aggressive, which is motivated by the observations in the previous

chapter.

In particular, this chapter contributes a scheme to provide service differentiation

which is easy to implement, compatible with the 802.11e standard and robust against

rational users, by scaling two MAC parameters: CWmin and TXOP limit. The

proposed scheme does not require any additional mechanisms such as fair queueing

or traffic policing.

In this chapter, the proposed scheme will be constructed in the following steps.

I first propose in Section 4.2 the “proportional” scheme which improves service for

both throughput- and delay-sensitive types of traffic by scaling CWmin and TXOP

limit in equal proportion. Then, to analyze its properties, I propose a general game-

theoretic framework in which users choose whichever traffic class maximizing their

desired performance. Their performance metrics are determined based on the model

proposed in Chapter 3. Then, I apply the game framework to analyze the properties

of this “proportional” scheme in Section 4.4. Also in this section, I use simulation

to validate these theoretical properties of the “proportional” scheme. The results

show that the “proportional scheme” can provide better service for both types of

traffic; however, there is still a slight incentive for data users to use the real-time

class. Then, in Section 4.5, a simple change to the proportional scheme (called the

“proportional incentive adjusted” scheme or “PIA”) is suggested to give throughput-

sensitive applications the incentive to use the bulk-data service class while giving

improved performance to both classes.

4.2 Proposed proportional tradeoff scheme

I propose a mechanism which improves service for both data and real-time traffic

by increasing CWmin and TXOP limit. I do not use the AIFS parameter because

it provides load-dependent prioritization which makes it difficult to achieve a “fair”
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service differentiation.

In particular, I define n > 1 service classes, denoted by Bk (k ∈ {1, · · · , n}).

These classes can cover different types of users with different requirements of delay

and throughput. Users which demand higher throughput and can tolerate higher

delay can transmit more packets per channel access but less often. To achieve this,

class Bk with higher k has a higher TXOP limit but commensurately higher CWmin.

This is similar to the method in [138] to ensure fairness.

Let T be the TXOP limit of class B1, which is chosen to fit one packet at the

lowest data rate supported by the standard. Then,

TXOP limit of class Bk = ηkT , (4.1a)

where ηk (k = 1, · · · , n) satisfies ηk < ηk+1 and η1 = 1.

Let WBk
be the value of CWmin used by class Bk. Then

WBk+1
=
ηk+1

ηk
WBk

. (4.1b)

My scheme provides several classes for different types of traffic; however, to retain

simplicity, I only consider in this chapter two extreme types of traffic: delay-sensitive

and throughput-sensitive traffic. Note that class B1 is designed for delay-sensitive

traffic while class Bn is suitable for throughput-sensitive traffic. The logic is that

real-time traffic requires low delay and often has only one packet to send at a time

but the packet needs to be sent as soon as possible; hence, it always uses class B1.

In contrast, a data source requires high throughput; hence, it may be willing to wait

a little longer, if an increase in the amount it can transmit per channel access makes

its overall throughput higher.

I will show below when all data users use class Bk, their throughput improves

when k increases. When ηk is appropriately chosen, this scheme improves service

for both traffic types. This benefit comes from the reduction of collision probability

in the network due to the lower attempt probability of data sources.
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4.3 Model

Here I present a model of 802.11e EDCA WLANs with rational data and real-time

users. Consider an infrastructure network with a set S of Ns ≥ 1 saturated sources

and a set U of Nu ≥ 0 unsaturated Poisson sources with negligible queueing. (For a

discussion of unsaturated sources with non-negligible queueing, see Section 4.5.3.)

The non-saturated sources represent the real-time users while data users are modeled

as saturated sources. (For a discussion of data sources using TCP, see Section 5.2

of Chapter 5.) For simplicity, I make the standard assumption that each station

transmits packets of only one source, although this is not required by the scheme

itself. (For a discussion of multiple sources per station, see Section 4.5.4.)

The natural framework for considering incentive issues is game theory. WLANs

with rational users can be modeled as a game in which users are players. A player i

chooses an action which is to use any of classes Bk-s. Based on other players’ actions

and its action, the player i will get a payoff, which is the throughput for a saturated

user or the reciprocal of delay for an unsaturated user.

Using class B1 is a dominant strategy for unsaturated stations, since it reduces

their delay regardless of what other stations do. For this reason, I will not treat

unsaturated stations as players, but simply model their effect on the throughput

obtained by the saturated users.

In the following description of notation, s, sk and u denote any saturated user,

a saturated user using class Bk and an unsaturated user.

Let Nx (x ∈ {s, sk, u}) denote the number of users of type x. Note that Ns =∑n
k=1Nsk where n is the number of classes. Besides, let Wx (x ∈ {sk, u}) be the

minimum contention window of users of type x. Note that my model considers

Wx > 11 to guarantee system stability as explained later in the wireless model of

Section 4.3.1.

Different nodes may use different physical layer bit rates. To avoid inefficien-

cies [131], I aim at time fairness among saturated users, and so measure throughput
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as the amount of time each can transmit. In addition to the natural measure of the

fraction of time (Sx, called “dimensionless” throughput), some of my results apply

to the more tractable measure of throughput in seconds/slot, denoted Cx. By slot,

I mean MAC slot.

My model makes the standard assumption that the network is in equilibrium. It

also assumes that a saturated source sends data for the whole duration of TXOP

limit. This is because a saturated source is defined as always having packets waiting

to transmit.

4.3.1 Game Framework

A game of the wireless network described above is denoted by a quadruple

〈P , A, (ui)i∈P , Nu〉 where

• P = {1, . . . , Ns}, the set of players, contains the saturated users.

• For every i ∈ P , Ai = {Bk : k ∈ [1, n]} is the set of actions available to player

i, where action Bk is to use MAC parameters (CWmin, TXOP ) = (WBk
, ηkT ),

with WBk
> WBk−1

and ηk > ηk−1. Note that all the players have the same

action space; hence, A is used to denote a general action space of each player.

However, the game in Section 4.4 has a different action space from that in

Section 4.5.

• For every i ∈ P , the payoff ui(a) is the throughput of player i under the action

profile a which is a vector containing the action of every player, (a1, · · · , aNs).

There are two forms of the game, corresponding to the two types of throughput

which are determined using the wireless model below.

– Game 1: ui(a) is given by throughput in seconds/slot. Then, it is denoted

by Ci(a), given by (4.3);

– Game 2: ui(a) is given by the dimensionless throughput. Then, it is

denoted by Si(a), given by (4.4).
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My results use action profiles defined as follows

a(X;·) ∈ {a ∈ ANs : a1 = X}, ∀X ∈ A

a(X;·;Z;·) ∈ {a ∈ ANs : a1 = X and aj = Z}, ∀X,Z ∈ A

Wireless model

I now summarize the wireless model to determine the throughput of a saturated

station as payoff of a player in the game framework, which is derived, justified and

validated in Chapter 3.

The model assumes that sources have no limit on the number of retransmission

and CWmax. This is made for notational and computational simplicity; however,

simulations show that qualitative results from this model still hold when these two

backoff parameters are truncated as in the standard.

Central to the model is a set of fixed point equations. I only consider balanced

fixed points, i.e., ones in which all the nodes of the same type have same value of

collision probability, based on the following observations. The minimum contention

window I consider is Wx > 11 (x ∈ {sk, u}), for which binary backoff satisfies the

condition of Theorem 5.4 in [113]; hence, the system has a unique fixed point which

is balanced when Nu = 0. For Nu > 0, I assume that the load of unsaturated users

is light enough that there again exists a unique and balanced fixed point as most

analyses assume.

Fixed point model The attempt probability τs of a saturated source s ∈ SS is

from (3.11a)

1

τs
=
Ws

2

1− ps
1− 2ps

+
1

2
. (4.2a)

Note that all saturated users using class Bk have the same CWmin, Ws = WBk
and

hence, the same attempt probability and collision probability, denoted by τsk and

psk , respectively.
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Next, the attempt probability of an unsaturated source u ∈ U with the arrival

rate λu is from (3.11b)

τu =
λu
∑∞

j=0 p
j
u

(1/E[Y ])
= λuE[Y ]

1

1− pu
. (4.2b)

Finally, the collision probability of source x ∈ SS ∪ U is from (3.11c)

px = 1− G

1− τx
. (4.2c)

where G is given by (3.2).

Throughput of data users The throughput in seconds/slot Csk of a saturated

source of class Bk is given by the probability the source transmits successfully a

burst in a slot multiplied by the duration it can transmit.

Csk = τsk(1− psk)ηkT . (4.3)

The dimensionless throughput Ssk of a saturated source of class Bk is given by

the throughput in seconds/slot divided by the average duration of a slot.

Ssk =
Csk
E[Y ]

. (4.4)

Another measure called “relative throughput” is also used. This is the through-

put of a saturated source under the given scheme divided by that under the scheme

with no service differentiation (ηk = 1, ∀k).

4.4 Properties of the proportional tradeoff

scheme

I now consider the first specific game in the foregoing framework, which is based on

the proportional scheme to provide service differentiation. An alternative based on

the PIA scheme will be considered in Section 4.5.
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Under the proportional scheme given by (4.1), the action space of the game is

A0 =
{(
ηkWB1 , ηkT

)
: k ∈ [1, n]

}
, where η1 = 1

and (ηkWB1 , ηkT ) are the MAC parameters of class Bk.

4.4.1 Theoretical results

The following results will be proved for unbounded retransmission and CWmax and

some results are for networks with only data users. However, I will show by simula-

tion they apply when these assumptions are relaxed.

Service differentiation property

I first show that the proportional scheme improves service for both data and realtime

traffic by considering the network in which all users use the class designed for them

in Theorems 4.1 and 4.3. In particular, all saturated sources use class Bk>1 and all

unsaturated sources use class B1.

I start with Theorem 4.1, proven in Appendix B.8, which states that, in a network

without real-time users, when all data users uses class Bk with ηk > 1 under the

proportional scheme, they will receive higher throughput than when there is no

service differentiation (ηk = 1).

Theorem 4.1 Consider the wireless model (4.2)–(4.4), in the game

〈P , A0, (Si)i∈P , 0〉 with all data users using the same class Bk. The dimen-

sionless throughput of data users increase when they use class with a higher

ηk.

The above theorem is based on the following lemma proven in Appendix B.7.

Lemma 4.2 Under the wireless model (4.2), in the game 〈P , A, (Si)i∈P , 0〉 with all

data users using class Bk, the collision probability and attempt probability of all data

users decrease with the increase of their CWmin.
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This lemma suggests that under the proportional scheme, when data users use higher

class (higher ηk), their CWmin increases. Therefore, their collision probability re-

duces, which explains for their throughput increase as stated in Theorem 4.1.

The above result show the benefit of proportional scheme for data users only.

It would be more interesting and complete to show the benefit of the proportional

scheme for both data and real-time users. Because the proof for the network of

only data users is quite complicated, I study analytically a simple two-user network

of mixed traffic in Theorem 4.3 and use simulation to study networks with higher

load. Theorem 4.3 is proved in Appendix B.1 using the wireless model with (4.2a)

simplified to

τsk =
2

Wsk

1− 2psk
1− psk

. (4.5)

to keep the algebra tractable, assuming that Wsk � 1.

Theorem 4.3 Consider the wireless model (4.2)–(4.3) with (4.2a) replaced by (4.5),

in game 〈P , A0, (Si)i∈P , Nu〉 with Nu = Ns = Nsk = 1, max(Tu, Ts) < 2T , and

λuTu ≤ 1.

(T4.3-1) The throughput in seconds/slot of the saturated station increases when

ηk ≥ 1 increases.

(T4.3-2) The collision probability of the unsaturated station decreases when ηk ≥ 1

increases.

Although the result in Theorem 4.1 is for scenarios with only data users and

that in Theorem 4.3 is for a simple mixed-traffic scenario, I will show by simulation

that they hold for more general scenarios. In particular, simulation shows that

the reduction in collision probability of unsaturated sources is accompanied by a

reduction in the mean delay, except at light load.

Incentive property

Here I will investigate the incentive of bulk-data users under the proportional scheme

by examining different actions of theirs in Theorems 4.4 and 4.6. In particular, I am
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interested in the Nash equilibrium of the game where the action space is A0 because

system with selfish users often operates at the Nash Equilibrium. Recall that an

action profile is a Nash equilibrium if no player gets higher payoff by changing its

action while others keep theirs unchanged [43].

Theorem 4.4 Under the wireless model (4.2)–(4.4), in the game

〈P , A0, (Si)i∈P , Nu〉 with Wi > 11, a data user using class B1 has higher

throughput than any other data user using any class Bk>1 in the same network.

Specifically, S1(a(B1;·;Bk>1;·)) ≥ Sj(a(B1;·;Bk>1;·)).

This theorem is proved in Appendix B.3 and based on the following lemma which

is proved in Appendix B.2.

Lemma 4.5 Consider the wireless model (4.2), in the game 〈P , A, (Si)i∈P , Nu〉 with

Nsj ≥ 1 and Nsj+i
≥ 1 (i, j > 0). If Wj+i ≥ Wj > 11 then data users using class Bj

have an attempt probability equal to or higher than those using class Bj+i, τsj ≥ τsj+i
.

Moreover, if Wj+i > Wj > 11 then τsj > τsj+i
.

The following theorem proven in Appendix B.5 states that, regardless of the

actions of other data users, the remaining user is better off by using class B1.

Theorem 4.6 Consider the wireless model based on (4.2)–(4.3) with (4.2a) replaced

by (4.5), in the game 〈P , A0, (Ci)i∈P , 0〉 with Wi > 11. We have

C1(a(Bk>1;·)) < C1(a(B1;·)). (4.6)

Although the throughput in Theorem 4.6 is in seconds/slot, simulation demonstrates

this result still holds for the dimensionless throughput. The proof of Theorem 4.6

is based on the following lemma.

Lemma 4.7 Consider the wireless model based on (4.2)–(4.3) with (4.2a) replaced

by (4.5), in the game 〈P , A, (ui)i∈P , 0〉 with Wsk > Wu > 11. Data user 1 has a

higher attempt probability and other data users has lower attempt probability when

data user 1 uses class B1 than when it uses any class Bk>1.
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This lemma explains for the increase of the throughput of data user 1 when it uses

class B1 as stated in Theorem 4.6.

From Theorem 4.6, the action profile with all data users using class B1 is a unique

Nash equilibrium. Then, according to Theorem 4.1, the throughput of a data user

at Nash equilibrium is less than that when all data users use class Bk>1. Section 4.5

will consider an improved scheme that avoids that issue.

From Theorem 4.6, using class B1 is a dominant strategy, which means that

regardless of actions of other users, a given user always get the highest throughput

by using class B1. Hence, even if the action space consists of mixed strategies [43]

(i.e., randomly selecting a class from a given probability distribution), the action

profile with all data users always using class B1 is still a unique Nash equilibrium.

4.4.2 Simulation results and discussion

Recall that the properties of the proportional scheme in Sec. 4.4.1 are proved for

unbounded retransmission and CWmax, and some of them are for a network with

only data users. Herein I will use simulation (ns-2.33 [1] [139]) to validate those in

more general scenarios with both data and real-time users, and a limited number of

retransmissions.

In the simulated networks, unsaturated and saturated sources send packets to

an access point, using UDP. Unsaturated sources have the same packet size and

produce Poisson traffic of the same arrival rate. Saturated sources have the same

packet size and receive CBR traffic faster than they can transmit. I use the 802.11g

parameters in Table 4.1. Note that similar results were obtained if not all users use

the same data bit rate, or the network is based on the 802.11b MAC.

For tractability, I only consider two classes (k ∈ {1, 2}). The MAC parameters

specific to classes B1 and B2 in the proportional scheme are given in Table 4.2 with

T = 0.72ms. Note that the value of T is chosen such that for the rates given in

Table 4.1, it is at least the duration of the largest packet over all sources, which is

1400 bytes in this section.
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Table 4.1: 802.11g MAC and PHY parameters
Parameter Symbol Value

Data bit rate rdata 54 Mbps
Control bit rate rctrl 1 Mbps

Basic rate 2 Mbps
PHYS header Tphys 192 µs
MAC header lmac 288 bits
ACK packet lACK 112 bits

Slot time σ 20 µs
SIFS 10 µs
DIFS 50 µs

Retry limit K 7
Doubling limit m 5
Buffer capacity 50 packets

Table 4.2: MAC parameters of classes B1 and B2 used in Section 4.4.2.
Class CWmin CWmax AIFSN TXOP limit

B2 WB2 = ηWB1 25WB2 2 ηT
B1 WB1 25WB1 2 T

In this section, I also compare the performance of throughput-sensitive bulk data

and delay-sensitive voice under the proposed scheme with that using the default

EDCA parameters shown in Table 4.3 taken from Table 7-37 of [8].

Table 4.3: Default EDCA parameters (DSSS-OFDM 54Mbps) [8].
AC Traffic CWmin CWmax AIFSN TXOP limit

AC BE Data 15 1023 3 1 packet
AC VO Real-time 3 7 2 1.504 ms

Note that the throughput in simulation results are measured in packets/s, which

can be converted to the dimensionless throughput by multiplying by the packet

duration. At 54 Mbps, this is 345 us for 1000 bytes, 375 us for 1200 bytes and 405

us for 1400 bytes.

Service differentiation property

To validate service differentiation property, I consider the network with all users

using the class designed for them (Ns1 = 0). Realtime users use class B1 and data



Chapter 4. SERVICE DIFFERENTIATION WITHOUT PRIORITY 101

users use class B2.

Scenario 1 (Ns2 = Nu = 1) Fig. 4.1 shows the throughput of a data user and the

collision probability of an unsaturated station. When η increases, the throughput

increases and the collision probability decreases, which shows the benefit of the

proportional scheme. This confirms the result of Theorem 4.3.
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Figure 4.1: Throughput of a data user and collision probability of a real-time user as
a function of class B2’s TXOP limit in units of T (η). (λu = 50 packets/s, ls = 1400
bytes, lu = 400 bytes, Ns2 = Nu = 1, Ns1 = 0, WB1 = 16, WB2 = ηWB1 .)

Scenario 2 (Ns2 > 1, Nu > 1) To investigate the ability of my proportional

scheme to give benefits to both classes of traffic in larger systems, I compare it with

the default EDCA parameters (Table 4.3) within the same scenarios.

The throughput of a data user, and the mean delay of a real-time user under

the proportional scheme are shown in Fig. 4.2, as functions of η for different Ns.

Moreover, the performance metrics under the default EDCA setting (Table 4.3)

with all data users using class AC BE and real-time users using class AC VO, and

under the default EDCA setting with all users using class AC VO are also shown

for comparison. In Fig. 4.2, the performance metric of the proportional scheme at

each η and of the default EDCA setting are normalized by that of the proportional
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scheme at η = 1. Note that the actual throughput and mean delay degrade as Ns

increases; however, the relative performances improve as Ns increases.
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(a) Data throughput. Proportional alloca-
tion gives higher throughput than the de-
fault EDCA setting with data users using
AC BE class. It also gives better through-
put than the default with data users using
AC VO, especially at heavy load.

1 2 3 4 5 6
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

← N
s
=3

η
R

e
la

tiv
e

 m
e

a
n

 d
e

la
y

 

 

N
s
=12N

s
=21

Proportional scheme
Data uses AC_BE, realtime uses AC_VO
All users use AC_VO

(b) Real-time delay. Proportional al-
location gives lower delay than the de-
fault EDCA setting with data users using
AC VO except at heavy load (Ns = 21)
due to high loss probability under the de-
fault EDCA setting (see Table 4.4), though
higher delay than the default with data
users using AC BE.

Figure 4.2: Performance of proportional allocation as a function of class B2’s TXOP
limit in units of T (η). (λu = 35 packets/s, ls = 1000 bytes, lu = 200 bytes, Nu = 6,
WB1 = 16, WB2 = ηWB1 .)

Since the relative throughput is greater than 1 for η > 1 in Fig. 4.2(a), the pro-

portional scheme with η > 1 always provides better service for data users compared

to no service differentiation (η = 1). This corroborates the result of Theorem 4.1.

Note that the benefit of the proposed scheme increases with contention level in the

network. Fig. 4.2(a) also shows that the throughput of a data user in the propor-

tional scheme is always higher than that in the default EDCA scheme with all data

users using class AC BE. Moreover, when traffic load is high enough, my scheme

significantly improves the throughput of data users compared to the default EDCA

setting with all data users using class AC VO.

In Fig. 4.2(b), when the load is high enough, my scheme with η > 1 provides
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Table 4.4: Loss probability of a real-time user (%)

η Ns = 3 Ns = 12 Ns = 21

Proportional 1 – – 0.85
tradeoff 2 – – –

3 – – –
4 – – –
5 – – –
6 – – –

Data uses AC BE, – – –
real-time uses AC VO
All users use AC VO 7.315 79.35 97.85

( “–” denotes no loss found during simulation time )

significant improvement in mean delay of real-time users compared to the case of no

service differentiation (η = 1). Additional simulation shows that at light load, the

improvement is negligible. This is acceptable because delay only becomes a problem

at high load. Fig. 4.2(b) also suggests that at each network load, there exists an

optimal value of η at which mean delay is minimum (e.g. η = 2 at Ns = 3 and

η > 5 at Ns = 12). I find that this optimal η increases with the network load.

Besides, Table 4.4 shows that the loss probability of real-time traffic decreases with

the increase of η.

Compared with the default EDCA setting with all data users using class AC VO,

my proportional scheme provides much better service for real-time users in terms

of both mean delay and loss, as shown in Fig. 4.2(b) and Table 4.4. The apparent

exception for Ns = 21 is due to the much higher loss rate under the default EDCA

setting with all data users using AC VO.

Compared with the default parameter setting which prioritizes real-time traffic

with all data users using class AC BE, we expect the performance will be worse for

real-time users under the proportional scheme. This is seen in Fig. 4.2(b).

Although the optimal η in my proportional scheme depends on traffic load, the

majority of the benefit for both data and realtime users is obtained at η = 2. Fig. 4.2

suggests that increasing η beyond 6 does not improve performance significantly,
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which is because the contention level does not decrease much further then.

Incentive property

Here I will investigate the incentive of data users in choosing a class under the

proportional tradeoff scheme, by comparing the payoff of a particular data user in

different action profiles. I assume realtime users always choose class B1.

A class-B1 user has higher throughput than a class-B2 user I simulated the

network scenario with λu = 35 packets/s, ls = 1000 bytes, lu = 200 bytes, Nu = 6,

WB1 = 16, WB2 = ηWB1 , η varied from 2 to 5, and Ns = {3, 12, 21}. The obtained

results show that a data user using class B1 gains higher throughput than another

data user using class B2, which confirms the result of Theorem 4.4.

Nash equilibrium The results in Fig. 4.3 show that a data user achieves higher

throughput by using class B1 regardless of the other data users’ choice under the

proportional scheme. However, a data user has less incentive to use B1 in this case

than it does to use AC VO under the default EDCA scheme, because the latter

provides a larger increase in throughput relative to AC BE.

This implies that the action profile in which all data users use realtime class B1 is

the only Nash equilibrium, which confirms the result of Theorem 4.6. However, this

equilibrium gives a lower throughput than could be obtained when all data users

use class B2, as shown by the increase in relative throughput with η in Fig. 4.2(a).

I next investigate a way to avoid this undesirable equilibrium.

4.5 Incentive adjusted scheme, PIA

Section 4.4.2 showed that for networks with both data and realtime users, my pro-

portional scheme can improve service for both traffic types relative to the scheme

with no service differentiation, especially at high load. However, when a small frac-

tion of data users uses class B1, their throughput can be slightly improved. Although
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Figure 4.3: Ratio of throughput of a data user when it uses “real-time” class to
that when it uses “bulk data” class, as a function of the number of competing data
users using realtime class. The figures show there is a big incentive for data users
to use realtime class under the default EDCA parameters while this incentive seems
negligible under the proportional scheme. (λu = 35 pkts/s, ls = 1000B, lu = 200B,
Nu = 6, η = 2, WB1 = 16, WB2 = ηWB1 .)

the improvement is small, measurement-driven application design will still result in

class B1 being chosen by throughput-sensitive applications. However, I will now

show a slight modification to the proposed scheme can eliminate this incentive is-

sue. This is in contrast to priority-based schemes, which require explicit policing or

pricing mechanisms [29, 45, 102, 109, 110].

4.5.1 Description of the PIA scheme

I modify the proportional scheme by reducing CWmin of class Bk>1 by an amount

εk > 0, which provides higher benefit for users of class Bk>j than users of class Bj.

The reduction in CWmin for class Bk>1 results in more throughput for a data user

when it uses Bk>1 compared to when it uses class B1, and thus data users have no

incentive to use the real-time class B1 but have incentive to use the class providing

the highest throughput Bn. Recall that users can only select one of the access

classes determined by the access point, and cannot choose arbitrary combinations

of parameters.
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Note that the performance of delay-sensitive users degrades as εk increases, and so

I would like to use the smallest εk such that bulk data users using class Bk get a higher

throughput than those using class Bk−1, regardless of the network load; any larger

value of εk will increase that benefit but degrade realtime sources’ performance. The

absolute smallest such εk is given in the following theorem. Importantly, it depends

only on ηk and ηk−1, and not the number of users of each type in the network.

Theorem 4.8 Under the wireless model based on (4.2)–(4.4), in the game

〈P , A, (Si)i∈P , Nu〉 with Wsk = ηk
ηk−1

Wsk−1
− εk > Wsk−1

> 11, when

εk ≥ ε0k = 4(
ηk
ηk−1

− 1), (4.7)

data users using Bk get higher throughput than those using Bk−1. That is,

S1(a(Bk;·;Bk−1;·)) > Sj(a(Bk;·;Bk−1;·)).

The above result is proved in Appendix B.6.

Specifically, under the PIA scheme, the action space in the game framework has

the form

A1 =

{
(WB1 , T ),

{( ηk
ηk−1

WBk−1
− ε0k, ηkT

)}
k∈[2,n]

}
, (4.8)

where (WB1 , T ) and
(

ηk
ηk−1

WBk−1
− ε0k, ηkT

)
, respectively, are MAC parameters of

class B1 and Bk>1.

4.5.2 Properties of the PIA scheme

In this section, I first use the game framework above to derive some properties of

the PIA scheme. Then, I validate these results using ns-2 simulation.

Theoretical results

Here the results will be proved for unbounded retransmission CWmax and some

results are for networks with only data users. However, simulation shows they still

apply when these assumptions are relaxed.
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Service differentiation property To show that the PIA scheme improves service

for data traffic, I consider the network in which all users use the class designed for

them in Theorem 4.9. It states that the PIA scheme provides better service for data

users using a class with higher ηk, which is proved in Appendix B.8.

Theorem 4.9 Consider the wireless model (4.2)–(4.4), in the game

〈P , A1, (Si)i∈P , 0〉 with all data users using the same class Bk. The dimen-

sionless throughput of data users increase when they use a class with higher

ηk.

The following corollary comes from the above theorem.

Corollary 4.10 Consider the wireless model based on (4.2)–(4.4), in the game

〈P , A1, (Si)i∈P , 0〉 with Wi > 11 and all data users using class Bk. The dimen-

sionless throughput of each data user using class Bk>1 under the PIA scheme is

higher than that under no service differentiation (all use class B1).

Incentive property To see if the PIA scheme eliminates incentive for data users

to use realtime class B1, we look at their performance under different actions.

The following theorem, proven in Appendix B.10, implies that the action profile

with all data users using the highest class Bn is the unique Nash equilibrium.

Theorem 4.11 Consider the wireless model based on (4.2)–(4.3) with (4.2a) re-

placed by (4.5), in the game 〈P , A1, (Ci)i∈P , 0〉 with Wi > 11. For any action profiles

in which not all data users use class Bn, a data user using a class other than Bn

can improve its throughput by using Bn.

Note that this theorem is a natural consequence of Lemma 4.12. This lemma, proved

in Appendix B.9, states that, if there exists at least another data user using the class

with the index equal to or higher than the class used by a given user, the given user

can get a higher throughput per slot by using the highest class, Bn.

Lemma 4.12 Consider the wireless model based on (4.2)–(4.3) with (4.2a) replaced

by (4.5), in the game 〈P , A1, (Ci)i∈P , 0〉 with Wi > 11. For all i ≥ 0,

C1(a(Bk<n;·;Bk+i;·)) < C1(a(Bn;·;Bk+i;·)). (4.9)
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Although the throughput in Lemma 4.12 is in seconds/slot, simulation shows that

this result still holds for the dimensionless throughput.

Under the PIA scheme, the action profile with all data users using the highest

class Bn is the unique Nash equilibrium. Then, according to Corollary 4.10, the

throughput of each data user at this Nash equilibrium is greater than that when all

data users use class B1. This suggests that the PIA scheme achieves the desired goal

of providing a scheme in which rational users will all gain improved performance.

Note that, when mixed strategies are allowed, it remains an open question

whether the equilibrium in which all users use class Bn is the unique Nash equi-

librium.

Simulation results and discussion

Recall that the properties of the PIA scheme are proved for networks with only data

users and for unbounded retransmission and CWmax. Here I will use simulation

(ns-2.33 [1] [139]) to validate those in more general scenarios with both data and

real-time users and a limited number of retransmissions. Noticeably, simulation

results show that the PIA scheme is actually incentive-compatible, which means

that using class Bn is the best strategy regardless of what other data users choose.

The simulated network in this section is the same as one in Sec. 4.4.2. Note that

all the results are still valid when 802.11b parameters are used.

Incentive compatibility I verify here that throughput-sensitive users have an

incentive to choose class with the highest TXOP limit. I consider the case of three

ACs per station: B1, B2 and B3. The MAC parameters specific to these ACs are

given in Table 4.5 with T = 0.72ms.

Table 4.5: MAC parameters of classes B1, B2 and B3 used in Fig. 4.4.
Class (Bk) TXOP limit ε0k CWmin CWmax AIFSN

B1 T 0 WB1 25WB1 2
B2 2T 4 WB2 = 2WB1 − 4 25WB2 2
B3 3T 2 WB3 = 3

2
WB2 − 2 25WB3 2
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Figure 4.4: Throughput in packets/s of a data user when it uses classes B1, B2 and
B3 as a function of the number of competing data users using data class B3. The
throughput improvement of a data source under the PIA scheme at a given Nu is the
ratio of the throughput when all data users use class B3 to the throughput when all
data users use class B1, which is about 22% at Nu = 4 and larger when Nu increases.
(λu = 35 pkts/s, ls = 1000B, lu = 200B, Ns = 7, WB1 = 16, T = 0.72ms.)

Figure 4.4 displays the throughput of a data user at different choices of a class

when other data users arbitrarily choose class B1 or B3. The results show that

a data user obtains higher throughput by using class B3 than by using B1 or B2,

regardless of the choice between B1 and B3 of other users. This validates the result

of Theorem 4.11. The total throughput is maximum when all data users choose

class B3, which is about 22% higher than the case when they all choose class B1 at

Nu = 4. This ratio becomes larger when Nu increases.

Note that the results for the case of two ACs per station (e.g. only B1 and B3

classes are available) can also be inferred from Figure 4.4. In particular, a data user

always gets higher throughput by using class B3, regardless of the choice of other

users. This suggests that the PIA scheme is incentive compatible, resulting in all
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data users to choose class B3. This property of the PIA scheme is even stronger

than the one proven in Theorem 4.11. Note that the throughput improvements

reported here are at the MAC layer only and without considering any congestion

control mechanism of the higher layers.

Comparison with the default EDCA parameters We can now compare the

performance of the proposed PIA scheme with that of the default EDCA parameter

setting in Table 4.3, under the assumption that all users will use whatever class

gives them the best performance.

I consider the case of two ACs per station: B1 and B2. The MAC parameters

specific to classes B1 and B2 are given in Table 4.6 with T = 0.72ms. In the

scenarios considered here, the value of η is varied from 1 to 5. The case of no service

differentiation (η = 1) is included for comparison.

Table 4.6: MAC parameters of classes B1 and B2 used in Figs. 4.5, 4.6, 4.7 and 4.8.
Class CWmin CWmax AIFSN TXOP limit

B2 WB2 = ηWB1 − ε0 25WB2 2 ηT
(ε0 = 4(η − 1))

B1 WB1 25WB1 2 T

Under the default EDCA parameters, all users will use AC VO, and under the

PIA scheme, bulk data users will use class B2 and real-time users will use class B1.

The relative throughput of a saturated user under the PIA scheme is shown in

Fig. 4.5 as functions of η for different numbers of saturated users, Ns. For compar-

ison, the throughput under the default EDCA parameter setting (Table 4.3) is also

shown. The throughput is again normalized by that of the PIA scheme at η = 1.

It can be seen from Figs. 4.5 and 4.2(a) that the throughput increases faster with

η under the PIA scheme than it did under the proportional scheme, which reflects

the reduction in CWmin. Fig. 4.5 shows that the PIA scheme provides better service

for data users than the case of no service differentiation (η = 1), especially at high

load. This is in contrast to the default EDCA parameter setting with all data users



Chapter 4. SERVICE DIFFERENTIATION WITHOUT PRIORITY 111

1 2 3 4 5 6
0

0.5

1

1.5

2

N
s
=3

η

R
el

at
iv

e 
th

ro
ug

hp
ut

 

 

N
s
=12

← N
s
=21

PIA
All users use AC_VO

Figure 4.5: Throughput of a data user under the PIA scheme as a function of class
B2’s TXOP limit in units of T (η), scaled by that of the PIA scheme at η = 1. The
PIA scheme gives better throughput than the default EDCA setting with data users
using AC VO class. (λu = 35 packets/s, ls = 1000 bytes, lu = 200 bytes, Nu = 6,
WB1 = 16, WB2 = ηWB1 − ε0, ε0 = 4(η − 1).)

using real-time class (AC VO), for which the performance degrades rapidly at high

load.

This improvement in throughput of the PIA scheme compared with that of the

proportional scheme comes at the expense of increased delay for real-time users.

Fig. 4.6 shows the probability that a packet of a real-time user is successfully trans-

mitted before a given delay, for different η and loads Ns = 3, Ns = 12, and Ns = 21.

Fig. 4.6(a) shows that the PIA scheme at both η = 2 and η = 5 gives a higher

probability that a packet is successfully delivered at a given delay than the default

EDCA setting with all data users using the real-time class AC VO. This means

that the average packet delay under the PIA scheme is smaller. The cumulative

distribution of delay for the default EDCA setting never reaches 1, which indicates

loss rate. In this lightly loaded case, η = 2 provides comparable service to η = 1 (no

service differentiation), and η = 5 provides slight degradation compared to η = 1,

but less than that caused by the default prioritization setting.

In the heavily loaded case of Figs. 4.6(b) and 4.6(c), the cumulative distribution
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Figure 4.6: Probability a packet of real-time users is successfully delivered as a
function of delay. (λu = 35 pkts/s, ls = 1000B, lu = 200B, Nu = 6, WB1 = 16,
WB2 = ηWB1 − ε0, ε0 = 4(η − 1).)
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of delay for the default EDCA setting is much lower than 1, which indicates a high

loss rate. In contrast, the PIA scheme has a low loss rate for all values of η tested,

although some packets have very high delays. In this case, the benefit increases as

η increases. Together with the result in Fig. 4.6(a), this implies that under the PIA

scheme, the optimal η for real-time users increases with traffic load, as was observed

for the proportional scheme. However, even using η = 2 for all loads appears to

provide improvement over the default EDCA parameters.

In brief, although the optimal η in the PIA scheme depends on traffic load, it is

clear that when η = 2, the PIA scheme provides better service for both traffic types

under typical scenarios considered in this section and Section 4.5.3. This implies

that when designing a network with an unknown number of users, the PIA scheme

can be implemented by simply setting η = 2 and ε0 = 4. Adaptive schemes that set

η dependent on the estimated load are possible, but out of the scope of this thesis.

4.5.3 Additional simulation results

This section extends Section 4.5.2, by continuing the numerical study of the PIA

scheme with two ACs, B1 and B2, per station under 802.11g for a wider range of

traffic loads. The MAC parameters specific to these ACs are given in Table 4.6 with

T = 0.72ms.

Scenario 1

The following simulation results show that when η = 2, the PIA scheme provides

better service for both real-time and data traffic than the case of no service differ-

entiation (η = 1).

The ratio of the throughput of a data user under the PIA scheme at η = 2 to

that under the case of no service differentiation (η = 1) is shown in Fig. 4.7(a)

and the corresponding ratio of the mean delay of an unsaturated user is shown in

Fig. 4.7(b), as functions of the number of unsaturated users Nu for different Ns.

Fig. 4.7(a) shows that when traffic load increases (Ns and/or Nu increases), the
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Figure 4.7: Ratio of throughput of a data user under the PIA scheme at η = 2 to
that under no service differentiation (η = 1) and the corresponding ratio of mean
delay of a real-time user, as a function of the number of realtime users. (λu = 7
packets/s, ls = 1200 bytes, lu = 100 bytes, WB1 = 16.)

improvement in throughput under the PIA scheme in comparison with the case of

no service differentiation increases. A similar trend is visible in the delay perfor-

mance of an unsaturated user shown in Fig. 4.7(b). When traffic load increases, the

delay performance under the PIA scheme becomes better than that under no service

differentiation.

Note that under light load, the original 802.11 without service differentiation is

good enough for both data users and realtime users; although the PIA scheme does

not help much, help is not necessary, and the PIA scheme does not hurt. However,

under heavy load where the original 802.11 needs help, my proposed scheme provide

significant improvement for both types of traffic.

Scenario 2

So far, I have only considered the incentives facing saturated data users. Now I

consider the incentive of realtime users in choosing a class.

I consider a network with 5 saturated users and 10 unsaturated users. Among

the 10 unsaturated users, I tag a particular user and change its arrival rate in a wide

range from 10 packets/s to 210 packets/s, while keeping the arrival rate of the other
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9 unsaturated users at 40 packets/s. Then, I investigate how the mean delay of the

tagged user changes with its arrival rate when it uses classes B1 and B2, respectively.
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Figure 4.8: Mean delay of of the tagged “unsaturated user” as a function of its
arrival rate. (λu6=1 = 40 pkts/s, ls = 1200B, lu = 100B, Nu = 10, Ns = 5, WB1 = 16,
η = 2.)

Fig. 4.8 shows that when traffic load (e.g., the arrival rate of the tagged user

increases) is not very high, the mean delay of the tagged “unsaturated” user is

lower if it uses realtime class B1, as expected. This is because the tagged user

has negligible queueing at that traffic load. However, when traffic load reaches a

certain threshold (e.g., the arrival rate of the tagged user is around 130 pkts/s),

using the “bulk data” class B2 gives the tagged “unsaturated” user lower delay.

This is because the station incurs non-negligible queuing, and is no longer always

unsaturated. This means that my previous assessments of the throughput of class

Bk>1 assuming that realtime users use realtime class B1 may not reflect the realtime

users’ actual choice. However, it is conservative because class B1 causes the most

collisions; if a realtime users change to using the “bulk data” class at high traffic

load, this not only improves its delay but also helps data users due to the reduction

in collisions.
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4.5.4 Implication of multiple sources per station

The MAC model can be used to describe many situations in which a single station

has multiple sources of data. For example, if the station has two saturated sources

using the same access class, then the aggregate throughput is the same as if it had a

single saturated source; the fraction of capacity going to each source is beyond the

control of the MAC. If the station has two sources using different ACs, then it can

be modelled as two separate stations, since each AC operates independently, with

its own backoff counter.

Similarly, the game model remains appropriate in the (typical) case that each

source does not base its choice on the class chosen by other sources on the same

station. That occurs, for example, when an application has the choice of class hard-

coded based on performance measurements made by the application writer. Since

the fraction of time that typical wireless node is actively transmitting is small, the

application should be designed on the assumption that it is the only active source.

If applications dynamically choose the class based on the choices of other sources

on the same station, the situation becomes more complicated. Consider a station

in which one saturated source has chosen to use the class n with the largest TXOP

limit, giving throughput S. If another saturated source also chooses class n then

both will get throughput S/2. However, if it chooses class n − 1, which uses a

different AC, then the independence between ACs means that it will achieve the

same throughput as if it was the only source at that station, which is only slightly

below S. That means that it is no longer a Nash equilibrium for all saturated sources

to choose class n. Studying this situation is an interesting direction for future work,

although its practical relevance is reduced by the fact that most applications will

choose a suitable class at design time rather than run time.
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4.6 Conclusion

In this chapter, I have shown that the priority-based service differentiation implied

by the default 802.11e EDCA parameters creates an incentive for rational users to

use the highest priority class. This can lead to the performance degradation of

the whole network. Therefore, it is important to provide different but fair services,

without giving all users the incentive to use the “highest priority” class.

I have also shown through both analysis and simulation that allowing users to

adjust CWmin and TXOP limit in the same proportion provides service differentia-

tion in WLANs. This scheme improves service for both data and real-time traffic,

especially at high load. However, it still provides a slight incentive for data users to

use real-time class’s parameters although this incentive is much smaller than that

caused by the default EDCA parameters.

This misalignment of incentives can be removed by increasing CWmin by a

slightly smaller factor than the TXOP limit. My incentive adjusted scheme has

many advantages over prior proposals: it improves service for both data and real-

time traffic and provides the correct incentives for application optimizers, while

allowing easy implementation: a single set of 802.11e MAC parameters provides

tradeoff between throughput and delay over the range of load studied.

Note that in this chapter, the analysis is based on the assumption that data

traffic is saturated and does not use congestion control. Moreover, it is also based

on the modeling approximation that each source has the same collision probability

at every attempt. In the next chapter, I will consider scenarios where those no

longer hold.



Chapter 5

Extended validation

The models in the previous chapters made some assumptions about the collision

probability of sources and the property of data sources. In particular, the general

model in Chapter 3 uses a common mean-field approximation that, at every trans-

mission attempt, and regardless of the number of retransmissions suffered, each

packet of a source collides with constant and independent probability. I have shown

that it is reasonably accurate under typical scenarios. Besides, the proposed model

also assumes that data sources are saturated.

In this chapter, I will consider specific scenarios where those assumptions no

longer hold. It is important to investigate the accuracy of the model under these

scenarios and the implication on the performance of the PIA scheme proposed in

Chapter 4. (Note that an extensive validation of the common hypotheses used in

the modeling of saturated and unsaturated 802.11 infrastructure mode networks and

saturated 802.11e networks with AIFS differentiation is provided in [58].)

Firstly, I find that under specific scenarios when there is big variability of packet

sizes in the network, the collision probability of small packets from unsaturated

sources is no longer the same on its first and subsequent attempts. This violates

the mean field approximation of constant collision probability used in most previous

models of 802.11 WLANs and the proposed model in Chapter 3, which may affect

the accuracy of those models. Therefore, it is important to find out its cause and

conditions when it is observed. Besides, it is also important to quantify how much

the collision probabilities on the first and subsequent attempts are different, and how

much improvement in model accuracy can be obtained by modeling this correctly.

In this chapter, I will explain this phenomenon in Section 5.1.2, state the conditions

118
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to observe this in Section 5.1.3, and extend the proposed model in Chapter 3 to

capture that effect in Section 5.1.4. I find that correctly modeling this can improve

the accuracy of collision probability of unsaturated sources up to 30%, which implies

its importance for work requiring the accurate capture of collision probability. An

example of such work will be provided in Section 5.1.5. Moreover, I also find that the

effect of accurately modeling this phenomenon on the performance measures of users

such as throughput or mean access delay is not significant (e.g. observed accuracy

improvement is at most 8%), which explains the consistency of the properties of the

PIA between the analytical model in Chapter 4 and simulation.

Secondly, I relax the assumption of saturated data users by considering data users

governed by TCP. TCP implements congestion control which adapts the sending

rate of TCP sources to the network condition, based on the use of acknowledgements

(hereafter called “TCP ACKs”) for every packet sent successfully. It has been shown

in [25] that in 802.11 DCF WLAN, a TCP source may not be saturated due to the

congestion of TCP ACK at the receiver (i.e. the AP for uplink traffic) and that this

congestion can be reduced with the use of prioritization of access parameters defined

in the 802.11e standard. In Section 5.2, I will discuss the implication of replacing

saturated data sources by TCP sources on the modeling of 802.11 WLAN and the

performance of the PIA scheme.

5.1 Packet size variability affects collisions

5.1.1 Introduction

The majority of existing analytical models to evaluate the performance of MAC pro-

tocol in WLANs including my model in Chapter 3 have been based on a mean-field

approximation introduced in a seminal paper of Bianchi [21] which stated that, at

each transmission attempt, and regardless of the number of retransmissions suffered,

each packet of a source collides with constant and independent probability p given
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by

p = 1− (1− τ)n−1 (5.1)

My main contribution here is to show that the existence of big packets in WLANs

such as what occurs under my proposed scheme in Chapter 4 can make the above

assumption inappropriate in estimating the collision probability of sources sending

small packets. The inaccuracy stems from the fact that packets may experience

different collision probabilities at different times, i.e., the collision probability is

not homogeneous across time slots in the system. In particular, I will investigate

the conditions where this effect is significant in general CSMA networks and show

example scenarios of IEEE 802.11e EDCA WLANs in which significant difference in

the packet size among different types of traffic is allowed by varying TXOP limit.

The collision probability is of importance because the energy consumption of the

battery powered mobile devices depends on the number of packet transmissions,

which is directly related to the collision probability. Moreover, I also extend the

proposed model in Chapter 3 to capture this effect and use it to optimize IEEE

802.11e EDCA parameters to minimize collision probability.

The effect described here applies to all networks based on CSMA which have

significant persistence, such as the dominant IEEE 802.11 standards.

5.1.2 Main finding: Impact of big packets

Consider a WLAN with a large number Nu of unsaturated sources sending small

packets, each with rate λu, and one source sending big packets of size lb and trans-

mission duration Tb. In this scenario, it is possible for sufficient small packets to

accumulate during the transmission of a large packet, that the collision probability of

small packets is significantly under-estimated by the mean field approximation (5.1).

While a large packet is being sent, on average NuλuTb new small packets will

arrive at the system. These will all attempt to transmit within the short persistence

time, which in 802.11 is uniformly distributed up to 32 slots. As a result, the longer



Chapter 5. EXTENDED VALIDATION 121

the big packet is, the more small packets will attempt to transmit soon afterwards,

and the higher the collision probability during that period.

This issue is illustrated in Figure 5.1. The curve U-U shows the probability that

a small packet will collide with another small packet as a function of the number

of slots since the most recent big packet. This is clearly elevated in the 32 slots

corresponding to packets which arrived during the busy period. The scenario is for

an 802.11e EDCA network, in which a station which wins a contention can send

a burst of packets, whose length is TXOP limit. This has an effect analogous to

a single long packet. From the results in Chapter 4, to balance the traffic load

in the network, when a station sends bigger packets, its initial persistence period

(CWmin) is also increased. In the example shown in Figure 5.1, one greedy source

has an “effective” packet size of lb = 6000 bytes by using a large TXOP limit, and

its CWmin is increased in proportion to 192 slots. The small packets were from 10

sources sending 100 byte packets with a rate of 30 packets/s. These sources were

quasi-periodic (see page 71 for the definition), in that the inter-packet time varied

slightly around 1/30 second to eliminate phase effects.

Due to the effect of large packets, there exist high-contention and low-contention

periods, which makes the contention level of slots not homogeneous. However, the

mean-field approximation (5.1) assumes that the contention level is the same for

every slot, which does not take into account the effect of large packets.

In systems such as 802.11, in which backoff intervals are measured in slots rather

than absolute time, this effect primarily affects the first transmission attempt. On

retransmission attempts, the sources are synchronized to the slot times, and are

no more likely to transmit after a large (busy) slot than an idle slot. As a result,

the collision probability of the first attempt is significantly larger than that of re-

transmissions. This is in contrast to the effect identified in [59] which occurs with

unsaturated sources with large buffers. In that case, the collision probability of

the first attempt can be significantly lower than retransmission attempts, because

the first attempt may occur when few stations have packets to transmit, whereas
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Figure 5.1: Collision probability between small packets in each slot of 64 slots right
after a large packet (U-U) and the number of retransmission attempts of small
packets in each slot normalized by dividing by the total number of retransmissions
of small packets in those 64 slots (U2). (Scenario: an 802.11e EDCA WLAN with
one greedy source sending large packets of 6000 bytes, 10 quasi-periodic sources
sending small packets of 100 bytes with rate of 30 packets/s.)

retransmissions only occur during times of congestion.

The impact of large packets on the collision probability of a small packet on its

first attempt and retransmission attempts is illustrated in Figure 5.2, which shows

the probability that a small packet will collide with (a) another small packet, on its

first attempt (U1-U), (b) another small packet on a retransmission attempt (U2-U),

(c) another small packet, as determined from (5.1) with τ being the attempt proba-

bility of a small packet measured from simulation (U-U), or (d) a large packet (U-T).

The same scenario is applied here as in Figure 5.1, with one greedy source sending

large packets and 10 quasi-periodic sources sending small packets of 100 bytes with a

rate of 30 packets/s. In Figure 5.2, the “effective” packet size lb of the greedy source

is varied by adjusting TXOP limit, and its CWmin is increased in proportion.

As can be seen from Figure 5.2, when the size of big packets increases, U1-U

increases significantly while U2-U increases slowly. This means that, as big packets’

size increases, the collision probability of a small packet on its first attempt becomes
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Figure 5.2: The classification of the collision probability of a small packet. (Scenario:
an 802.11e EDCA WLAN with one greedy source sending large packets of lb bytes, 10
quasi-periodic sources sending small packets of 100 bytes with rate of 30 packets/s.)

higher than that on retransmission attempts and the gap between those becomes

bigger.

The estimated collision probability based on (5.1) is even lower than U2-U, which

can be understood as follows. Without considering the effect of large packets, the

collision probability of a small packet estimated by the mean-field approximation

(5.1) will be similar to the 160-slot low-contention period (e.g. 160 is the difference in

CWmin between a small-packet source and a big-packet source), the start of which

is after the slot 32 as shown in the curve U-U of Figure 5.1. However, with the

existence of big packets, retransmissions are much more likely to occur in the high-

contention period than at other times as shown through the curve U2 in Figure 5.1

as well as in [59]. (Note that the curve U2 in Figure 5.1 displays the number of

retransmission attempts of small packets in each slot of 64 slots after a large packet,

normalized by dividing by the total number of retransmissions of small packets in

those 64 slots.) This means that the presence of large packets also increases the

collision probability of retransmissions beyond that predicted by (5.1), although

less than for initial transmissions.
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The significant decrease in U-T in Figure 5.2 occurs because of the increase in

CWmin of the greedy source. This demonstrates that increasing TXOP limit and

CWmin can make collisions with large packets negligible. The rest of Section 5.1

will focus on collisions between the unsynchronized small packets. Note that in this

chapter, the term “unsynchronized” refers to the fact that a packet arrives at an

empty transmission queue.

5.1.3 When does this effect occur?

Given the marked discrepancy between these simulation results and Bianchi’s suc-

cessful model, it is fair to ask why this effect has not been described before. Let us

now consider the conditions under which this effect occurs.

Variable packet size

This effect will only occur when the expected number of arrivals, NuλuTb, is large (at

least comparable to 1). If all packets are of equal duration Tb, then this corresponds

to a heavily overloaded system. The fraction of time spent sending first attempts

of unsynchronized packets, not counting retransmissions, is NuλuTu where Tu is the

size of such packets. In order for this to consume less than 100% of the resources

and still to have NuλuTb large, it is necessary that Tb be much larger than Tu.

When this ratio is 1500/64, the maximum possible ratio under standard 802.11, the

phenomenon only has a small effect on the performance metrics usually studied,

namely packet delay and throughput. However, the introduction of 802.11e will

make the effect more important.

Unsaturated sources

The arrival rate of small-packet sources should be small enough so that the queue of

small-packet sources rarely builds up. The first attempt of a packet which arrives at

a non-empty queue will be synchronized with the slot structure induced by 802.11.
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Such packets do not contribute to the inspection paradox [120] of large numbers of

packets arriving while the big packets are being transmitted.

Moderate spacing between big packets

According to the inspection paradox [120], a small packet which arrives at an empty

transmission queue is more likely to see a long busy period than short busy period

or idle slot. However, if the spacing between big packets is too large compared

with the time to clear the backlog of unsaturated sources, then many small packets

will still observe the “background noise” of independent small transmissions, which

is captured well by the mean-field model. Conversely, if the spacing between big

packets is small compared to the time to clear the backlog, then congestion periods

will overlap each other, and the collision probability is again fairly constant in time.

The impact of three factors mentioned above are illustrated in Figure 5.3. Let

pu1 and pu2 be the collision probability of a small packet on its first attempt and

retransmission attempts respectively. The figure shows the ratio of pu1 to pu2 in two

scenarios of an 802.11e EDCA WLAN with Nu quasi-periodic sources (see page for

their definition) sending 100 byte packets with the rate of λu and one greedy source

sending big packets with size lb. The ratio of pu1 to pu2 is shown as a function of the

time interval between big packets which is varied by changing CWmin of the greedy

source denoted by Ws.

When Ws is small, the impact of big packets is small. This is partly because the

contention does not have time to abate between transmissions, and partly because

the probability that the queue of small-packet sources builds up is higher. When Ws

is very high, the impact of big packet is again small because the probability that a

small packet comes and senses channel busy due to the transmission of big packets

is small.

The impact of big packets is most pronounced for Ws near 200 or 300, when Ws is

high enough for the backlog of unsaturated sources to clear between big packets, but

small enough that a large proportion of the unsynchronized packets arrive during
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Figure 5.3: The ratio of the collision probability of a small packet on its first attempt
to that on retransmission attempts, as a function of CWmin of saturated sources
(Ws). (Scenario: an 802.11e EDCA WLAN with one saturated source sending large
packets of lb bytes, Nu quasi-periodic sources sending small packets of 100 bytes
with rate of λu.)

the transmission of big packets.

Summary

The effect described above is largest when the following conditions occur:

• NuλuTb is large (at least comparable to 1), which implies that

• the ratio of big packets’ size to small packets’ size is reasonably large;

• The time interval between big packets is of the same order as the time to clear

the backlog of unsaturated sources caused by a busy period;

• Stations sending small packets are very unsaturated, so that minimal queue

builds up even during the big packet transmissions, which requires that

• The number of unsaturated stations is large.
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Moreover, the impact is clearer when the arrival process of small packets at a source

is quasi-periodic than when it is Poisson, because this maximizes the number of

unsynchronized arrivals.

5.1.4 Case study: 802.11e

In this section, I look at a particular scenario that covers the impact of big packets,

propose an extended model which is based on the one in Chapter 3 to capture that

impact and then evaluate the extended model.

Consider an 802.11e EDCA WLAN with Nu identical low-rate realtime sources

with Poisson arrival of rate λu and several (Ns) identical greedy data sources sending

data to an AP. Greedy data sources send big packets by using large TXOP limit

(ηs = const >> 1) while realtime sources send small packets (ηu = 1). The model

is for the scheme proposed in Chapter 4 in which, to balance the traffic load in

the network, when a greedy data source sends bigger packets, it must increase the

time interval between its attempts by using higher CWmin. The traffic load in the

network is kept at a level which rarely makes the queue of realtime traffic build up.

According to the analysis in Section 5.1.2, the existence of big packets from

greedy data sources can make the collision probability of a small packet from realtime

sources on its first attempt much different from retransmission attempts.

Extended model

Motivated by the above observations, I now relax assumption that sources collide

with a constant probability as in Chapter 3 and allow a packet from a non-saturated

station to have a different collision probability on its first attempt pu1 from that on

retransmission attempts pu2.

To define the extended model, consider a tagged non-saturated station with a

tagged packet arriving during a busy slot (so that it is synchronized with the global

slots). Let Nu1 be the (random) number of non-saturated stations with a packet

arriving during a busy slot within Wu slots before the first attempt of the tagged
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packet. Let I be the condition that a given non-saturated station is neither one of

these Nu1 nor the tagged node, and let Ru be the event that a given non-saturated

station makes a retransmission attempt in a given slot.

I assume that the retransmission limit is infinite. Then, let g(pu1, pu2) be the

average number of attempts per packet from an unsaturated source, given by

g(pu1, pu2) = 1 + pu1 + pu1pu2 + pu1p
2
u2 + · · ·

= 1 + pu1(1 + pu2 + p2u2 + · · · )

= 1 +
pu1

1− pu2
. (5.2)

The extended model is then based on (3.11) with the attempt probability of

unsaturated stations in (3.11b) governed by

τu = λE[Y ]g(pu1, pu2)

= λE[Y ](1 +
pu1

1− pu2
), (5.3a)

where the collision probability on the first attempt is

pu1 = h(τs, τu) = bu

(
1− (1− τs)Ns

(
1− 1

Wu

)E[Nu1]

(1− P (Ru|I))Nu−(E[Nu1]+1)

)
.

(5.3b)

and the collision probability on the subsequent attempts is given by (3.11c).

Equation (5.3b) reflects the fact that the tagged packet will collide with an

attempt from any of the saturated stations (which attempt with probability τs), or of

the Nu1 non-saturated stations in their first attempt (which attempt with probability

1/Wu), or of the Nu− (Nu1 +1) non-saturated stations in their subsequent attempts

(which attempt with probability P (Ru|I)). Note that a more accurate model would

use the expectation of the exponentiation (e.g. E[(1− 1
Wu

)Nu1) but for tractability, I

use the expectation of Nu1 by applying the binomial approximation. This is justified

because 1/Wu is close to 0 for large enough Wu, which is usually the case where the
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effect is observed.

The mean of Nu1 is given by

E[Nu1] = (Nu − 1)λu(E[2Tres,u] + bu(Wu − 1)E[Yu]), (5.3c)

as the arrival process is the superposition of rate-λu Poisson arrival processes from

(Nu − 1) non-saturated stations, observed during both the busy slot in which the

tagged packet arrived (of mean duration E[2Tres,u]) and the remaining Wu − 1 slots

of mean duration E[Yu]. The busy probability bu arises because packets arriving

when the channel is idle are transmitted immediately, and carrier sensing inhibits

collisions with the packets synchronized to slot boundaries.

To calculate P (Ru|I), note first that the Nu1 + 1 nodes ready for their first

transmissions cannot retransmit, whence P (Ru|I) = 0. Hence, the law of total

probability gives

P (Ru|I) =
Nu

Nu − (E[Nu1] + 1)
P (Ru). (5.3d)

where

P (Ru) = E[Retransmission attempts per source per slot]

=

(
g(pu1, pu2)− 1

g(pu1, pu2)

)
τu (5.3e)

which completes the extended model.

Note that the average collision probability pu is the weighted sum

pu =
1

g(pu1, pu2)
pu1 +

(
1− 1

g(pu1, pu2)

)
pu2

=
pu1

1 + pu1 − pu2
(5.4)

which is approximately the first attempt collision probability when collisions are

rare.
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Evaluation

In this section, I demonstrate that, in appropriate circumstances, the extended

model captures important qualitative properties of the collision probabilities which

are not captured by the mean-field based model (hereafter called the “traditional

model”). This is done by comparing these models with simulations performed using

the ns-2 simulator (version 2.33) [1], combined with an EDCA module [139].

Consider a network which consists of Nu non-saturated sources sending small

packets and Ns saturated sources sending bursts of ηs packets. These stations will

send packets to an access point in ideal channel conditions. As for Figures 5.1

and 5.2, saturated sources increase the spacing between their packets (Ws) in pro-

portion to their burst size (ηs) to balance the throughput. As opposed to Poisson

unsaturated sources assumed in the model, the packet inter-arrival times of unsat-

urated sources are uniformly distributed in the range 1/λu ± 10%, to model voice

traffic with enough jitter to avoid phase effects. The rate λu was sufficiently low

that queues rarely built up.

Both saturated stations and non-saturated stations use UDP. The MAC and

physical layer parameters were the default values in IEEE 802.11b, as shown in

Table 3.1.

The collision probability of a small packet from an unsaturated station is shown

in Figure 5.4 as a function of burst size of saturated stations (ηs). This figure shows

the collision probability determined from the traditional model and simulation, and

the collision probability on the first attempt and retransmission attempts determined

from the extended model and simulation. The traditional model incorrectly predicts

the collision probability to decrease monotonically, while the extended model can

capture the right trend of the collision probability on both the first and retransmis-

sion attempts.

The behavior can be understood by comparing with Fig. 5.2. When ηs increases,

the first attempt collision probability initially decreases because the increase in Ws
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Figure 5.4: Collision probability of a small packet from an unsaturated source, as
a function of burst size of saturated sources (ηs). (Nu = 10, Ns = 2, λu = 30
packets/s, ls = 1040 bytes, lu = 100 bytes, Wu = 32, Ws = ηsWu.)

decreases U-T. When U-U begins to dominate, the collision probability increases,

with U1-U increasing more markedly. The extended model does not capture the

eventual increase in the retransmission collision probability, which occurs when the

increase in U2-U exceeds the decrease in U-T.

After considering many scenarios where this phenomenon is observed, I find that

the effect of modeling the phenomenon accurately on the performance measures

of users such as throughput or mean access delay is not significant (e.g. observed

accuracy improvement is at most 8%). This explains the fact that the theoretical

properties of the PIA scheme proven from the model in Chapter 4 are consistent

with those from simulation. However, modeling this accurately is useful for work

requiring the accurate description of collision probability. In the next section, I will

provide such an example of the application of the extended model.
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5.1.5 Application to energy efficiency

The energy consumption of a wireless transmitter is proportional to the number

of packets transmitted. Since collisions are wasted transmissions, an energy-saving

design will seek system parameters which reduce collisions, possibly at the expense

of higher delay.

A natural tradeoff in an 802.11e network is to encourage delay-insensitive stations

to transmit seldom (large CWmin), and to achieve fair throughput by sending very

large bursts when they do send (large TXOP limit). Delay-sensitive stations will

still send frequent small packets, leading to the burstiness effect studied above.

If the tradeoff between TXOP limit, represented by burst size ηs, and CWmin is

chosen using the standard model (5.1), then Fig. 5.4 suggests that an infinite TXOP

limit may minimize the predicted collision probability of a small packet due to the

trend of collision probability decreasing with burst size ηs.

In contrast, the extended model allows the optimal TXOP limit, represented

by the optimal burst size (ηs), to be determined quite accurately. Note that the

collision probability of a small packet from a non-saturated source is given by (5.4).

Fig. 5.5 shows the optimal burst size determined from the extended model for a

typical situation, which is quite close to that from simulation.

5.2 TCP data sources

Let us now consider the other important modeling assumption of Chapter 3.

The model proposed in Chapter 3 assumes that data sources are saturated, which

means that it always has at least one packet waiting to transmit at the MAC sub-

layer. This implies data sources are inelastic, and do not adapt their sending rate

to the available channel capacity. However, in practice, Internet traffic is dominated

by the TCP-based applications [92, 114, 151]; hence, most data traffic in WLANs is

carried via TCP.

Existing research on TCP in WLANs focuses on the following categories: (1)
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Figure 5.5: Value of burst size of greedy sources (ηs) which minimizes collision prob-
ability of small packets, as determined by (a) the extended model which considers
bursty collisions, and (b) simulation. The optimal ηs predicted from the traditional
model is infinite, and off the scale of the graph. (Nu = 10, Ns = 2, ls = 1040 bytes,
lu = 100 bytes.)

modeling the interaction between TCP flow control and medium access control mech-

anism [24, 25, 32, 76, 94, 150, 151]; (2) enhancing TCP performance over WLANs

by prioritizing TCP ACKs [83, 92, 114] or reducing resource inefficiency due to spu-

rious timeouts and retransmissions [30, 70, 87, 92, 123, 152]; (3) improving TCP

fairness in WLANs [47, 57, 66, 83, 125].

Recall that TCP is different from the inelastic sources assumed in the model

in the way that it uses a congestion control algorithm to adapt the sending rate

to network condition inferred from the reception status of TCP ACKs [33]. In the

following, I will discuss the implication of TCP data sources on WLANs modeling

and on the PIA scheme.

5.2.1 Implication on modeling

In my proposed model as well as other models assuming saturated data sources, the

complex interaction between the collision avoidance mechanisms employed by the

802.11 MAC protocol and the closed-loop behavior of TCP is not captured.
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First of all, the flow control algorithm employed by the TCP will limit the number

of packets sent to the MAC sublayer. Wireless stations which are TCP senders will

have TCP data packets to transmit depending on the pace of TCP ACKs received

from TCP receivers; hence, the throughput of a TCP source depends much on how

fast TCP ACKs are received. In an infrastructure WLAN, the AP is the receiver of

upload TCP flows. Hence, the AP is usually the bottleneck of upload TCP ACKs.

This can cause the wireless stations or TCP senders to be in idle state, without data

packets to transmit at the MAC. Hence, the assumption of saturated data sources

can be violated with data sources using TCP.

There have been several works modeling the TCP performance over IEEE 802.11

DCF WLANs [24, 25, 32, 94, 150]. Among those, [24, 25, 32, 150] use a Markov

chain to model the number of TCP packets stored in the stations’ queues, based on

which TCP throughput performance can be calculated. [94] uses a simpler analysis

where the statistics of the number of stations with non-empty queue (also called

“active” stations) are obtained by assuming that it follows a Bernoulli distribution

law. Noticeably, [25] proved that, in 802.11 DCF WLANs, TCP stations are spo-

radically active, whereas the AP stores most of the traffic generated by the TCP

connections. This is because the AP has to contend for channel access with several

uplink CSMA instances with the same MAC parameters. It also shows that without

UDP traffic, the total TCP throughput is basically independent of the number of

open TCP connections and the aggregate TCP traffic can be equivalently modeled

as two saturated flows.

However, in 802.11e, MAC parameters can be used to prioritize TCP ACKs,

which helps to reduce the congestion at the TCP receiver (i.e. the AP for uploading).

This makes the packets queue up at the stations instead, which means stations

are saturated [151]. This helps to increase TCP throughput. There have been

several proposals using MAC parameters to prioritize TCP ACKs. In particular,

[83] suggests to use smaller AIFS and CWmin to send upload TCP ACKs, which has

been shown to increase TCP throughput and fairness among TCP flows. Similarly,



Chapter 5. EXTENDED VALIDATION 135

[92] proposes to create a separate AC for TCP ACKs, the AIFS and CWmin of which

are smaller than those of the class AC VO but the TXOP limit value is as large as

that of the class AC VO. [114] also suggests to use the highest priority class for TCP

ACKs, together with a dynamic adaptation of MAC parameters to improve TCP

throughput with minimal negative impact on high priority delay-sensitive UDP-

based traffic.

5.2.2 Implication on the PIA scheme

The properties of the PIA proven in Chapter 4 is based on the model which assumes

saturated data sources, inherited from the one in Chapter 3. As mentioned above,

without the prioritization of TCP ACKs at the AP, the congestion of TCP ACKs

will cause TCP sources to be unsaturated. In contrast, with the prioritization of

TCP ACKs using access parameters in 802.11e WLANs, this assumption is more

realistic. However, these access parameters have to be carefully chosen so that it

improves the TCP throughput without harming delay-sensitive traffic too much.

I have collected some preliminary simulation results to evaluate the performance

of the PIA scheme where data sources use TCP. The access parameters of the AP

were set to be the same as those of the class AC VO. These results suggest that

much further work is required to investigate PIA into an environment dominated by

TCP. However, I leave further investigation for future work.

5.3 Conclusion

In this chapter, I have investigated the case where the standard mean-field approx-

imation of constant collision probability used in the proposed model in Chapter 3

no longer holds and then briefly discussed how the analysis in Chapter 4 may be

affected. Besides, I have also discussed the implications of replacing saturated data

sources assumed in the model by TCP data sources on the 802.11 WLAN modeling

and the performance of the PIA scheme.
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I have first considered wireless networks with heterogeneous packet sizes, in which

some sources are unsaturated. It has shown that the accumulation of small packets

from unsaturated sources during the transmission of a large packet can cause the

collision probability of small packets to be much larger than predicted by previous

models. This effect is particularly marked on the packet’s first transmission attempt.

When this occurs, it invalidates the common assumption that collision probabilities

are independent and identically distributed. I have also proposed a model captur-

ing this effect which can be used to optimize energy consumption of a station by

minimizing its collision probability. This shows that the observed effect may have

important implications, which should be considered in future models of CSMA-based

networks with high heterogeneity of packet sizes and unsaturated sources. I have

also found that the influence of this on performance measures such as throughput

or mean delay is not significant, which explains why the proven properties of the

PIA scheme is consistent with the simulation results.

Besides, when TCP data sources are considered instead of saturated ones, my

preliminary results of the performance of the PIA scheme differs significantly, which

suggests that much further work remains to be done. This may be related to the

congestion control algorithm, which controls the sending rate of a TCP source in

accordance with the return of TCP ACKs. However, further investigation is out of

the scope of the thesis.
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Conclusion

Service differentiation has become more and more important in WLANs due to

the increasing diversity of applications with different QoS requirements. Most of

the existing proposals to provide service differentiation are based on prioritization,

which provides better service in all aspects for a service class with higher priority.

These proposals create an incentive for selfish users to use the access class of the

highest priority to gain a higher share of the channel. This can degrade the overall

performance of the network and result in no service differentiation, which shows the

importance of QoS provision for WLANs with selfish users. The existing solutions

to this issue in the literature are either complicated or impractical to implement.

This raises a research question about the existence of a scheme to provide service

differentiation which is easy to implement, compatible with the 802.11e standard

and robust against selfish users, which have been addressed in the thesis.

6.1 Contributions

The thesis has contributed a scheme to provide service differentiation which is easy

to implement and compatible with the 802.11e EDCA standard by scaling two pa-

rameters of MAC layer, TXOP limit and CWmin, in nearly the same ratio. In the

proposed scheme, the access class for delay-sensitive traffic has the smallest CWmin

and TXOP limit because sources of this type require their packets to be transmitted

as soon as possible but usually has only one packet waiting to transmit. In contrast,

throughput-intensive traffic has the largest CWmin and TXOP limit because it may

be willing to wait a little longer, if an increase in the amount it can transmit per

137
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channel access makes its overall throughput higher.

The proposed scheme has been shown to be robust against selfish users who try

to maximize their performance at the cost of others, by using a game framework

based on a novel model of 802.11e EDCA proposed in the thesis. The proposed

model of 802.11e EDCA WLANs is more tractable and more accurate by capturing

several features introduced by TXOP limit differentiation, which have not been

taken into account in the previous models in the literature. Those include the

closed form distribution of the number of packets sent by an unsaturated source

per channel access, the residual time of an ongoing transmission from other stations

seen by a burst of an unsaturated source arriving during that transmission, and the

probability that a packet arrives at an empty buffer in the delay model. The model

is not only useful for analyzing the proposed scheme of service differentiation but

also helps to gain some insight into the properties of 802.11e EDCA WLANs such

as the asymptotic analysis of delay distribution.

Moreover, an extension of the proposed model has also been proposed to model

scenarios with the big variability of packet sizes in the network. In these scenarios,

the collision probability of small packets from unsaturated sources is no longer the

same on its first and subsequent attempts, which violates the mean field approx-

imation of constant collision probability used in most previous models of 802.11

WLANs.

6.2 Implications of the work in the thesis

Through the work in this thesis, there are several implications which are generally

noteworthy, especially for researchers in the same field.

• With its nice properties, the proposed scheme of QoS provision is promising to

be implemented in practice, although its performance with TCP traffic needs

further investigation.

• The proposed scheme is based on an idea of providing “different but fair”
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services, which is originally developed for wired networks. This implies that

an idea developed for one context may not work well in that context, but can

be suitable for another.

• The fact that I find some scenarios which significantly violate the standard as-

sumption of constant collision probability implies that when extending a model

to capture new features, special attention needs to be paid to assumptions.

• My work is another example which shows that game theory is a very useful

tool to analyze the network with selfish users in wireless networks.

6.3 Future work

Note that for the proposed scheme to be implemented, there requires the support of

a signaling mechanism between layers of the network stack to use services supported

at the MAC layer, just the same as what required for 802.11e EDCA. I leave this

for others to work on. This research has opened up new avenues of investigation,

with the following possible directions.

• Consider the case where applications dynamically choose the class based on

the choices of other sources on the same station. Recall from the discussion

in Chapter 4 that the choice of an access class of a source may be dependent

on the choices of other sources in the same station, which is because different

access classes maintain different queues with independent backoff procedure.

I think this will be interesting to study.

• Conduct more validation of the proposed scheme with TCP traffic and investi-

gate how to improve the proposed scheme in this case. Recall from Chapter 5

that I obtained some simulation results with TCP traffic and the results are

not impressive. Because TCP traffic is widely used in practice, improving the

proposed scheme with TCP traffic is worth as future work.
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6.4 Final remarks

To conclude, the thesis has proposed a potential scheme to provide service differen-

tiation which is easy to implement, compatible with the 802.11e EDCA standard of

WLANs, and robust against selfish users who choose any access class which max-

imizes their own performance at the cost of others. The properties of this scheme

have been verified using the proposed analytical model as well as ns-2 simulation.

Due to its nice properties, the proposed scheme can be promising to be implemented

in practice once its performance with TCP traffic is improved.
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Appendix A

Derivation and proofs in Chapter 3

A.1 Derivation of (3.23)

The detailed derivation of E[Fu] in (3.23) is presented as follows.

From (3.14) and (3.15),

E[Fu] = bu
1− pu

1− bu + bu(1− pK+1
u )

K∑
k=0

Fuk

= bu
1− pu

1− bu + bu(1− pK+1
u )

( K∑
k=0

piu(
k∑
j=0

E[Buj] + kE[T cu] + E[Tres,u])
)

(A.1)

By Wald’s theorem for sums of i.i.d. random variables [120] and the fact that

Yu,k ∼ Yu, we have from (3.16)

E[Buj] = E[Yu]E[Uuj] (A.2)

Then, (A.1) becomes

E[Fu] = bu
1− pu

1− bu + bu(1− pK+1
u )

(E[Yu]
K∑
k=0

pku(
k∑
j=0

E[Uuj]) +
K∑
k=0

pku(kE[T cu] + E[Tres,u]))

= bu
1− pu

1− bu + bu(1− pK+1
u )

(L1E[Yu] + L2) (A.3)

where

L1 =
K∑
k=0

pku(
k∑
j=0

E[Uuj]) =
K∑
k=0

pku(
k∑
j=0

(
2min(j,m)Wu + 1

2
))

≈ Wu

2
(
K∑
k=0

pku(
k∑
j=0

2min(j,m))) (A.4)
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Note that the approximation in (A.4) comes from approximating

E[Uuj] =
2min(j,m)Wu − 1

2
≈ 2min(j,m)−1Wu. (A.5)

Then, (A.4) becomes

L1 ≈
Wu

2

( m∑
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1− 2
) +

K∑
k=m+1
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(A.6)

Moreover,

L2 =
K∑
k=0

pku(kE[T cu] + E[Tres,u])

= E[T cu](
1− pKu

(1− pu)2
pu −K

pK+1
u

1− pu
) + E[Tres,u]

1− pK+1
u

1− pu
(A.7)

Substituting (A.6) and (A.7) into (A.3) gives (3.23).

A.2 The z-transform of access delay

The generating function of the pmf of a non-negative integer-valued random variable

X is defined as

X̂(z) =
∞∑
k=0

P (X = k)zk, for z ∈ C (A.8)
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To apply the z-transform, the continuous r.v.s Du, Fu, Fui, and Tres,u were quan-

tized in steps of δ. Other random variables in the delay model in Chapter 3 are

non-negative and discrete, but some are not integer-valued. However, they can be

transformed to integer-valued random variables, using the scale factor δ. Similarly,

positive real variables such as σ, Tx, and T sx (x ∈ S ∪ U) are also transformed to

integers using δ.

By (3.13), the generating function of the access delay is

D̂u(z) = T̂ su(z)F̂u(z) (A.9)

Note that T̂ sx(z) can be calculated from the distribution of ηx given by (3.34) for

x ∈ U or (3.28) for x ∈ S.

From (3.14), F̂u(z) is given by

F̂u(z) =
1

1− bu + bu(1− pK+1
u )

(
bu(1− pu)

K∑
k=0

pkuF̂uk(z) + (1− bu)
)

(A.10)

where, by (3.15), F̂uk(z) is

F̂uk(z) = T̂ cu(z)kT̂res,u(z)
k∏
j=0

B̂uj(z). (A.11)

T̂res,u(z) in (A.11) is given by

T̂res,u(z) =
z

(1− z)E[Y b
u ]

(
1− 1

1− P i
u

( ∑
x∈S∪U\{u}

P s
xuT̂

s
x(z) +

∑
x∈S∪U\{u}

P c
xuT̂x(z)

))
(A.12)

with the detailed derivation presented in Section A.2.1 below. Besides, T̂ cu(z) is

determined from (3.19) as follows.

T̂ cu(z) =
∑

x∈S∪U\{u}

P cu
xu

̂max(Tu, Tx)(z) (A.13)
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Moreover, from (3.16), B̂uj(z) is the z-transform of random sum of random variables

[61]

B̂uj(z) = Ûuj(Ŷu(z)), (A.14)

where Ûuj(z) is given by

Ûuj(z) =
1− z2min(j,m)Wu

2min(j,m)Wu(1− z)
(A.15)

and Ŷu(z) is determined from (3.17) as

Ŷu(z) = σ̂(z)P i
u +

∑
x∈S∪U\{u}

P s
xuT̂

s
x(z) +

∑
x∈S∪U\{u}

P c
xuT̂x(z) (A.16)

In summary, D̂u(z) is given by

D̂u(z) =
T̂ su(z)

1− bu + bu(1− pK+1
u )

.

(
bu(1− pu)

K∑
k=0

pkuT̂
c
u(z)kT̂res,u(z)

k∏
j=0

Ûuj(Ŷu(z)) + (1− bu)

)
(A.17)

Then, the generating function of the ccdf, D̂c
u(z) can be obtained from D̂u(z) via

the identity

D̂c
u(z) =

1− D̂u(z)

1− z
. (A.18)

The access delay ccdf is the inverse z-transform of D̂c
u(z).

A.2.1 Derivation of (A.12)

Recall that Tres,u is quantized in steps of δ to make it an integer and it depends on

the distribution of observed busy slots Y b
u . Then, its distribution is

P [Tres,u = t, Y b
u = yu] =

1

yu
P [Y b

u = yu]
yu

E[Y b
u ]

=
1

E[Y b
u ]
P [Y b

u = yu], for t ≤ yu

(A.19)
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and

P [Tres,u = t] =
∑
yu≥t

P [Tres,u = t, Y b
u = yu] =

1

E[Y b
u ]

∑
yu≥t

P [Y b
u = yu] (A.20)

Then, the z-transform of Tres,u is as follows. First, let T bx denote a mixed sequence

of Ty and T sy (y ∈ S∪U \ {u}) which is indexed in non-increasing order of duration.

Let N be the maximum value of x.

T̂res,u(z) =

T b
N∑

t=0

P [Tres,u = t]zt

=
1

E[Y b
u ]

T b
N∑

t=0

(∑
yu≥t

P [Y b
u = yu]

)
zt

=
1

E[Y b
u ]

( T b
1∑

t=T b
2+1

P [Y b
u = T b1 ]zt +

T b
2∑

t=T b
3+1

(P [Y b
u = T b1 ] + P [Y b

u = T b2 ])zt

+ · · ·+
T b
N−1∑

t=T b
N+1

N−1∑
j=1

P [Y b
u = T bj ]zt +

T b
N∑

t=0

zt
)

=
1

E[Y b
u ]

(
P [Y b

u = T b1 ]
( T b

1∑
t=0

zt −
T b
2∑

t=0

zt
)

+ (P [Y b
u = T b1 ] + P [Y b

u = T b2 ])

.
( T b

2∑
t=0

zt −
T b
3∑

t=0

zt
)

+ · · ·+
N−1∑
j=1

P [Y b
u = T bj ]

( T b
N−1∑
t=0

zt −
T b
N∑

t=0

zt
)

+

T b
N∑

t=0

zt
)

=
1

E[Y b
u ]

( N∑
j=1

P [Y b
u = T bj ]

T b
j∑

t=0

zt
)

=
1

E[Y b
u ]

( ∑
x∈S∪U\{u}

P [Y b
u = Tx]

Tx∑
t=0

zt +
∑

x∈S∪U\{u}

P [Y b
u = T sx ]

T s
x∑

t=0

zt
)

=
1

E[Y b
u ]

( ∑
x∈S∪U\{u}

P [Y b
u = Tx]

1− zTx+1

1− z
+

∑
x∈S∪U\{u}

P [Y b
u = T sx ]

1− zT s
x+1

1− z

)

=
z

(1− z)E[Y b
u ]

(
1−

( ∑
x∈S∪U\{u}

P [Y b
u = Tx]z

Tx +
∑

x∈S∪U\{u}

P [Y b
u = T sx ]zT

s
x

))
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=
z

(1− z)E[Y b
u ]

(
1− 1

1− P i
u

( ∑
x∈S∪U\{u}

P s
xuT̂

s
x(z) +

∑
x∈S∪U\{u}

P c
xuT̂x(z)

))
(A.21)

A.3 Lemma 3.2

Proof: Dividing ps from (3.11c) by pu from (3.11c), we have

1− pu
1− ps

=
1− τs
1− τu

(A.22)

Moreover, by (3.12),

τs =
Ss

E[ηs]

E[Y ]

1− ps
(A.23)

Dividing (A.23) by τu from (3.11b), and applying (A.22) gives

τs
τu

=
SsE[ηu]

λuE[ηs]

1− pu
1− ps

=
SsE[ηu]

λuE[ηs]

1− τs
1− τu

(A.24)

which establishes the first claim.

By (3.37), this implies τs > τu, whence pu > ps by (A.22).

A.4 Theorem 3.3

Proof: The result is a consequence of Lemma 3.2 and the following observa-

tions, which will be established below.

1. When a new unsaturated user is added to the existing network (equivalent to

Nu increasing), ps is increasing.

2. If there are Nu = 0 unsaturated sources and

Ns ≥ 1 +
log(3/4)

log(1− 4
3W+2

)
(A.25)

then ps ≥ 1/4.
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3. If pu ≥ 1/4 then the variance of the random variable whose ccdf is the right

hand side of (3.44) is infinite.

These can be shown as follows:

1. This follows from (3.11c) since τu ∈ [0, 1], and τs is decreasing in ps.

2. When Nu = 0, (3.11c) becomes ps = 1− (1− τs)Ns−1. Thus ps ≥ 1/4 if

τs ≥ 1−
(

3

4

)1/(Ns−1)

. (A.26)

Conversely, (3.11a) is decreasing in ps, and so ps ≥ 1/4 if

τs ≤
4

3W + 2
(A.27)

Combining (A.26) and (A.27), ps ≥ 1/4 if

1−
(

3

4

)1/(Ns−1)

≤ τs ≤
4

3W + 2

which upon rearrangement gives (A.25).

3. If pu ≥ 1/4, then the random variable D whose ccdf is the right hand side of

(3.44) has a tail heavier than kD−2 for some k, and hence infinite variance.



Appendix B

Proofs in Chapter 4

In this appendix, the proofs of all lemmas and theorems in Sections 4.4.1 and 4.5.2

are shown.

Note that the mean slot time E[Y ] in (4.4) is given by (3.10a)-(3.10d) where

durations T sx and Tx of source x using class Bk are

T sx = E + ηkT , with E > σ (B.1)

and

Tx = E + Tpx + SIFS + TACK (B.2)

where E is the interval during which a station needs to sense channel free before

transmitting (e.g. AIFS or DIFS). TACK is the duration of an ACK packet and Tpx

is the transmission time of a packet from the source x.

B.1 Theorem 4.3

Proof: I first prove Claim (T4.3-1) that under the proportional scheme (4.1), the

throughput per slot of a saturated source using class Bk increases when ηk increases.

Then, I prove Claim (T4.3-2) that the collision probability of unsaturated sources

decreases with the increase of ηk ≥ 1.

Although the scenario is simple, the proof is complicated by the mutual indepen-

dence between attempt probabilities and collision probabilities in the fixed point,

their dependence on the scale ηk, and the dependence of the slot time E[Y ] on ηk.

167
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B.1.1 Proof of Claim (T4.3-1)

Substituting (4.1), (4.5) into (4.3) gives

Csk =
2

WB1

(1− 2psk)T

which is decreasing in psk . Thus, to prove Claim (T4.3-1), it is sufficient to show

that dpsk/dη < 0. To prove dpsk/dη < 0, I first find a closed-form expression of
dpsk
dηk

and then prove it is less than 0. This closed-form expression can be achieved by

solving a system of two linear equations with two variables: dpsk/dη and dτsk/dη.

Those are done as follows.

Firstly, I find dpsk/dη as a linear function of
dτsk
dηk

. Recall thatNu = Nsk = Ns = 1,

whence by (4.2c), psk = τu and pu = τsk . Hence by (4.2b),

psk = λuE[Y ]
1

1− τsk
. (B.3)

Taking the derivative of (B.3) with respect to ηk gives

dpsk
dηk

= λu

(dE[Y ]

dηk

1

1− τsk
+ E[Y ]

d( 1
1−τsk

)

dηk

)
= λu

( 1

1− τsk
dE[Y ]

dηk
+ E[Y ]

1

(1− τsk)2
dτsk
dηk

)
=

λu
(1− τsk)2

(
dE[Y ]

dηk
(1− τsk) + E[Y ]

dτsk
dηk

)
. (B.4)

To have dpsk/dη as a linear function of
dτsk
dηk

from (B.4), I now express dE[Y ]
dηk

in terms

of dτsk/dηk as follows.

Since Nu = Ns = Nsk = 1 by hypothesis, substituting (4.2c) into (3.10a) gives

E[Y ] = σ(1− τsk)(1− psk) + Tuτu(1− pu) + T sskτsk(1− psk) + Tcτskτu (B.5)

where Tc = max(Tu, Ts).
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Then, substituting psk = τu and pu = τsk into (B.5) gives

E[Y ] = σ(1− τsk)(1− psk) + Tupsk(1− τsk) + T sskτsk(1− psk) + Tcτskpsk

= (σ − Tu)(1− τsk)(1− psk) + Tc + (Tu − Tc)(1− τsk) + (T ssk − Tc)τsk(1− psk)

(B.6)

From (4.5), Wsk = ηkWB1 implies

psk = 1− 2/WB1

4/WB1 − ηkτsk
. (B.7)

Substituting (B.7) into (B.6) gives

E[Y ] =(σ − Tu)(1− τsk)
2/WB1

4/WB1 − ηkτsk
+ Tc

+ (Tu − Tc)(1− τsk) + (T ssk − Tc)τsk
2/WB1

4/WB1 − ηkτsk
. (B.8)

This shows that E[Y ] is a function of τsk and T ssk , both of which depend on ηk.

By (B.2), Tu and Tc are independent of ηk and dT ssk/dηk = T from (B.1). Besides,

τsk is also a function of ηk. Then, taking derivative of (B.8) gives

dE[Y ]

dηk
=(σ − Tu)(2/WB1)

d(
1−τsk

4/WB1
−ηkτsk

)

dηk
+ (Tu − Tc)

d(1− τsk)

dηk

+ (2/WB1)
d(

(T s
sk
−Tc)τsk

4/WB1
−ηkτsk

)

dηk

=(σ − Tu)(2/WB1)
1

(4/WB1 − ηkτsk)2

.
(
− dτsk
dηk

(4/WB1 − ηkτsk)− (1− τsk)
d(4/WB1 − ηkτsk)

dηk

)
− (Tu − Tc)

dτsk
dηk

+ (2/WB1)(
1

(4/WB1 − ηkτsk)2
)

.

(
d((T ssk − Tc)τsk)

dηk
(4/WB1 − ηkτsk)− (T ssk − Tc)τsk

d(4/WB1 − ηkτsk)

dηk

)
=

(σ − Tu)(2/WB1)

(4/WB1 − ηkτsk)2

(
− (4/WB1 − ηkτsk)

dτsk
dηk

+ (1− τsk)
d(ηkτsk)

dηk

)
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Table B.1: Math expression of symbols in Theorem 4.3.
Symbol Expression
K1 (σ − Tu)(2/WB1)(ηk − 4/WB1)

−(Tu − Tc)(4/WB1 − ηkτsk)2 + (T ssk − Tc)(8/W
2
B1

)

K2 (2/WB1)τsk

(
(σ − Tu)(1− τsk) + T (4/WB1) + (E − Tc)τsk

)
L1 1 +

λu
(1− τsk)2

( K1(1− τsk)

(4/WB1 − ηkτsk)2
+ E[Y ]

)(2/WB1)

ηk

1

(1− psk)2

L2
K2(1− τsk)

(4/WB1 − ηkτsk)2
−
( K1(1− τsk)

(4/WB1 − ηkτsk)2
+ E[Y ]

)τsk
ηk

H1
1

(4/WB1 − ηkτsk)2

(
− (2/WB1)τsk −

λuK2

1− τsk

)
H2

ηk(2/WB1)

(4/WB1 − ηkτsk)2
+

λu
1− τsk

( E[Y ]

1− τsk
+

K1

(4/WB1 − ηkτsk)2

)

− (Tu − Tc)
dτsk
dηk

+
2/WB1

(4/WB1 − ηkτsk)2

.
((dτsk

dηk
(T ssk − Tc) + τsk

d(T ssk − Tc)
dηk

)
(4/WB1 − ηkτsk) + (T ssk − Tc)τsk

d(ηkτsk)

dηk

)
=

(σ − Tu)(2/WB1)

(4/WB1 − ηkτsk)2

(
− (4/WB1 − ηkτsk)

dτsk
dηk

+ (1− τsk)(τsk + ηk
dτsk
dηk

)
)

− (Tu − Tc)
dτsk
dηk

+
2/WB1

(4/WB1 − ηkτsk)2

.
((

(T ssk − Tc)
dτsk
dηk

+ τskT
)
(4/WB1 − ηkτsk) + (T ssk − Tc)τsk(τsk + ηk

dτsk
dηk

)
)

(B.9)

Substituting (B.1) into (B.9) gives

dE[Y ]

dηk
=

(σ − Tu)(2/WB1)

(4/WB1 − ηkτsk)2

((
ηk −

4

WB1

)dτsk
dηk

+ τsk − τ 2sk
)
− (Tu − Tc)

dτsk
dηk

+
(2/WB1)

(4/WB1 − ηkτsk)2

(
(T ssk − Tc)(4/WB1)

dτsk
dηk

+ T (4/WB1)τsk + (E − Tc)τ 2sk
)

=
1

(4/WB1 − ηkτsk)2

(
K1

dτsk
dηk

+K2

)
(B.10)

where K1 and K2 are given in Table B.1.
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Then, substituting (B.10) into (B.4) gives

dpsk
dηk

=
λu

(1− τsk)2

( 1− τsk
(4/WB1 − ηkτsk)2

(K1
dτsk
dηk

+K2) + E[Y ]
dτsk
dηk

)
=

λu
(1− τsk)2

(
K2(1− τsk)

(4/WB1 − ηkτsk)2
+
( K1(1− τsk)

(4/WB1 − ηkτsk)2
+ E[Y ]

)dτsk
dηk

)
. (B.11)

Secondly, I find
dτsk
dηk

as a linear function of dpsk/dη. Substituting Wsk = ηkWB1

into (4.5) gives

τsk =
(2/WB1)

ηk

(
2− 1

1− psk

)
(B.12)

Then, differentiating (B.12) with respect to ηk gives

dτsk
dηk

= (2/WB1)
(d( 1

ηk
)

dηk

(
2− 1

1− psk

)
+

1

ηk

d(2− 1
1−psk

)

dηk

)
= (2/WB1)

(
− 1

η2k

(
2− 1

1− psk

)
+

1

ηk

(
− 1

(1− psk)2
dpsk
dηk

))
= −(2/WB1)

η2k

(
2− 1

1− psk

)
+

(2/WB1)

ηk

(
− 1

(1− psk)2
dpsk
dηk

)
= − 1

ηk

(2/WB1)

ηk

(
2− 1

1− psk

)
− (2/WB1)

ηk(1− psk)2
dpsk
dηk

= − 1

ηk
τsk −

2/WB1

ηk

1

(1− psk)2
dpsk
dηk

. (B.13)

Note that the last expression uses (B.12).

Solving two linear equations (B.11) and (B.13) gives

dpsk
dηk

L1 =
λu

(1− τsk)2
L2 (B.14)

where L1 and L2 are given in Table B.1. From (B.14), to show dpsk/dηk < 0, it is

sufficient to show L1 > 0 and L2 < 0 as follows.

First, I show L1 > 0. I start with determining the term
K1(1−τsk )

(4/WB1
−ηkτsk )2

+ E[Y ]

which appears in both L1 and L2. Let

J = (4/WB1 − ηkτsk)2 (B.15)
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Substituting (B.8) and K1 from Table B.1 into this term gives

K1(1− τsk)

J
+ E[Y ]

=

(
(σ − Tu)

(2/WB1)(ηk − 4/WB1)

J
− (Tu − Tc) + (T ssk − Tc)

8/W 2
u

J

)
(1− τsk)

+ (σ − Tu)(1− τsk)
2/WB1√

J
+ Tc + (Tu − Tc)(1− τsk) + (T ssk − Tc)τsk

2/WB1√
J

=
1

J

(
(σ − Tu)(1− τsk)(2/WB1)

(
(ηk − 4/WB1) + (4/WB1 − ηkτsk)

)
+ TcJ

+ (T ssk − Tc)(2/WB1)
(

(4/WB1)(1− τsk) + τsk(4/WB1 − ηkτsk)
))

=
1

J

(
(σ − Tu)(1− τsk)2(2/WB1)ηk + TcJ + (T ssk − Tc)(2/WB1)(4/WB1 − ηkτ 2sk)

)
.

(B.16)

From (B.7),

1

(1− psk)2
=

(4/WB1 − ηkτsk)2

(2/WB1)
2

=
J

(2/WB1)
2
. (B.17)

Substituting (B.16) and (B.17) into L1 from Table B.1 gives

L1 =1 + λu

(
(σ − Tu) + Tc

(4/WB1 − ηkτsk)2

(1− τsk)2
1

(2/WB1)ηk
+ (T ssk − Tc)

(4/WB1 − ηkτ 2sk)

(1− τsk)2ηk

)
(B.18)

Since λuTu ≤ 1 by hypothesis, T ssk ≥ Tc by (B.1) and (B.2), and

4/WB1 − ηkτ 2sk > 4/WB1 − ηkτsk > 0 (B.19)

, we have L1 > 0 from (B.7).

Next, I show L2 < 0. Substituting K2 from Table B.1, (B.16), and (B.1) into L2

from Table B.1 gives

L2 =
(1− τsk)(2/WB1)τsk

J

(
(σ − Tu)(1− τsk) + T (4/WB1) + (E − Tc)τsk

)
− τsk
ηkJ

(
(σ − Tu)(1− τsk)2(2/WB1)ηk + TcJ
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+ (E + ηkT − Tc)(2/WB1)(4/WB1 − ηkτ 2sk)
)

=
(1− τsk)τsk(2/WB1)

J

(
T 4

WB1

+ (E − Tc)τsk
)

− τsk
ηkJ

(
TcJ + (E + ηkT − Tc)(2/WB1)(4/WB1 − ηkτ 2sk)

)
=T (2/WB1)τsk

J

(
ηkτ

2
sk
− (4/WB1)τsk

)
+ (E − Tc)

2/WB1

Jηk
τsk(ηkτsk − 4/WB1)− Tc

τsk
ηk

=
(2/WB1)τsk

J
(ηkτsk − 4/WB1)

(
τskT +

E − Tc
ηk

)
− τsk
ηk
Tc

=− (2/WB1)τsk
4/WB1 − ηkτsk

(
τskT +

E

ηk

)
+
(τsk
ηk

)(−2/WB1 + ηkτsk
4/WB1 − ηkτsk

)
Tc (B.20)

From (4.5), we have τsk <
2

ηkWB1
due to psk ∈ (0, 1). Then,

−2/WB1 + ηkτsk < −2/WB1 + ηk
2

ηkWB1

= 0 (B.21)

This, together with T > 0, E > 0 and (B.19), implies that L2 < 0.

B.1.2 Proof of Claim (T4.3-2)

By (4.2c), pu = τsk , it is sufficient to show that τsk decreases when ηk increases.

I first find a closed form expression of dτsk/dηk and then prove it to be less than

0. Recall from Appendix B.1.1 that the closed form of dτsk/dηk can be found by

solving two linear equations (B.11) and (B.13), which gives

H1 =
dτsk
dηk

H2 (B.22)

where H1 and H2 are given in Table B.1. From (B.22), to show dτsk/dηk < 0, it is

sufficient to prove that H1 < 0 and H2 > 0 as follows.

First, I show H1 < 0. Substituting K2 from Table B.1 and J = (4/WB1− ηkτsk)2

into H1 from Table B.1 gives

H1 =− (2/WB1)τsk
J

− λu
1− τsk

(2/WB1)τsk
J

(
(σ − Tu)(1− τsk) + T (4/WB1) + (E − Tc)τsk

)
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=− (2/WB1)τsk
J

(
1 + λu(σ − Tu) +

λu
1− τsk

(
(4/WB1)T + (E − Tc)τsk

))
(B.23)

Since λuTu < 1 and τsk ∈ (0, 1) by hypothesis, to show H1 < 0 it is sufficient to show

that (4/WB1)T + (E − Tc)τsk > 0 as follows. From (4.5), we have τsk < 2/(ηkWB1)

due to psk ∈ (0, 1) and Tc − E > 0 by (B.2). Then,

(4/WB1)T + (E − Tc)τsk >(4/WB1)T − (Tc − E)
(2/WB1)

ηk

= (2/WB1)
(

2T − Tc
ηk

+
E

ηk

)
(B.24)

Since Tc = max(Tu, Ts) < 2T by hypothesis, the left hand side of the inequality

(B.24) is greater than 0, which proves that H1 < 0.

Second, I show H2 > 0. Substituting (B.8) and K1 from Table B.1 into H2 from

Table B.1 gives

H2 =
ηk(2/WB1)

(4/WB1 − ηkτsk)2
+

λu
1− τsk

(
(σ − Tu)

(2/WB1)

4/WB1 − ηkτsk

(
1 +

ηk − 4/WB1

4/WB1 − ηkτsk

)
+

Tc
1− τsk

+ (T ssk − Tc)
(2/WB1)

4/WB1 − ηkτsk

( τsk
1− τsk

+
4/WB1

4/WB1 − ηkτsk

))
=

ηk(2/WB1)

(4/WB1 − ηkτsk)2
+

λu
1− τsk

(
(σ − Tu)

(2/WB1)

(4/WB1 − ηkτsk)2
ηk(1− τsk) +

Tc
1− τsk

+ (T ssk − Tc)
(2/WB1)(4/WB1 − ηkτ 2sk)

(1− τsk)(4/WB1 − ηkτsk)2

)
=

(2/WB1)ηk
(4/WB1 − ηkτsk)2

(
1 + λu(σ − Tu)

)
+

λu
(1− τsk)2

(
Tc + (T ssk − Tc)

(2/WB1)(4/WB1 − ηkτ 2sk)

(4/WB1 − ηkτsk)2

)
(B.25)

Moreover, since λuTu ≤ 1 by hypothesis, T ssk ≥ Tc by (B.1) and (B.2), and (B.19),

it follows from (B.25) that H2 > 0.
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B.2 Lemma 4.5

Proof: From (4.2a), we have

1

1− psk
= 2− WBk

2/τsk − 1
. (B.26)

Moreover, dividing 1− psj+i
from (4.2c) by 1− psj from (4.2c) gives

1− psj+i

1− psj
=

1− τsj
1− τsj+i

. (B.27)

To simplify notation, define

g(τ,W ) =
1− τ

2− W
2/τ−1

=
1

2

1− τ
1− W

2
1

2−τ τ
. (B.28)

Substituting 1− psj+i
and 1− psj from (B.26) into (B.27) gives

g(τsj+i
,Wj+i) = g(τsj ,Wj). (B.29)

Since Wsk > 4 by hypothesis and τ ≤ 1, the coefficient W
2

1
2−τ of τ in the denominator

of (B.28) is greater than 1 and increasing in τ . Hence, g(τ,W ) is increasing in τ .

Moreover, g(τ,W ) is increasing in W . Therefore, from (B.29), Wj+i > Wj implies

τsj+i
< τsj and Wj+i ≥ Wj implies τsj+i

≤ τsj .

B.3 Theorem 4.4

Proof: Under the action profile a(B1;·;Bk≥1;·), we have Nsk ≥ 1, Ns1 ≥ 1,

S1(a(B1;·;Bk≥1;·)) = Ss1 and Sj(a(B1;·;Bk≥1;·)) = Ssk≥1
. Thus it is required to show

Ss1 ≥ Ssk under (4.2)–(4.4), with strict inequality if ηk > 1.

Dividing Ssk by Ss1 from (4.4) and substituting (B.27) gives

Ssk
Ss1

=
τsk(1− psk)ηk
τs1(1− ps1)

=
τsk(1− τs1)ηk
τs1(1− τsk)

. (B.30)

To show Ss1 ≥ Ssk it is sufficient to show that the denominator of (B.30) is at least
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as large as its numerator.

First, by (4.2a) and the fact that WBk
= ηkWB1 ,

τs1(1− τsk)− τsk(1− τs1)ηk (B.31)

=τskτs1(
1

τsk
− ηk
τs1

+ ηk − 1)

=τskτs1

(
ηkWB1

2

( 1− psk
1− 2psk

− 1− ps1
1− 2ps1

)
+
ηk − 1

2

)
. (B.32)

To show that (B.32) is non-negative, it is sufficient to show that
1−psk
1−2psk

≥ 1−ps1
1−2ps1

, or

equivalently that psk ≥ ps1 , since ps1 ≥ 0.

Under the action space A0 and by hypothesis, WBk
= ηkWB1 ≥ WB1 > 4, which

satisfies the conditions of Lemma 4.5. Hence τs1 ≥ τsk , and by (B.27), psk ≥ ps1 . If

ηk > 1, these inequalities are all strict.

B.4 Lemma 4.7

Proof: To see how the attempt probability of the user 1 changes when its action

changes from Bk to Bk+i (i > 0), consider an arbitrary action profile of the form

a(X;) for some X ∈ A. Then there are a j 6= 1 and a variable c which depends on X

and aj, such that

W1 = cWj (B.33)

By hypothesis, W1 > 11, whence cWj > 11. Note that subscripts 1, i and i in this

proof are to denote the quantities for user 1, i and j.

I first prove that there exists a unique solution of the fixed point model and find

that solution. I then show how the solution changes with the action choice of user

1.

Since Nu = 0 by hypothesis, (4.2c) implies

pi = 1−
∏Ns

k=1(1− τk)
1− τi

, ∀i ∈ P . (B.34)



APPENDIX B. PROOFS IN CHAPTER 4 177

whence

(1− pi)(1− τi) = (1− pj)(1− τj), ∀i 6= j (B.35)

From (4.5),

pi = 1− 2

4−Wiτi
, ∀i ∈ P . (B.36)

Replacing 1− pj and 1− pi from (B.36) into (B.35) gives

1− τi
4−Wiτi

=
1− τj

4−Wjτj
. (B.37)

This is equivalent to

τi =
(4−Wj)τj

4−Wi + (Wi −Wj)τj
, ∀i ∈ P \ {j}. (B.38)

Substituting (B.33) and p1 from (B.34) into τ1 from (4.5) gives

τ1 =
2

cWj

(
2− 1∏Ns

i=2(1− τi)

)
≡ f1(τj, c). (B.39)

Note that f1 is a function of τj due to the relation between τi-s in the denominator

and τj given in (B.38).

Substituting 1− pj from (B.36) into 1− pj from (B.34) gives

τ1 = 1− 2(1− τj)
(4−Wjτj)

∏Ns

i=2(1− τi)
≡ f2(τj). (B.40)

Then, a solution of the fixed point model is any solution to f1(τj, c) = f2(τj) with

τj ∈ [0, 1]. I first prove there exists such a solution and then prove its uniqueness.

Now f1(τj, c) and f2(τj) are decreasing functions of τj on [0, 2/Wj], as illustrated

in Fig. B.1.

Moreover, at τj = 0, we have f2(0) > f1(0, c) > 0. Besides, let τ ∗j be the solution

to f1(τj) = 0. Then, (B.39) implies
∏Ns

i=2(1−τi) = 1/2. Substituting this into (B.40)
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Figure B.1: f1(τj, c) and f2(τj)

gives

f2(τj) = 1− 2(1− τj)
(4−Wjτj)(1/2)

=
(4−Wj)τj
4−Wjτj

< 0 (B.41)

If τ ∗j is in (0,1) and unique, then these, together with the continuity of f1(τj, c) and

f2(τj), imply that there exists a solution to f1(τj, c) = f2(τj) with τj ∈ (0, τ ∗j ). The

following proves that τ ∗j is unique solution in (0,1) of
∏Ns

i=2(1− τi) = 1/2.

Let g(τj) =
∏Ns

i=2(1 − τi). At τj = 0, we have τk 6=1 = 0 from (B.38); then,

g(0) = 1 > 1/2. Moreover, at τj = 1, we have τk 6=1 = 1 from (B.38); then,

g(1) = 0 < 1/2. These, together with the fact that g(τj) is a decreasing function

of τj (due to τk 6=1 increasing with τj from (B.38)), imply that f1(τj) = 0 has unique

solution τ ∗j in (0,1).

Next, to see that the solution to f1(τj, c) = f2(τj) is unique, let f(τj, c) =

f1(τj, c)− f2(τj), which is given by

2∏
i∈P\{1,j}(1− τi)

( 1

cWj(1− τj)
− 1

4−Wjτj

)
+ 1− 4

cWj

≡ g1(τj)g2(τj) + 1− 4

cWj

Clearly g1(τj) is increasing and positive for τj ∈ [0, 1). Moreover, g2(τj) is negative

since (4.5) implies the second term is negative, and the hypothesis Wi > 11 for all i

implies that cWj(1− τj) > 4(1− τj) > 4−Wjτj. Similarly, g2 is decreasing because
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its derivative

g′2(τj) =
1

cWj

1

(1− τj)2
− Wj

(4−Wjτj)2

<
1

4(1− τj)2
− Wj

(4−Wjτj)2
=

(4−Wj)(4−Wjτ
2
j )

4(1− τj)2(4−Wjτj)2
< 0

which uses the fact that 4−Wjτ
2
j ≥ 4−Wjτj > 0 by (B.36) and 4−Wj < 0. Thus

f(τj, c) is decreasing in τj. This implies that the solution to f1(τj, c) = f2(τj) is

unique.

I will now investigate how this unique solution changes with the action of user

1. When user 1 changes its action, its CWmin (W1) changes, causing the coefficient

c in (B.33) to change. Let τj1 and τj2 be the solutions to f(τj, c) = 0 for c = c1 and

c = c2 > c1, respectively.

It is clear that f(τj, c) is also increasing in c; hence, f(τj1, c2) > f(τj1, c1) =

f(τj2, c2) = 0. This, together with the fact that f(τj, c) is a decreasing function of

τj, implies that τj1 < τj2. Therefore, when c increases or W1 increases, τj increases

and τ1 decreases.

In particular, c decreases when a1 changes from Bk to Bk−1 while aj remain

unchanged; hence, this change decreases τj and increases τ1.

B.5 Theorem 4.6

Let τi(a), pi(a) and Wi(a) denote the attempt probability, collision probability and

minimum contention window of a player i ∈ P under the action profile a. Let j

denote any player in P \ {1}.

Proof: The successful transmission rate per slot of the data user in accordance

with each action profiles a(B1;·) and a(Bk>1;·), respectively, are given from (4.3) as

follows

C1(a(Bk>1;·)) = ηkτ1(a(Bk>1;·))
(
1− p1(a(Bk>1;·))

)
T (B.42a)
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C1(a(B1;·)) = τ1(a(B1;·))
(
1− p1(a(B1;·))

)
T . (B.42b)

To show C1(a(Bk>1;·)) < C1(a(B1;·)), it’s sufficient to show

ηkτ1(a(Bk>1;·)) > τ1(a(B1;·)) (B.43a)

p1(a(Bk>1;·)) > p1(a(B1;·)). (B.43b)

Those will be proven as follows.

The conditions of this theorem satisfy those of Lemma 4.7. In the action space

A0, I partition the cases by the action a1 of user 1.

Consider a1 = B1. From (B.39),

τ1(a(B1;·)) =
2

WB1

(
2− 1∏Ns

i=2(1− τi(a(B1;·)))

)
. (B.44a)

Otherwise, a1 = Bk. From (B.39),

τ1(a(Bk>1;·)) =
2

ηkWB1

(
2− 1∏Ns

i=2(1− τi(a(Bk>1;·)))

)
. (B.44b)

When a1 changes from Bk>1 to B1, c in (B.33) decreases because class Bk>1 has

higher CWmin than class B1. Then, from Lemma 4.7, for any player j 6= 1, we have

τj(a(Bk>1;·)) > τj(a(B1;·)). (B.45)

From (B.44) and (B.45), I obtain (B.43a) as follows

τ1(a(B1;·)) = ηk
2

ηkWB1

(
2− 1∏Ns

i=2(1− τi(a(B1;·)))

)
> ηk

2

ηkWB1

(
2− 1∏Ns

i=2(1− τi(a(Bk>1;·)))

)
= ηkτ1(a(Bk>1;·)).

Applying (B.45) to (B.34) gives (B.43b).
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B.6 Theorem 4.8

Proof: First, note that S1(a(Bk;·;Bk−1;·)) = Ssk and Sj(a(Bk;·;Bk−1;·)) = Ssk−1
under

the wireless model (4.2)–(4.4). Therefore, it is sufficient to show that all εk satisfying

(4.7) will satisfy Ssk/Ssk−1
> 1, as follows.

Let φ(W, p) = W (1 − p)/(1 − 2p). With this notation, dividing τsk from (4.2a)

by τsk−1
from (4.2a), gives

τsk
τsk−1

=
φ(WBk−1

, psk−1
) + 1

φ(WBk
, psk) + 1

. (B.46)

Moreover, we can apply Lemma 4.5 since, by hypothesis,

WBk
=

ηk
ηk−1

WBk−1
− εk > WBk−1

> 11

Hence psk > psk−1
by (4.2c). Since WBk

> WBk−1
, this implies φ(WBk

, psk) >

φ(WBk−1
, psk−1

), whence (B.46) gives

τsk
τsk−1

>
φ(WBk−1

, psk−1
)

φ(WBk
, psk)

. (B.47)

By (4.3), dividing Ssk from (4.4) by Ssk−1
from (4.4), and then substituting (B.47)

and the definition of φ gives

Ssk
Ssk−1

=
ηkτsk(1− psk)

ηk−1τsk−1
(1− psk−1

)
>

ηkWBk−1
(1− 2psk)

ηk−1WBk
(1− 2psk−1

)
. (B.48)

It remains to show that the right hand side exceeds 1.

Dividing 1− τsk by 1− τsk−1
with τk (k ∈ {t, d}) from (4.2a) gives

1− τsk
1− τsk−1

=

1− 2

φ(WBk
, psk) + 1

1− 2

φ(WBk−1
, psk−1

) + 1

<
1− 2/φ(WBk

, psk)

1− 2/φ(WBk−1
, psk−1

)
=

WBk
− 2− psk(WBk

− 4)

WBk−1
− 2− psk−1

(WBk−1
− 4)

WBk−1

WBk

1− psk−1

1− psk
.

(B.49)
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since φ(WBk
, psk) > φ(WBk−1

, psk−1
) > 1.

The final factor of (B.49) cancels with the left hand side by (B.27), and so the

hypothesis WBk
> 4 implies

1− 2psk >1− 2
WBk

− 2−
(
WBk−1

− 2− (WBk−1
− 4)psk−1

) WBk

WBk−1

WBk
− 4

=
WBk

WBk−1

WBk−1
− 4

WBk
− 4

(1− 2psk−1
).

Substituting this into (B.48) and using the fact that 1− 2psk−1
> 0 we obtain

Ssk
Ssk−1

>
ηkWBk−1

(1− 2psk)

ηk−1WBk
(1− 2psk−1

)
>

ηk
ηk−1

WBk−1
− 4

WBk
− 4

. (B.50)

For WBk
= ηk

ηk−1
WBk−1

− εk with εk ≥ 4( ηk
ηk−1
− 1), the most right hand side of (B.50)

is at least 1, which implies that Ssk > Ssk−1
.

B.7 Lemma 4.2

Proof: To prove that the attempt probability of a data user reduces when

its CWmin increases, I first find the solution of the fixed point and then prove its

property when CWmin changes.

By hypothesis, I will consider the network with Nu = 0 and Ns = Nsk . Then,

(4.2) becomes

τsk =
2

WBk

1−psk
1−2psk

+ 1
≡ g1(psk) (B.51a)

psk = 1− (1− τsk)Ns−1. (B.51b)

From (B.51b),

τsk = 1− (1− psk)1/(Ns−1) ≡ g2(psk). (B.52)

The solution of (B.51) is the solution to g1(psk) = g2(psk). Next, I will prove

that there exists a solution to g1(psk) = g2(psk) and the solution is unique.
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First, for finite Ns,

g1(0) =
2

WBk
+ 1

> g2(0) = 0

g1(1/2) = 0 < g2(1/2) = 1− (1/2)1/(Ns−1).

This, together with the fact that g1(psk) and g2(psk) are continuous functions over

[0, 1
2
], implies that there exists solution to g1(psk) = g2(psk).

Second, g2(psk) is an increasing function of psk and g1(psk) is a decreasing function

of psk . Hence, it can be concluded that the solution to g1(psk) = g2(psk) is unique.

Now I will show how the solution of the fixed point changes with CWmin as

follows.

Define g(psk ,WBk
) by

g(psk ,WBk
) = g1(psk)− g2(psk).

Let psk1 and psk2 , respectively, be the solution to g(psk ,WBk
) = 0 at WBk

= WBk1

and WBk
= WBk2

> WBk1
.

It is clear that g(psk ,WBk
) is a decreasing function of WBk

; hence, g(psk2 ,WBk1
) >

g(psk2 ,WBk2
) = g(psk1 ,WBk1

) = 0. This, together with the fact that g(psk ,WBk
) is a

decreasing function of psk , implies that psk2 < psk1 .

From (B.51b), psk2 < psk1 implies τsk2 < τsk1 . This is illustrated in Fig. B.2.

B.8 Theorems 4.1 and 4.9

Theorems 4.1 and 4.9 are immediate corollaries of the following result, with

(M1,M2) = (0, 0) and (4, 4) respectively.

Lemma B.1 Consider the wireless model (4.2)–(4.4) with Nu = 0, when all data

users use class Bk with WBk
= ηk

ηk−1
(WBk−1

−M1) +M2 for constants M1 < WBk−1
,

M2 ≥ 0 and M2 ≤M1, their dimensionless throughput increases in comparison with

using class Bk−1 .
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Figure B.2: Graphs of (B.51a) and (B.52) at different WBk
.

Proof: Consider two networks with Ns > 0, identical except that one has all

data users using classBk−1 and the other has all data users using classBk. Quantities

pertaining to the two networks will be designated by subscripts i ∈ {k − 1, k}.

Substituting (4.2c), Nu = 0 by hypothesis, and the fact that all data users are

of the same type into (3.10a) gives

E[Yi] =σ(1− τsi)(1− psi) +NsT
s
si
τsi(1− psi)

+
∑
x∈S

Txτsi
(
(1− τsi)N<x − (1− τsi)Ns−1

)
(B.53)

where N<x is the number of saturated sources with packets no larger than Tx.

Substituting (B.53) and (4.3) into (4.4) and then dividing numerator and de-

nominator by τsi(1− psi)ηi gives

T
Ssi

= σ
(1− τsi
ηiτsi

)
+ T ssi

Ns

ηi
+
∑
x∈S

Tx
ηi

( 1

(1− τsi)Ns−N<x−1
− 1
)

(B.54)

To show Ssk−1
< Ssk , it’s sufficient to show that the right hand side of (B.54) is

higher for Ssk−1
than for Ssk . Since ηk > ηk−1, it is sufficient that both

1

(1− τsk)Ns−N<x−1
≤ 1

(1− τsk−1
)Ns−N<x−1

, (B.55a)
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σ
(1− τsk
ηkτsk

)
+ T ssk

Ns

ηk
< σ

( 1− τsk−1

ηk−1τsk−1

)
+ T ssk−1

Ns

ηk−1
. (B.55b)

B.8.1 Proof of (B.55a)

Because the conditions of Lemma B.1 satisfy those of Lemma 4.2, we have

τsk−1
> τsk psk−1

> psk . (B.56)

Since τsk−1
> τsk by (B.56), the fact that (1−τsi)Ns−N<x−1 is non-increasing with

the increase of τsi establishes (B.55a).

B.8.2 Proof of (B.55b)

Showing (B.55b) is equivalent to showing the right hand side of (B.55b) subtracted

by the left hand side is greater than 0.

From (B.1),(
σ
( 1− τsk−1

ηk−1τsk−1

)
+ T ssk−1

Ns

ηk−1

)
−
(
σ
(1− τsk
ηkτsk

)
+ T ssk

Ns

ηk

)
= σ

( 1

ηk−1τsk−1

− 1

ηkτsk

)
+
( 1

ηk−1
− 1

ηk

)
(ENs − σ). (B.57)

Since E > σ by (B.1), to show that (B.57) is greater than 0, it suffices to show

ηk−1τsk−1
< ηkτsk (B.58)

as below.

Multiplying τsk−1
and τsk from (4.2a) by ηk−1 and ηk, respectively, gives

2

τsk−1
ηk−1

=
WBk−1

ηk−1

1− psk−1

1− 2psk−1

+
1

ηk−1
(B.59)

2

τskηk
= (

WBk−1
−M1

ηk−1
+
M2

ηk
)

1− psk
1− 2psk

+
1

ηk
. (B.60)
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Applying ηk > ηk−1 and M2 ≤M1 to (B.59) and (B.60),

1

ηk
<

1

ηk−1
, (B.61)

WBk−1
−M1

ηk−1
+
M2

ηk
<
WBk−1

ηk−1
. (B.62)

By (B.56),

1− psk−1

1− 2psk−1

<
1− psk
1− 2psk

. (B.63)

Substituting (B.61) and (B.63) into (B.59) and (B.60) implies (B.58).

B.9 Lemma 4.12

Proof: Consider action profiles a(Bk;·;Bk+i;·) (k < n, i ≥ 0 and k + i ≤ n) and

a(Bn;·;Bk+i;·).

To show (4.9), I first show that

Cj(a(Bn;·;Bk+i;·)) > Cj(a(Bk;·;Bk+i;·)) (B.64)

as follows.

When a1 changes from using class Bk to Bn, we have the following from

Lemma 4.7 due to WBk
< WBn

τj(a(Bk;·;Bk+i;·)) < τj(a(Bn;·;Bk+i;·)). (B.65)

We know from (B.36) that pi is decreasing in τi, and so by (B.65) we have

pj(a(Bk;·;Bk+i;·)) > pj(a(Bn;·;Bk+i;·)). (B.66)

From (4.3), the successful transmission rates per slot of the data user j under
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the action profile a(Bh;·;Bk+i;·) (h ≤ n) is

Cj(a(Bh;·;Bk+i;·)) =ηk+iτj(a(Bh;·;Bk+i;·))
(
1− pj(a(Bh;·;Bk+i;·))

)
T (B.67)

Substituting (B.65) and (B.66) into Cj(a(Bk;·;Bk+i;·)) from (B.67) and

Cj(a(Bn;·;Bk+i;·)) from (B.67) gives (B.64).

Then, applying Theorem 4.8 in the action profile a(Bk;·;Bk+i;·) and a(Bn;·;Bk+i;·)

gives

C1(a(Bk;·;Bk+i;·)) ≤ Cj(a(Bk;·;Bk+i;·)) (B.68)

C1(a(Bn;·;Bk+i;·)) ≥ Cj(a(Bn;·;Bk+i;·)). (B.69)

From (B.64), (B.68), and (B.69), we have (4.9).

B.10 Theorem 4.11

Proof: Note that the conditions of this theorem satisfy those of Lemma 4.12.

Consider an action profile with at least one data user using a class other than

Bn. Choose the data user using the lowest class among all users under this action

profile. Then, according to Lemma 4.12, that user has incentive to change its action

to using class Bn to improve its throughput. Therefore, it can be concluded that no

action profile in which at least one data user using lower class than Bn is a Nash

equilibrium.
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