Time Resolved Study of Femtosecond Microfabrication In Silica Glass
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ABSTRACT

We report investigation of light-induced damage threshold (LIDT) in purified silica (transmission band down to 160 nm) by 350 fs laser pulses at the wavelength of 795 nm and 498 nm. Focusing a single pulse by a high numeric aperture NA = 1.35 microscope objective lens results in one of the lowest single-shot bulk LIDT values reported so far, 5 J/cm², while the surface ablation threshold is 2.5 J/cm² with both values being well below the critical self-focusing power in silica. Furthermore, we report the peculiarities of damage by two-pulse irradiation (duration of each pulse is 440 fs), where both pulses have energies at the level of 0.5 x LIDT. Comparison between the experimental data and numeric simulation, which takes into account optical free-carrier generation and relaxation, demonstrates that these processes can explain the measured self-focusing, super-continuum generation, and light-induced damage threshold values. We argue that use of high numeric aperture objective, despite substantial temporal pulse stretching, results in tight focusing which is capable of overcoming the beam self-focusing, and the resulting fabrication quality is comparable to that obtained using shorter pulses.
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1. INTRODUCTION

Three-dimensional microstructuring in the bulk of transparent materials by high intensity fs laser pulses typically uses optical microscope, which produces strongly focused laser beams. Under these circumstances light-material interaction differs strongly from that encountered in the case of surface laser ablation. One particular issue, important for making the femtosecond fabrication more practical and cost-effective is the reduction of the photo-modification intensity threshold. To clarify this issue, and fully exploit the possibilities of 3D fabrication, the dynamics of dielectric breakdown occuring in the bulk within a tiny volume with sub-μm radius over sub-ps timescale must be revealed. Numerous earlier investigations of the interaction of intense laser radiation with transparent solids have focused on the dependence of the surface damage threshold on the pulsewidth in various materials, while the role of multiphoton and avalanche ionization have been studied in.

Dielectric breakdown through the optical absorption of laser radiation is due to partial or complete ionization of the material, usually treated as a consequence of i) multiphoton ionization coupled with tunneling, causing the excitation of electrons into the conduction band, ii) electron-electron collisional ionization due to the Joule heating, iii) transfer of the plasma energy to the lattice. In the first two processes, energy from the laser radiation is transferred to the free carrier plasma, while the third process releases plasma energy to the lattice, thus inducing permanent damage. Vaidyanathan et al. emphasize that in many cases when ionization potential Δ ≈ 4hw, strength of the damage field predicted by the Keldysh multiphoton absorption formula is smaller than that resulting from the avalanche model, and is in close agreement with the experimental value. Moreover, these observations are inconsistent with Blombergen’s hypothesis, according to which the multiphoton absorption would be the dominant mechanism for the laser-induced damage for photon energies exceeding half of the bandgap energy. Stuart et al. have shown
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that if the multiphoton ionization occurs during the pulse propagation and the excited free electrons further seed 
the electron avalanche, the rate-equation approach can be used to obtain the electron density, which determines the 
ablation threshold. Recent results confirm that this model of optical breakdown is valid in general, but the nature 
and relative role of the electron avalanche and photoionization still remain controversial. Also, it should be noticed, 
that tunneling ionization can contribute to the free-carrier excitation, especially in the case of pulses shorter than
\(~100\) fs. However, only few experimental and theoretical investigations were performed on the light-induced damage 
mechanism in the bulk of silica.\textsuperscript{1,9,10} One of the possible reasons for this situation is in the fact that great care 
must be taken to avoid the self-focusing, which can significantly alter the experimentally determined values of LIDT 
for subpicosecond pulses. Use of high numerical aperture microscope lens for the pulse focusing gives a possibility to 
overcome this problem.\textsuperscript{10,11} Such focusing conditions allow to reach a single-shot LIDT at much lower power levels 
then in the case of self-focusing. The critical self-focusing power for the silica glass is about 3.92 MW, whereas the 
laser peak power in our experiments was just 0.74 MW even at 10\times LIDT. Therefore, we do not need to take the 
self-focusing into account in the numeric simulations.

It is important to note, that fast (femtosecond) and slow (longer than picoseconds) relaxation processes can be 
exploited to lower the photo-modification threshold in the experiments using two beam irradiation. In silica, both 
sub-ps (0.2 ps\textsuperscript{12,13}) and extremely long ns-ms (comparable to the lifetime of self-trapped excitons\textsuperscript{14}) relaxations are 
reported. The second pulse can effectively launch an avalanche, which will eventually reach the light-induced damage 
threshold (LIDT or dielectric breakdown) of the material, provided that the free carriers (electrons and holes) seeded 
by the first pulse, are present. The role of the holes in multiphoton absorption and in the avalanche formation has 
not yet been addressed properly. It was demonstrated recently, that hole decay in O 2s level can generate two pairs 
of excitons in silica.\textsuperscript{15}

In this work we report the reduction of LIDT in silica when two pulses are used for the damaging, and demonstrate 
the possibility to reduce LIDT by increasing the lattice temperature.

2. EXPERIMENTAL SETUP FOR TWO CONSECUTIVE PULSE IRRADIATION

The experimental setup for LIDT measurements consists of a Ti:sapphire laser with regenerative amplifier (Spectra 
Physics) and a microscope (Olympus IX70 or Nikon Optiphot-2). Typical pulse energy of the laser system is 0.5 mJ, 
duration 100-120 fs (FWHM) at the fundamental wavelength of 795 nm. The pulse is then split into two mutually 
delayed pulses using the setup shown in Fig. 1. The mechanical precision of the delay stage (500 nm) allows to 
achieve 2 fs temporal resolution, while broad delay range is ensured by the possibility to use coarse translation of 
the delay stage. The two pulses are introduced co-axially into the microscope, where they are focused by 100x 
magnification and \(NA = 0.5 - 1.35\) numerical aperture objective lens. We carefully estimated the temporal pulse

---

**Figure 1.** Laser setup (a), where 1 is the Ar-ion laser, 2 is the Ti:sapphire fs-oscilator, 3 YLF:Nd laser, which is 
pumping the regenerative amplifier 4. (b) The two separated delayed pulses for two-pulse LIDT measurements were 
obtained using this setup: R1 and R2 are the broadband hollow retro-reflectors. R2 is mounted on a high precision 
delay line DL with 2 fs resolution, M are the mirrors, F are the metallic variable neutral density filters, and \(\lambda/4\) is 
the quarter-wave plate. (c) Fabrication was done at the focal point of the microscope 1. 2 is a high precision PZT 
stage and its driver, 3 - sample holder, 4 - objective lens, and 5 - condensor.
spreading induced by the optical elements used in the setup. In our experiments we used polarizing beam splitters
(BS in Fig. 1) made from highly dispersive BK-7 optical glass. The eventual pulse duration at the entrance to the
microscope is about 430 fs, while the microscope alone broadens the laser pulse to about 350 fs. Thus, the actual
pulse duration at the irradiation site is about 440 fs in the two-pulse LIDT experiments at 795 nm wavelength.

Temporal coincidence of the pulses was checked using co-linear second harmonic generation in a 1 mm thick BBO
 crystal (1st phase-matching type). The optical axis of the crystal was oriented at 45° with respect to the plane of
the incident beam polarization. This allowed to fix the temporal overlap of the two pulses within 0.4 ps accuacy.
Direct observation of the spatial (lateral and axial) coincidence of the two pulses with the microscope was done by
luminescence visualization of the beam, focused in the rhodamine dye solution. The spatial overlap was fixed with
precision better than 0.3 μm, and was also checked by monitoring the damage inflicted by each pulse separately at
the power level of LIDT. The temporal overlap in the case of 398 nm wavelength was checked by observing the signal
generated by two pulse interference pattern on a photodiode. The two cross-polarized pulses were passed through
the polarizer oriented at 45° with respect to the polarizations of both pulses and were incident on the photodiode.
The temporal overlap was set with the accuracy of 0.4 ps.

Temperature dependence of LIDT was measured using a Linkam-1500 annealing chamber mounted on the Nikon
Optiphot-2 microscope. The setup allows to heat the sample up to the temperature of 1500°C, while irradiating and
monitoring it with 40× magnification objective lens of NA = 0.55.

In our experiments we used low contamination silica, ED-C brand, from Nippon Silica Glass (OH concentration
less than 1 ppm, Cl ≤ 830 ppm ) with transmission band down to 160 nm (transmission at 50% shown). Synthetic
ED-C silica was made by a vapor-phase axial deposition (VAD), a kind of soot remelting technology. Effective
bandgap of ED-C silica was evaluated from the dependence α ∝ √hν, which is valid for direct transitions, and
yields Δ=7.4 eV. Such estimate assumes direct optical transitions between the density of states tails in amorphous
materials.

3. RESULTS AND DISCUSSION

3.1. Definition of Light Induced Damage Threshold for N pulses (LIDT(N))

Large number of experimental and theoretical studies have been devoted to determine LIDT in various materials. The
recent experimental data in silica are summarized in Table 1. The discrepancy seen in the experimental results may
arise from the different techniques of LIDT determination. So far the most popular laser-induced damage definition
techniques are: i) light scattering at the irradiation point, ii) plasma emission (white continuum generation), iii)
observation of any visible permanent sample modifications with Nomarski-type microscope. Quoix et al.18 have
demonstrated the possibility to study the breakdown study by using frequency domain interferometry (FDI).

In our work, determination of single pulse LIDT was done by direct in situ optical observation in the microscope
with about 398 nm spatial resolution using NA = 1.35 objective lens (i.e. the lateral resolution attainable with
condenser illumination of the fabricated spot). Typical images are presented in Fig.2(a,b). Hereinafter LIDT(1)
refers to the single pulse LIDT, while LIDT(2) refers to the double pulse LIDT. The LIDT was determined as the
Table 1. Dielectric breakdown thresholds in silica.

<table>
<thead>
<tr>
<th>Pulse duration, fs</th>
<th>Wavelength, nm</th>
<th>Fth, J/cm²</th>
<th>Detection method</th>
<th>Remarks</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>780</td>
<td>2</td>
<td>Scattering</td>
<td>single-shot, surface</td>
<td>Ref. 2</td>
</tr>
<tr>
<td>25</td>
<td>800</td>
<td>1.5</td>
<td>Continuum generation</td>
<td>single-shot, surface</td>
<td>Ref. 12</td>
</tr>
<tr>
<td>100</td>
<td>800</td>
<td>3.9</td>
<td>Optical microscope</td>
<td>single-shot, bulk</td>
<td>Ref. 16</td>
</tr>
<tr>
<td>100</td>
<td>800</td>
<td>2.89</td>
<td>Scattering</td>
<td>multi-shot, bulk</td>
<td>Ref. 16</td>
</tr>
<tr>
<td>100</td>
<td>800</td>
<td>3.8</td>
<td>Nomarski microscope</td>
<td>single-shot, surface</td>
<td>Ref. 17</td>
</tr>
<tr>
<td>100</td>
<td>800</td>
<td>0.9</td>
<td>Nomarski microscope</td>
<td>multi-shot, surface</td>
<td>Ref. 17</td>
</tr>
<tr>
<td>200</td>
<td>800</td>
<td>2</td>
<td>Nomarski microscope</td>
<td>Single-shot, surface</td>
<td>Ref. 4</td>
</tr>
<tr>
<td>200</td>
<td>800</td>
<td>11</td>
<td>Continuum generation</td>
<td>Single-shot, bulk</td>
<td>Ref. 1</td>
</tr>
<tr>
<td>760</td>
<td>800</td>
<td>1.7</td>
<td>FDI</td>
<td>Single-shot, surface</td>
<td>Ref. 18</td>
</tr>
<tr>
<td>350</td>
<td>795</td>
<td>5</td>
<td>Optical microscope</td>
<td>Single-shot, bulk*</td>
<td>Present study</td>
</tr>
<tr>
<td>350</td>
<td>795</td>
<td>2.5</td>
<td>Optical microscope</td>
<td>Single-shot, surface</td>
<td>Present study</td>
</tr>
<tr>
<td>350</td>
<td>795</td>
<td>4.5</td>
<td>Optical microscope</td>
<td>Multi-shot, bulk*</td>
<td>Present study</td>
</tr>
<tr>
<td>440</td>
<td>795</td>
<td>6.9</td>
<td>Optical microscope</td>
<td>Single-shot, bulk*</td>
<td>Present study</td>
</tr>
</tbody>
</table>

* Measured at 100 μm depth.

Figure 3. Optical damaging of ED-C silica with two fs-pulses separated in time. (a) The dependence of second pulse energy, E2, on the time delay between the two pulses at different ratio E2/E1 (E1 = 0.5 x LIDT(1) - black markers). The energy of the first sub-threshold pulse, E1, was constant. The pulse energies are normalized to the single-shot LIDT(1) = 32.6 nJ of silica. (b) Simulated two-exponential decay were calculated by y = 0.5(e^{-x/T1} + e^{-x/T2}) (1) and y = 0.85e^{-x/T1} + 0.15e^{-x/T2} (2). The time constants were 1 and 40 ps (solid-black line) and 2 and 40 ps (dashed-black line), respectively. Experimental LIDT recovery data presented as (1 - E2) (given by 3,4; data are taken from (a)). (c) Verification of the dependence E1 + E2 = LIDT(1) (1). The grey region depicts the area where LIDT(2) < LIDT(1) in silica. Experimental data are connected by lines, which are drawn as a visual aid only.

power level at which 75% of all laser shots leave observable change in the optical contrast in the sample. This definition enabled us to determine LIDT values more than 2 times lower, compared to those reported by Du et al. The single-shot bulk LIDT fluence was 5 J/cm² for the 350 fs pulses (see Table 1). The LIDT(1) value on the surface was measured to be 2.5 J/cm², half of the bulk value at 100 μm, and is among the lowest values measured in silica (Table 1). This infers that sensitivity of the technique is sufficient to determine inherent LIDT of silica.

3.2. Two consecutive pulse damaging of silica at 795 nm

First, we address the question whether LIDT for multi-shot excitation is smaller than for single-shot excitation. If the first laser pulse with sub-threshold energy E1 < LIDT(1) modifies material to a degree sufficient to decrease the LIDT value, then the second pulse can induce optical damage at E2 < LIDT(1) − E1. From the simulation of free-carrier generation (see Sect. 3.5 for details) the following scenario is expected. The first pulse at 0.5 × LIDT
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Figure 4. (a) Time dependency of \((1 - E_2)\) (normalized to its maximum), when \(E_1 \approx LIDT(1)\) at 795 nm wavelength. No damage was recorded by the first pulse even at this fluence of \(LIDT(1)\) due to the slight defocusing. The new level of \(LIDT'(1)\) is given by dotted line. Simulated time decays (grey lines) are calculated by \(y = 0.5(e^{-x/\tau_1} + e^{-x/\tau_2})\), where \(\tau_1 = 2\) ps and \(\tau_2 = 40; 100; 500\) ps, respectively (grey lines). (b) Schematic presentation of axial cross-section of the focal point along the optical axis (the light propagation is shown by the arrow). Any change of refractive index \(\pm \Delta n\) causes change in the spot size and location. (c) Presentation of the expected time dependence of the change in refraction index. Temporal profile of Gaussian excitation pulse is given by gray-shaded area (c).

creates some density of free conduction electrons below the critical LIDT density. The electron density peaks after about 300 fs, and subsequently decays. The second delayed pulse interacts with the excited free carriers, and thus less energy is required in order to reach the critical density at zero delay between the two pulses. With increasing delay, density of electrons, left in the conduction band after the first pulse decreases due to the relaxation (such as free-carrier scattering, fast nonlinear diffusion, all types of free-carriers capture and recombination), and therefore higher pulse energy is required for reaching LIDT. For long delays the material recovers totally after the first pulse and one-pulse \(LIDT(1)\) is required for achieving damage.

**Results.** These theoretical predictions were checked experimentally by optical damaging with two cross-polarized fs-pulses. Cross-polarized irradiation allows to avoid interference effects, which may decrease the accuracy of the LIDT determination. In the two-pulse experiments the energy of the first pulse \(E_1\) was fixed at certain level below \(LIDT(1)\), and below is expressed in the units of \(LIDT(1)\), while the energy of the second delayed pulse \(E_2\) was adjusted for each delay to the level required to reach the optical breakdown, i.e. \(LIDT(2)\). For positive delays the fixed-energy pulse \(E_1\) precedes the delayed one. The absolute value of \(LIDT(1)\) was found to be 6.9 J/cm² (Table 1).

In two-pulse experiments we have observed increase in LIDT for delays between 1 and 2 ps (Fig. 3(a,b)). The actual pulse duration inside the sample was 440 fs. Fig. 3(b) depicts the same data as in Fig. 3(a), but given as the normalized recovery time of silica LIDT. In fact, no decrease in \(LIDT(2)\) occurs, i.e. \(E_1 + E_2 = LIDT(1) \pm 1\) as compared with that for a single pulse (\(LIDT(1)\)). LIDT recovery of silica can be well approximated by a two-exponential decay (Fig. 3(b)), with the fast time constant being \(\tau_1 = 1 \sim 2\) ps. Fig. 3(c) shows the dependence of the delayed beam energy \(E_2\) on the fixed beam energy \(E_1\). All data points were measured at zero delay between the pulses.

The data in Fig. 3 were obtained when the pulse spatial overlap and their alignment along the optical axis of the microscope was fully optimized, i.e. at the smallest focal volume. Under these conditions, the lowest LIDT were observed. The prevailing source of uncertainty in the two-pulse optical damaging experiments is beam misalignment, which affects axial overlap of the pulses. Signatures of two pulses not coinciding spatially are the increase in the values of LIDT, and “erasure”, or recovery of the observable transmission changes (made by the first pulse) after the irradiation by the second pulse. This phenomenon was reported recently and is particularly important for negative delays, where increase of \(LIDT(2)\) was up to 200%. We have deliberately introduced misalignment between the two pulses to reach \(LIDT(1) = 51\) nJ > \(LIDT(1)\). Then, the experiment was carried out with \(E_1 = 0.7 \times LIDT(1) = const.\) The results are shown in Fig. 4. Instead of LIDT recovery, more complex temporal evolution was observed. One of the most feasible causes for this is the heating in the focal spot, which is more significant in this experiment as compared with the data presented in Fig. 3. The overall energy delivered to the
Figure 5. (a) Dependence of plasmon wavelength on the free carrier concentration. (b) Complex refraction index \( n'(\omega) + in''(\omega) \) vs. wavelength \( \lambda (\omega = 2\pi\lambda/c) \) according to eqns. 3 and 4. Spectra of free carrier plasma at concentration of \( 1.77 \times 10^{21} \text{ cm}^{-3} \) calculated for a fast electron-phonon interaction equal to the plasmon frequency \( \nu = \omega_p/2\pi \) (1) and at \( \nu = (\omega_p/2\pi)/5 \) (2). (c) Reflection and absorption at free carrier concentration of \( 1.77 \times 10^{21} \text{ cm}^{-3} \) (corresponding plasmon wavelength \( \lambda_p = 793 \text{ nm} \)). The reflection is calculated for different relaxation rates: \( \nu = (\omega_p/2\pi)/100 \) (1), \( (\omega_p/2\pi)/10 \) (2), and \( (\omega_p/2\pi)/5 \) (3).

focal region is several times larger than that in the case of perfectly aligned setup. The influence of temperature on LIDT is discussed in the following section and in Sec.3.4.

Discussion. Silica surface ablation experiments using double-pulse irradiation have demonstrated sharp increase in LIDT for the second pulse within the delay range 67-200 fs. While varying the pulse energy below the single pulse LIDT(1) the two pulse energy ratio was kept constant. The obtained results were later explained by self-trapping of the electron-hole pairs and formation of self-trapped excitons. This dynamic behaviour of LIDT is faster than the 0.4 ps temporal resolution used in our experiments.

To explain our experimental data we need, first of all, to consider temporal variations of refractive index in the focal point. The low-intensity refractive index \( n_0 \), becomes modified in time due to the photoexcitation, with change \( \Delta n(t) \) expressed as:

\[
n_t = n_0 + \Delta n(t) = n_0 + \Delta n_{Kerr}(t) + \Delta n_{FCC}(t) + \Delta n_T(t) + \Delta n_p(t),
\]

where \( \Delta n_{Kerr} > 0 \) is the Kerr nonlinearity related contribution of bound electrons, which is important on the early stages of pulse excitation while the free charge carrier (FCC) concentration is low (< \( 10^{17} \text{ cm}^{-3} \)). This contribution is small due to small nonlinearity of silica, \( \chi^{(3)} = 3.11 \times 10^{-14} \text{ esu} \) or \( \chi^{(3)} = 4.34 \times 10^{-18} \text{ cm}^2/\text{V}^2 \). Thus, \( \Delta n_{Kerr}(t) = 2n_2(E^2(t)) = n_2 I(t) = 3\chi^{(3)} - 4n_{FCC}^2 I(t) \ll n_0 \) for our pulse intensities, \( I \) (in W/cm²). Kerr contribution is at later times smeared out and overridden by the negative change of the refractive index, \( \Delta n_{FCC} < 0 \) due to FCC. This is the largest contribution to \( \Delta n \), since absolute value of \( \Delta n_{FCC} \) is comparable to \( n_0 \), and will be discussed separately. The term \( \Delta n_T \) in eqn. 1 is the temperature related change of the refractive index, which can be expressed in terms of thermo-optical coefficient, \( \partial n/\partial T \) or \( \partial \varepsilon/\partial T \), from Clausius-Mossotti relationship (dielectric constant \( \varepsilon = n^2 \)).

\[
\frac{1}{(\varepsilon - 1)(\varepsilon + 2)} \frac{\partial \varepsilon}{\partial T} = -\alpha \left[ 1 - \frac{V}{\alpha_m} \left( \frac{\partial \alpha_m}{\partial V} \right)_T \right] + \frac{1}{3\alpha_m} \left( \frac{\partial \alpha_m}{\partial T} \right)_V,
\]

where \( \alpha_m \) is the macroscopic polarizability. The first two terms are the most important ones. The positive thermal expansion coefficient \( \alpha \) results in negative thermo-optical coefficient. When the thermal expansion is small as in silica (indicated by high melting point, hardness, and high elastic moduli), the \( \partial n/\partial T > 0 \) dominated by the volume change of polarizability. In silica \( \partial n/\partial T = 10^{-5} \text{ K}^{-1} > 0 \), whereas in crystalline materials, such as quartz \( \partial n/\partial T = -2.9 \times 10^{-6} \text{ K}^{-1} < 0 \) for ordinary and extraordinary beams, respectively. As can be seen, relative thermal modification of refractive index can not account for the substantial change in the index at temperatures up to the melting point, i.e., \( |\Delta n_T| \ll |n_0| \) in eqn. 1. The same can be said about the last term in Eqn. 1 \( \Delta n_p(t) \), which represents change of refractive index induced by the pressure. Moreover, the pressure wave, even if it is driven at
shock velocity, which is typically twice the sound speed (4.2 km/s in silica), passes the distance equal to the lateral radius of the focal spot (359 nm) in 428 ps. This yields the temporal range within which pressure-induced refractive index changes occur.

The focusing of the second pulse is altered by the first pulse when the local index changes reach the magnitude of $\approx 0.1 \times n_0$. Assuming the main refractive index mechanism due to the free carriers, complex refractive index $\tilde{n} = n' + i n''$ can be found from the Maxwell’s equations given in the form:

$$n' = \begin{cases} \sqrt{1 - \frac{\omega_p^2}{\omega^2}}, & \omega > \omega_p \\ \frac{\nu}{\omega} \frac{\omega_p^2}{\omega^2 - 1}, & \omega < \omega_p \end{cases}$$

(3)

$$n'' = \begin{cases} \frac{\nu}{\omega} \frac{\omega_p^2}{\sqrt{1 - \frac{\omega_p^2}{\omega^2}}}, & \omega > \omega_p \\ \frac{\nu}{\omega} \frac{\omega_p^2}{\omega^2 - 1}, & \omega < \omega_p \end{cases}$$

(4)

where $\nu$ is the electron-phonon collision time, $\omega_p(N) = \sqrt{4\pi \tau_e N c}$ is the cyclic plasmon frequency dependent on the free-carrier density, and $\tau_e = e^2/m_c c$ is the classical electron radius expressed in terms of its charge $e$, mass, $m$, and light velocity, $c$. Quantities derived from Eqns. 3 and 4 are presented in Fig. 5. The refractive index variation due to free carriers become comparable to the refractive index in vicinity of plasmon resonance, where material becomes reflective (Fig. 5(c)).

The LIDT recovery within 1-10 ps can be understood as a consequence of local modification of the focusing conditions due to the refractive index change caused by free carriers. According to Fig. 4(c), free carrier relaxation can follow trace 1 or 2. A possible explanation for the onset of the increase in the normalized $(1 - E_2)$ in Fig. 4(a) at about 10 ps is that the crossover point in the refractive index recovery is reached, according to trace 1 in Fig. 4(c). Another possibility for the explanation is in the LIDT temperature dependence, which is discussed in Sec. 3.4.

### 3.3. Damaging of silica by two consecutive pulses at 398 nm

LIDT recovery over similar time scale was observed in silica damaged by 398 nm pulses (Fig. 6). These results can be interpreted by the relaxation of refractive index at the focus. The free-carrier generation by the 398 nm pulse is certainly different from that discussed above, but the fast part of LIDT recovery occurs within similar time scale of 1-2 ps.
3.4. Temperature control of LIDT(1)

Fig. 7(a) shows the LIDT(1) dependence on the temperature. The more than two-fold decrease of LIDT can be reached by moderately elevating the temperature to 150 – 250°C. The temperature dependence of the linear thermal expansion coefficient α in similar silica glasses is presented for comparison in Fig. 7(b). The obvious anti-correlation between LIDT(T) and α(T) can be understood in terms of temperature-dependent molar heat capacity at constant volume $C_V$, and thermal conductivity, $\kappa$, (see discussion in the text).

Mechanical properties of materials are related to the optical damage. Linear thermal expansion coefficient, defined as $\alpha(T) = L^{-1}dL/dT$, where $L$ is the length in arbitrary units, and thermal conductivity $\kappa$ are temperature-dependent by definition. For isotropic glass material, the volume expansion coefficient $\alpha_V = 3\alpha$ and the Grüneisen relationship relates the thermal expansion coefficient to the molar heat capacity $\alpha(T) = \gamma C_V(T)/(3B_0V_0)$. Here $B_0$ and $V_0$ are the bulk modulus and the volume at $T = 0$ K, respectively, and $\gamma = 1/2$. Thus, $\alpha$ has the same temperature dependence as the heat capacity at constant volume $C_V$. The thermal conductivity is given by $\kappa = C_V v l/3$, where $v$ is the phonon (sound) velocity and $l$ is the phonon mean free path. At low temperature $T \ll \theta_D$, where $\theta_D$ is Debye temperature of crystal, both $\alpha$ and $\kappa$ increase as $T^3$ (Debye theory $C_V(T) \propto T^3$). At higher temperature $C_V$ reaches the classical limit $C_V(T) \approx \text{const}$. At the same time $\kappa \approx 1/T$ at high temperature, since the phonon density is proportional to $T$, and consequently, $l \propto 1/T$.

The results in Fig. 7(a) show that optical damage of silica can be inflicted at lowest fluence when the linear thermal coefficient is maximized. Even for short pulses (< 1 ps) the temperature of silica target is important. As far as optical damaging using high-NA objective is concerned, fast melting and thermal quenching is important due to the small volume of the excited material, usually 1 μm³. The spatio-temporal profile of the temperature field after the excitation by δ-shaped thermal pulse is given by the solution of the equation $\partial T/\partial t = \chi \Delta T + \text{Const} \times \delta(r)\delta(t)$, given below:

$$T(r,t) = \frac{\text{Const}}{(4\pi \chi t)^{3/2}} \exp\left(-\frac{r^2}{4\chi t}\right),$$ 

where $r$ and $t$ are the spatial coordinate and time, respectively, and $\chi$ is the thermal conductivity. The latter can be expressed in terms of mass density $\rho$, heat capacity at constant pressure $C_P$, and thermal conductivity $\kappa$ by the relation $\chi = \kappa/\rho C_P$. This suggests that the irradiation spot is expected to cool down in time according to the $T \sim t^{-3/2}$ law, and spread in space according to the $r \sim (\chi t)^{1/2}$ law. The characteristic time $d^2/\chi$ shows the time scale over which the temperature changes are expected to occur at the irradiation spot of diameter $d$. For silica, $\chi = 8.408 \cdot 10^{-7}$ m²/s, and taking the diffraction-limited irradiation spot size $d = 1.22\lambda/NA = 718$ nm, one can find $d^2/\chi \approx 610$ ns. Much faster changes were observed experimentally (Fig. 4) in the recovery of $E_2$. A possible explanation of these results is by nonlinear diffusion, and much smaller than expected diameter of the spot excited/heated by the first pulse.
3.5. Simulation of free carrier generation by a subpicosecond pulses

In this section we shall discuss mechanisms responsible for the electron promotion into the conduction band of silica under excitation by 440 fs pulses. Prior to that it is relevant to discuss determination of the optical breakdown threshold in some detail. From the modeling point of view, the optical breakdown of a dielectric is associated with excitation of free carriers at density equal to or above the critical density \( n_{cr} \). In a rigorous theoretical approach the breakdown is assumed to occur above the critical laser intensity (or laser field \([V/cm]\)) when the rate of electron energy gain from the laser field exceeds the rate of the energy loss to the lattice via the phonon scattering; or when the solid reaches the temperature close to the melting (or softening for glasses) point.\(^{23}\) In our calculations we use free electron density \( 10^{21} \text{cm}^{-3} \), which is close to the plasma frequency for 795 nm irradiation: \( n_{cr} = \omega^2 m_0 e^2 / e^2 = 1.4 \times 10^{21} \text{cm}^{-3} \), where \( \omega \) is the laser angular frequency, \( m \) is the electron mass, \( e_0 \) is the vacuum permittivity, and \( e \) is the electron charge. Referring to the LIDT definition given in Sect. 3.1, such silica modification exhibits signatures of very hot and dense plasma formation, accompanied by microexplosion at the beam focus. During the pulse propagation both plasma excitation and heating must occur. Therefore, we will use \( \tau_p / 2 \) as an estimated breakdown time (the carrier density \( n_{cr} \) is reached), regardless of whether cascade or multiphoton ionization is the dominant mechanism.

For numeric modeling of variations in the free electron density we use modified rate equation formalism derived by Stuart et al.\(^4\) Based on the transmission spectrum\(^19\) we take the ionization potential of the ED-C brand silica to be 7.4 eV instead of commonly accepted bandgap energy of crystalline quartz silica \( \Delta \approx 9 \div 10 \text{ eV} \). Photo-ionization is sensitive to the Keldysh parameter \( \gamma = \omega \sqrt{m^* \Delta / e E} \), which conditionally divides the ionization process into two types: the multiphoton ionization when \( \gamma \gg 1 \), and the tunneling ionization when \( \gamma \ll 1 \); here \( E \) is the peak laser field, and \( m^* \) is the reduced electron mass evaluated as follows. The effective mass of conducting band electrons in silica can be evaluated using formulas derived from the perturbation theory \( k\cdot p \) approach:\(^{24}\)

\[
m / m^* = 1 + \frac{2 \xi^2 m d^2 V_2^2}{3 \Delta \hbar^2},
\]

where covalent energy \( V_2 = 2.16 \hbar^2 / (md^2) \). Here \( m \) is the electron mass, \( d = 1.61 \text{ Å} \) is the length parameter for silica,\(^{24}\) \( \Delta = 7.4 \text{ eV} \) is the band gap energy, and scale parameter \( \xi \approx 1 \). This gives \( m^* \approx 0.8 m \).

Numeric calculations are most complex for \( \gamma \approx 1 \), when the simplifications made in the expression for the dielectric ionization probability for tunneling or multiphoton ionization are no longer valid. Under our experimental conditions Keldysh parameter varies as \( \gamma = (1.1 \ldots 1.8) \). We would like to point out, that some papers dealing with dielectric breakdown do not pay attention to the importance of \( \gamma \) value, which is also sensitive to such material constants as the effective mass of electron and the bandgap energy. We used the following Keldysh expression for the probability of the multiphoton ionization in condensed matter:\(^{25}\)

\[
W = \frac{2 \omega}{9 \pi} \left( \frac{m^* \omega}{\hbar} \right)^{\frac{3}{2}} \exp \left( 2K \Phi(z) \right) \left( \frac{1}{16} \right) \left[ \frac{e^2 I_0}{m^* \Delta \omega^2 \epsilon_0 n_0} \right]^K
\]

\[
\Phi(z) = \exp \left( -z^2 \right) \int_0^z \exp \left( y^2 \right) dy
\]

\[
z = \sqrt{2K} \frac{2 \Delta}{\hbar \omega},
\]

here \( K = (1 + \Delta / \hbar \omega) \) is the number of photons necessary to ionize silica. Using this expression the six-photon \((K = 6)\) ionization rate \( P(I) \) can be expressed as

\[
P(I) = 4.07 \times 10^{13} I_0^6 \text{ cm}^{-3} \text{ps}^{-1},
\]

where the peak intensity \( I_0 \) is in \( \text{TW/cm}^2 \). This value is about 3 orders of magnitude lower than that quoted in Ref. 18, but about 5 orders of magnitude exceeds that reported by Lenzner et al.\(^2\) However, it is worth to note, that smaller ionization rate assumed in our calculations does not change the qualitative picture of the interplay between the multiphoton and cascade ionization. Tunneling ionization is less important for less intense light fields.

Once free electrons are promoted into the conduction band by multiphoton absorption, they can further gain energy by single photon absorption similar to so called inverse bremsstrahlung absorption in ionized gas. The highly energetic electrons undergo momentum and energy relaxation simultaneous with absorption, during which the
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Figure 8. The dependence of the excited free electron density on the excitation time (Eqn. 12), showing the effect of the laser irradiation intensity on the temporal profile of the free electron density. The critical plasma density, \( n_{cr} \) corresponds to the optical breakdown of silica. The laser pulse duration is 440 fs (FWHM).

Electron-electron and electron-phonon collisions can be assumed to be inelastic, and new electron-hole pair is created in every collision. The cascade ionization rate \( \alpha \) per electron is given by:

\[
\alpha(I) = \frac{1}{\omega^2 \tau^2 + 1} \left[ \frac{e^2 \tau}{cn_0 \omega \Delta} I_0 - \frac{m \omega^2 \tau}{M} \right],
\]

where \( \tau \) is the effective electron collision time, \( n \) is the silica refractive index, and \( M \) is the mass of \( \text{SiO}_2 \) molecule. The first term is related to the electron energy gain from the electric field, while the second term describes energy transfer from electrons to heavy molecules during the elastic collisions. In our calculations we took \( \tau = 2 \) fs. Therefore, minimum time for each doubling sequence in the avalanche is given by the product \( \tau \times K = 12 \) fs. If every inelastic collision is coupled with the inverse bremsstrahlung event, a cascade starting from a single seeded electron can produce \( 2^{440/12} = 1.4 \times 10^{11} \) free electrons in one laser pulse. This implies that the free electron density of \( 10^{10} \) cm\(^{-3} \) must be produced by multiphoton ionization to finally reach the critical electron density \( \rho_{cr} \) by avalanche. Eqns. (11) and (10) can be combined into the following expression for the conduction band electron density:

\[
n(t) = \left( \frac{P(I)}{\alpha(I)} \right) \exp \left( \alpha(I) t \right) - \frac{P(I)}{\alpha(I)},
\]

where \( n_{e0} \) is the initial free electron density in the conduction band. Using this expression we can predict the electron density \( n(t) \) excited during a passage of \( \tau_p = 440 \) fs pulse, and \( \omega = 2.37 \times 10^{15} \) s\(^{-1} \) frequency for fixed irradiation intensity. Fig. 8 shows the temporal evolution of the free electron density following the excitation by the fs light pulse for different intensity levels: the experimentally obtained \( \text{LIDT}(1) \) (solid line), the theoretical \( \text{LIDT}(1) \) value considering the breakdown is reached at the half of the pulse (dashed line), and \( 0.5 \times \text{LIDT}(1) \) (dotted line). It follows from the theoretical calculations, that at the experimentally determined \( \text{LIDT} \) (15.6 TW/cm\(^2 \)) the breakdown occurs during the first 192 fs, while the theoretical \( \text{LIDT} \) intensity is 14.3 TW/cm\(^2 \). The linear dependence of the free electron density on time in a semi-logarithmic plot in Fig. 8 proves that optical breakdown is initiated by the multiphoton ionization, which is followed and eventually completed by the cascade ionization if the pulse duration is about 0.5 ps, and the latter mechanism is more important than the multiphoton ionization. Returning to the double pulse measurements, we have checked the density of free electrons which can be excited by \( 0.5 \times \text{LIDT} \) intensity pulse (See Fig. 8). Our simulations yield \( 4.5 \times 10^{18} \) cm\(^{-3} \) during the first 220 fs and about \( 5.6 \times 10^{19} \) cm\(^{-3} \) within the entire 440 fs pulse. The resulting electron density is only two orders of magnitude smaller than the critical density. Accordingly, the intensity of the second pulse smaller than \( 0.5 \times \text{LIDT} \) is needed to reach the critical density (\( \text{LIDT}(1) \) level). However, our experimental results in Fig. 3(a) show that the energy of the second pulse was higher than required \( 0.5 \times \text{LIDT} \) to reach \( \text{LIDT}(1) \). This can be explained by the circumstance that the model neglects change in the refractive index experienced by the second pulse, and disregards some other processes leading to the free carrier losses, like recombination and diffusion at the focal spot. Taking into account small dimensions of the photoexcited volume, diffusion over the distances ranging from tens to hundreds of nm may be strongly pronounced.
Absorption by free holes is another important factor not considered in this model, basically due to the lack of data. Valence band holes can be heated to the energies sufficient for the impact ionization. Our simulations give correct qualitative picture of the optical breakdown, and the experimentally observed values of LIDT are corroborated numerically.

Results of numeric simulation of free carrier excitation dynamics allow us to reveal the variations of the refractive index in silica during fs pulse propagation. The complex refractive index variation in plasma is quantitatively described by means of the laser-induced plasma index modulation \( n_{\text{FCC}}(t) = \Delta n_{\text{FCC}}(t) \approx -\frac{2e^2r}{\pi n_0 n_m} \frac{1}{\omega^2 r^4 + 1} \times n(t) \) (13).

Thus, the plasma formation causes decrease in the real part of the medium refractive index explained by Eq.13, and acts as a concave lens, while influence of Kerr nonlinearity has an opposite effect and causes beam self-focusing. The interplay between these effects could be accounted for in numerical modeling by the combination of Eq. 12 and Eq. 13. The results of numerical simulation for the same intensity levels as in LIDT calculation were shown in Fig. 9(c). According to our simulation, silica refractive index was decreased during the propagation of fs pulse of 0.5×LIDT(1) intensity. This indicates, that focusing conditions for the second pulse should be different even if the electron density in the conduction band is not sufficient for the permanent silica damage. Furthermore, at intensities ≥LIDT(1), plasma defocusing is more pronounced (Fig.9(c)), and this is one of the possible explanations why we have observed increase in the diameter of the damaged spot Fig.9(a-b) at higher irradiation intensities.

4. CONCLUSIONS

The presented investigation of LIDT by sub-picosecond pulses in bulk silica demonstrates that 350 fs laser pulses focused by a high-NA microscope objective yield one of the lowest reported values of LIDT for a single shot regime, 5 J/cm², which is well below the critical self-focusing power. We find that the decay of the free carrier plasma excited by 440 fs pulses is approximately exponential with time constant of 2 ps, much longer than that reported by Li et al. For silica lattice temperature up to 400 K (the point of maximum linear thermal expansion coefficient), the single-shot LIDT decreases with temperature. Finally, photoluminescence spectra of silica optically damaged by ps-pulses are found to be similar to those of silica, damaged by femtosecond pulses, and subsequently annealed at 1050-1100°C temperature.

These findings demonstrate that in experiments with two mutually delayed pulses of sub-threshold intensity decrease of LIDT for the second pulse can be expected, provided that substantial local heating or density of free carriers created by the first pulse persist until the arrival of the second pulse to the damage spot.
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