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Abstract

Steer-by-Wire (SbW) technology is an innovation for automobiles, whose idea is

to utilize electromechanical actuators and electronic control devices to replace the

conventional linkages in a vehicle steering system. In an SbW system, the steering

column is removed and replaced by electromechanical actuators. A steering motor

is utilized to generate steering torques for the steering system instead of the driver

of a vehicle. And a feedback motor is utilized to provide feedback torques for the

driver such that the driver can feel the interaction between the front wheels and

road surface. The SbW technology possesses several remarkable advantages such

as the elimination of injury to a driver under a front-end automobile collision due

to the removal of the steering column and the reduction of weight, noises and vibra-

tions owing to the replacement of conventional mechanical linkages and hydraulic

systems. The outstanding merits of SbW systems motivate us to investigate the

control design for SbW systems.

In this thesis, the background and research about SbW technologies and the con-

tributions of the author are elaborated at first. Then, the dynamic model of a SbW

system is identified as a second-order system from the steering motor input volt-

age to the front wheel steering angle. Specifically, the self-aligning torque and the

tyre-road frictions are treated as external disturbances. Afterwards, an adaptive

sliding mode (ASM) control method, an adaptive fast non-singular terminal sliding

mode (AFNTSM) control method, a sliding mode-based active disturbance rejec-

tion control (SMADRC) method and an iterative learning control (ILC) method

are proposed for the SbW system. The stability of the control systems under these
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control schemes is verified in the sense of Lyapunov and Nyquist plot, respectively.

Simulation and experimental results of these control schemes are obtained and

analyzed. Finally, the thesis is concluded and several future works are elaborated.

The main contributions of this thesis are indicated in several aspects. First, a

mathematical plant model is proposed to identify the dynamics of a vehicle SbW

system, which is the basis of effective control design. Then, an ASM controller

with an adaptive estimation law to estimate the self-aligning torque is designed

for the SbW system. The ASM control can achieve high tracking accuracy due

to the effective compensation of the self-aligning torque disturbance, and strong

robustness against parametric uncertainties and varying road conditions due to the

sliding mode. Based on that, an AFNTSM controller is designed to achieve faster

convergence rate without weakening the merits of the ASM control. However, the

proposed ASM and AFNTSM controllers both require an accurate plant model.

To overcome this shortage, an SMADRC scheme is proposed for the SbW system,

which not only possesses high tracking precision, strong robustness and fast con-

vergence rate, but also is less dependent on the accuracy of plant models. Finally,

an ILC methodology is proposed to testify the theoretically highest tracking accu-

racy of the SbW control system, which can be treated as a benchmark for other

control designs.

The results of this thesis may contribute to the next generation of intelligent

vehicles. With the development of modern transportation technologies, travel will

become more and more convenient.
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Chapter 1

Introduction

1.1 Steering technologies

A vehicle steering system is a set of devices utilized to change or maintain

the direction of a vehicle during running or reversing. The function of vehicle

steering systems is to control the running direction of vehicles according to drivers’

command. The steering performance of a steering system is very significant for

a vehicle’s maneuverability and safety. Thus, the development of vehicle steering

system has attracted a great deal of attention from the industry and academia

about automobile manufacturing. The development of vehicle steering systems

has experienced the following stages.

1. Conventional mechanical steering system

In a conventional mechanical steering system, drivers’ physical strength is uti-

lized as the steering energy, and all linkages in the system are mechanical [1].

Figure 1.1 shows the structure of a typical mechanical steering system using rack-

and-pinion steering mechanisms. In this steering system, drivers maneuver the

1
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a

b

c

d

e

Figure 1.1: Structure of a conventional mechanical steering system. a. Steering wheel. b.
Steering column. c. Rack-and-pinion d. Tie rod. e. Kingpin.

steering wheel and exert a steering torque to the steering wheel. Through the

transfer of the steering column, the steering torque turns the pinion gear, and the

pinion moves the rack which is a linear gear meshing with the pinion. Then, the

linear motion of the rack applies steering torque to the kingpins of the steered

wheels via tie rods and a short lever arm called the steering arm. Thus, the front

wheels of a vehicle is then steered.

2. Hydraulic-power-assisted steering system

Compared with the conventional mechanical steering system, the hydraulic-

power-assisted steering system can add controlled energy to the steering mecha-

nisms such that drivers can provide less efforts to turn the steered wheels when

driving at specific speeds [2]–[9]. The basic structure of a hydraulic-power-assisted



Chapter 1. Introduction 3

Figure 1.2: Structure of a hydraulic-power-assisted steering system.

steering system is shown in Figure 1.2. By utilizing a hydraulic system, a hydraulic-

power-assisted steering system can multiply the steering torques acting on the front

wheels. Usually, a power steering pump that is driven by the vehicle’s engine is

utilized to generate the hydraulic pressure. The rotary control valve is operated

to control the fluid flows to the cylinder. The larger the steering torque acting on

the steering wheel and the steering column, the more fluid is allowed to flow to the

cylinder by the valve, which leads to a larger steering torque utilized to steer the

front wheels.

3. Electric-power-assisted steering system

Electric-power-assisted steering is the third stage in the development of vehicle

steering systems. The basic structure of an electric-power-assisted steering system

is shown in Figure 1.3. In an electric-power-assisted steering system, sensors are

utilized to detect the position and torque of the steering column, and an elec-
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Figure 1.3: Structure of an electric-power-assisted steering system.

tric motor usually connected to the steering gear or steering column is utilized to

generate assisting torque to assist the driver of a vehicle [10]–[14]. The electric-

power-assisted steering system can allow varying amounts of assisting torque de-

pending on different driving conditions. Usually, conventional mechanical linkages

between the steering wheel and the pinion-and-rack system is retained in electric-

power-assisted steering systems. If component failure or power failure leads to the

disability of providing assistance, the mechanical linkages can serve as a back-up,

and it requires heavier efforts provided by the driver of a vehicle to steer. Com-

pared with hydraulic-power-assisted steering systems, the electric-power-assisted

steering system has the advantages in less noises and less fuel consumptions due

to the elimination of the constantly running hydraulic pumps despite whether as-

sistance is required or not [15]–[19].
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4. Steer-by-Wire system

As a newly developed technology, drive-by-wire technology has been playing a

significant role in the automotive industry. The main idea of drive-by-wire is to use

electromechanical actuators and electronic control systems to replace the conven-

tional mechanical linkages [20]–[23]. Different components of a vehicle constitute

different parts of the by-wire technology such as steer-by-wire (SbW) [24]–[30],

brake-by-wire [31]–[35], shift-by-wire [36]–[38] and throttle-by-wire [39], [40] tech-

nologies. As one part of the drive-by-wire systems, SbW system is an innovative

technology for automobile steering applications. The basic structure of an SbW

system is shown in Figure 1.4. In an SbW system, the steering column is removed

and replaced by electromechanical actuators. A steering motor is utilized to gener-

ate steering torques for the steering system instead of the driver of a vehicle. And

a feedback motor is utilized to provide feedback torques for the driver such that

the driver can feel the interactions between front wheels and road surface.

The SbW technology possesses several remarkable advantages. Firstly, the re-

moval of the steering column can eliminate the injury to a driver when there is a

front-end collision to a large extent. Secondly, in a SbW system, the traditional

mechanical linkages and hydraulic systems between the steering wheel and front

wheels are replaced by electromechanical actuators and human-machine interfaces,

which not only reduce weight, noises, vibrations and energy consumptions, but

also increase the freedom and capability for a driver to tune the steering command

such that the stability and maneuverability of a vehicle are improved [41]. Finally,

a feedback motor is typically coupled to the steering wheel and provides the driver

with mimic haptic feedbacks of the interaction forces between front wheels and
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Figure 1.4: Structure of a steer-by-wire system.

road surface.

Since the SbW technique has so many prominent advantages, more and more

researchers and engineers have focused on the research and development of the

SbW system. Nissan has developed a fully electric steering system to replace the

mechanical steering linkages of today’s cars with a ‘wired’ steering column that uses

driver’s inputs to steer the front wheels via electronic controllers. A model-based

estimation method which utilizes pneumatic trail information in steering torque

to estimate tire slip angle is proposed by J. C. Gerdes, etc. [42]. The estimation

method is validated on an experimental Steer-by-Wire research vehicle as shown

in Figure 1.5.

1.2 Control technologies

In conventional vehicle steering systems, the steering torque is entirely gen-

erated by the driver. The front wheels are steered by the steering torque transfered
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Figure 1.5: A Steer-by-Wire research vehicle [42].

through conventional mechanical linkages without electronic control systems. How-

ever, with the development of automobile industry, the proportion of electric-drive

technologies has been increased significantly. In an electric-power-assisted steering

(EPAS) or SbW system, a steering motor is utilized to generate auxiliary steering

torque or entire steering torque to steer the pinion in the pinion-and-rack system.

Thus, how to effectively control the steering motor to generate specific steering

torque to steer front wheels plays a pivotal role in modern vehicle steering sys-

tems. A great deal of research has been carried out about the dynamic modeling

and control of vehicle steering systems.

1.2.1 System modeling

For an EPAS equipped vehicle, the steering torque is detected by a torque

sensor when a driver steers. Then, the measured torque is approximated as the

torque that the driver applies to the steering wheel to determine the amount of
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the assisting torque to be generated by the steering motor. The amount of assist-

ing torque is calculated based on the speed of the vehicle and the steering torque

applied to the steering wheel. The combination of this assisting torque and the

driver’s torque provides the total steering torque. Numerous studies have been

carried out about the dynamic modeling of EPAS systems [43]–[45]. In [46], based

on the relationship between the steering mechanism, the motor’s electrical dynam-

ics and the tire/road contact forces, two second-order differential equations are

utilized to express the dynamics of an EPAS system.

In SbW systems, the conventional mechanical linkages between the steering

wheel and the front wheels are removed and the whole system is operated by elec-

tric actuators. A lot of studies about the mechanical modeling of SbW systems

have been carried out in recent years. In [47], a second-order mathematical model

of SbW systems is shown and a force reflection bilateral control scheme using dis-

turbance observer is outlined. Yih and Gerdes utilize a simple second-order model

to represent the dynamics of SbW systems [48], where the tire forces acting on the

steering system are treated as disturbances that restrict the steering motion away

from the straight-ahead position. In both the front wheels side and the steering

wheel side, two second-order differential equations are utilized to describe the effect

of tire forces and the dynamics of the driver-interaction part [49]. Baviskar reports

an adjustable steer-by-wire haptic-interface tracking controller for ground vehicles

based on two simplified second-order models which describe the dynamics of the

driver interface subsystem and the directional control subsystem [50], respectively.

In [51], the dynamics of the Electro-Hydraulic steer-by-wire system for the articu-

lated vehicle are composed of three different dynamic models, namely, the dynamic
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model of the variable-displacement axial piston pump, the dynamic model of the

pilot spool of the two-stage proportional electro-hydraulic valve and the dynamic

model of the cylinder in the electro-hydraulic steer-by-wire system, which are de-

scribed by three different second-order differential equations, respectively. The

steer-by-wire system is comprised of the driver interface and the directional con-

trol assembly. The dynamics of the haptic interface is described by a second-order

differential equation, and the motor shaft rotational dynamics are also expressed

as a second-order model in [52]. Anwar and Chen also use a second-order equation

to approximate the dynamics of the steering system [53].

1.2.2 Linear control

One of the most traditional and classical control techniques is the proportional-

integral-derivative (PID) control, which offers the simplest and the most efficient

solution to many real-world control problems [54]. The popularity of PID control

has grown tremendously since the invention of the PID control methodology in 1990

and the Ziegler-Nichols’ straightforward tuning methods in 1942. A behavior-based

steering controller consists of a position controller and a kinematic constraint con-

troller which are both PID controllers with their own PID gains is proposed by

Lam, Qian and Xu to control the omnidirectional steering interface of a four-wheel

independent steering vehicle [55].

H∞ robust control is widely used in motor control because it can be effective

to deal with tasks with parameter or load variations by finding linear control feed-

back laws that guarantee stability for almost all possible uncertainty variations

or by using a modified algebraic Riccati equation to derive linear control laws for
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stabilizing linear uncertain systems [56], [57]. In H∞ control systems, the control

problem is normally expressed as a mathematical optimization problem. The H∞

controller is found to be the solution to the optimization problem, which possesses

advantages over classical control techniques, such as strong robustness and high

applicability to multivariate systems [58]–[67]. In [68], an H∞ optimal control the-

ory is utilized to minimize the worst-case gain of an unknown disturbance input

and insulin injection for blood glucose regulation, which can correct the blood

glucose deviation effectively by using clinically acceptable insulin delivery rates.

In [69], Oritz et. al. presents a robust H∞ controller for an experimental plat-

form of an unmanned aerial vehicle quadrotor, which demonstrates satisfactory

control performance compared with a conventional PID controller. In [70], a ro-

bust weighted gain-scheduling H∞ control scheme is proposed for ground vehicles

in terms of steer-by-wire and brake-by-wire systems, which is capable of dealing

with the effects of steering system backlash-type hysteresis and the time-varying

parameters.

1.2.3 Robust nonlinear control

As an important part of robust nonlinear control, sliding mode control is

a powerful control methodology known as its high tracking accuracy and strong

robustness in dealing with system parametric uncertainties [71]–[80]. In [81], a

sliding mode-based control methodology with a novel sliding surface and a nonlin-

ear disturbance observer is developed for systems with mismatched uncertainties,

which can substantially alleviate the chattering problem and retain its nominal

performance. In [82], a fast current-based maximum power point tracking strategy
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employing sliding mode control is proposed to maximize the power produced by

photovoltaic systems, which can lead to a very prompt tracking of the variations

in the irradiance value and guarantee the rejection of the low-frequency voltage

oscillations affecting the photovoltaic array. Since sliding mode control has the

remarkable merit of strong robustness to handle the problems of parametric uncer-

tainties existing in plant models, it is also implemented in vehicle SbW systems.

In [83], Wang etc. utilized a nominal feedback controller to stabilize the nominal

part of the plant model and augmented a sliding mode compensator to cope with

the influence of both the unknown system dynamics and uncertain road conditions

for a vehicle steering system. In [49], a sliding mode controller was designed based

on the bounded information of uncertain system parameters, self-aligning torque

and torque pulsation disturbances.

Adaptive control is a significant control strategy in motion control implemen-

tations due to its effectiveness in learning time-varying parameters or dynamics in

a plant model [84]–[98]. In [99], an adaptive backstepping control methodology is

proposed for hydraulic systems to cope with parametric uncertainties along with

nonlinear friction compensation, which can guarantee asymptotic tracking per-

formance in the presence of parametric uncertainties, and the robustness against

unconsidered dynamics and external disturbances. In [100], Kim et. al. pro-

poses an adaptive speed tracking control scheme for an uncertain surface-mounted

permanent magnet synchronous motor without the need for the upper and lower

bounds of the parameters of the permanent magnet synchronous motor, which can

avoid the singularity problem and achieve good control performances.

Due to its outstanding advantages and effectiveness, adaptive control is also
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widely used in vehicle steering control applications. In [101], an adaptive con-

troller was reported which intervenes only when the front tire cornering stiffness

undergoes a number of changes to realize the desired steering characteristics on a

vehicle. In [102], an adaptive steering-control system for the SbW system was de-

veloped, which used an adaptive online estimation method to identify the dynamic

parameters of the vehicle directional-control unit and the driver-interaction unit.

In [103], an adaptive steering wheel haptic feedback control strategy is provided

to increase the driver’s knowledge of the roadway and driving conditions, which

enables the driver to avoid obstacles presented in the roadway earlier than without

any feedback.

It is also quite common for researchers to combine adaptive control with other

control schemes to obtain more comprehensive advantages , such as adaptive fuzzy

control [104], adaptive sliding mode control [105]–[109], adaptive robust H∞ con-

trol [110], and adaptive neural network control [111]. In order to attain accurate

positioning, Sencer etc. presented a robust adaptive sliding-mode control method

to reject harmonic disturbances in servo systems [112]. The merits of combining

adaptive control with conventional sliding mode control motivate us to present an

adaptive sliding mode (ASM) control methodology for the SbW system, where the

adaptive control is utilized to estimate the coefficient of the self-aligning torque

acting on the steering system. Then, feedforward control inputs equivalent to the

estimated self-aligning torques are generated to compensate for the effect of the

self-aligning torques. Furthermore, a feedback controller based on sliding mode is

adopted to cope with the system parametric uncertainties.

As a newly proposed control methodology, fast non-singular terminal sliding
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mode (FNTSM) control has no switching elements in the control input, which

implies that the control chattering commonly existing in conventional sliding mode

control (SMC) and non-singular terminal sliding mode control (NTSMC) can be

essentially avoided in the FNTSM control [113]. Furthermore, the fast-TSM-type

model [114] contained in the FNTSM control law can guarantee the exponential

stability of the control system, which leads to a faster convergence rate of the

tracking error in comparison with the conventional SMC and NTSMC. In [115],

Zheng et al. presented an FNTSM controller for a linear motor positioner, which

can guarantee a much shorter convergence time of the tracking error in the presence

of system uncertainties and external disturbances with an inherently continuous

control input. Though adaptive control and FNTSM control both have remarkable

benefits, the combination of them is still rare, especially in the implementation on

vehicle SbW systems. Thus, it motivates us to combine adaptive control with

the FNTSM control for the SbW system to integrate their merits. The adaptive

estimation law in the AFNTSM controller can be utilized to estimate the self-

aligning torque acting on front wheels. The estimated self-aligning torque can not

only be provided to the steering wheel feedback motor to generate corresponding

‘road feels’ for the driver, but also be contributed to a feedforward control input

to compensate for the effect of the self-aligning torque disturbance. The FNTSM

control law in the AFNTSM controller can be used to guarantee a fast convergence

rate of the tracking errors especially in the case of shock disturbance rejection,

and the controller’s robustness in dealing with system uncertainties, unmodeled

dynamics and other external disturbances.

As an effective control methodology which has been widely used in numerous as-
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pects in industry, active disturbance rejection control (ADRC) plays a pivotal role

in nonlinear control, especially for the plant models with unknown or unmodeled

disturbance dynamics. With ADRC, the unknown disturbances can be estimated

and compensated actively, which enhances the robustness of the feedback control

loop, and makes the controller less dependent on accurate mathematical models

of the physical dynamics. In [116], L. Zhao et al. present an active disturbance

rejection position control scheme for a magnetic rodless cylinder in servo systems

without pressure states, from which both control precision and response speed are

guaranteed. In [117], an active disturbance rejection control method is proposed for

an accurate position tracking of an ionic polymer-metal composite actuator, which

can substantially improve the control performance in the tracking of various ref-

erence motions including step, sinusoidal, trapezoidal and sawtooth wave profiles.

In the SbW system control issue, the self-aligning torque is the main disturbance

existing in the plant model. However, the self-aligning torque mathematical model

we used is a simplified one on the basis of small slip angle assumption. In reality,

the self-aligning torque model is much more complicated with respect to many

factors such as vehicle speed and yaw rate. Hence, a control methodology that is

less dependent on the accurate mathematical models of self-aligning torque and

other frictions is necessary in our case, which motivates us to design an active

disturbance rejection controller for our SbW system.

1.2.4 Intelligent control

Neural network control is one of the newest developed intelligent control

methodologies, which is effective in control complex, nonlinear and uncertain sys-
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tems [118]–[127]. In [128], an observer-based cooperative control is presented with

the aid of graph tools, self-structuring neural networks, Lyapunov-based design

method and separation principle for a group of nonlinear multiagent systems under

a directed graph characterizing the interaction between the leader and the follow-

ers. The proposed control method verifies that each agent can follow the active

leader only if the communication graph contains a spanning tree. In [129], Chen

et. al. proposed an adaptive neural network consensus control method for a class

of nonlinear multiagent systems with state time-delay and utilized the approxima-

tion property of radial basis function neural networks to neutralize the uncertain

nonlinear dynamics in agents, which is able to guarantee the convergence on the

basis of Lyapunov stability theory and achieve effective control performance.

Iterative learning control (ILC) is a newly developed intelligent control method-

ology, which was originally introduced by Arimoto [130]. ILC is essentially a feed-

forward control scheme which is able to overcome the drawbacks of feedback con-

trol algorithms by changing the control input iteratively from trial to trial. The

objective of ILC is to utilize the repetitive nature of the process and the past con-

trol information to alter the shape of demand profile such that the high-precision

motion tracking can be achieved. ILC has been successfully applied to many in-

dustrial areas, such as robot manipulators [131], computer numerical controller

machine tools [132], chain conveyors [133], agricultural tractors [134] and antilock

braking systems of hybrid electric vehicles [135]. However, the application of ILC

to SbW systems is still rare, which accordingly motivates us to investigate the ILC

technique for a SbW system under the condition that the reference command is

periodic to achieve possible highest steering tracking accuracy.
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1.3 Contribution of the thesis

In this thesis, the basic objective is to propose robust and effective control

methodologies for vehicle SbW systems. For the vehicle SbW system, we require

satisfactory control performance such that the actual front wheel steering angle

can follow the reference command fast and accurately regardless of external dis-

turbances like varying self-aligning torques caused by different road conditions. To

achieve this objective, we identify a plant model to describe the dynamics of the

vehicle SbW system including a simplified model to describe the main disturbance

of the control system, i.e., the self-aligning torque. Then, we propose several con-

trollers for the vehicle SbW system, including an adaptive sliding mode controller,

an adaptive fast non-singular terminal sliding mode controller, a sliding mode-

based active disturbance rejection controller and an iterative learning controller.

These controllers all have their own advantages and drawbacks. The contributions

of the thesis are listed as follows.

1. A mathematical plant model is proposed to identify the dynamics of the

vehicle SbW system from the steering motor input voltage to the front wheel

steering angle, in which the Coulomb frictions between vehicle front wheels and

road surface and the self-aligning torques are treated as external disturbances of the

control system. Specifically, the generation process and complete dynamic model

of the self-aligning torque are described in detail. Considering the difficulty of

control design and implementation , a simplified model of the self-aligning torque

is proposed.

2. An adaptive sliding mode controller is designed for the vehicle SbW system.
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In the proposed adaptive sliding mode control methodology, an adaptive estimation

law is utilized to adaptively estimate the coefficient of the self-aligning torque such

that a corresponding feedforward control component can be generated to compen-

sate for the effect of the self-aligning torque disturbance to improve the tracking

accuracy of the control system; the sliding mode control component is used to

guarantee the controller’s robustness against the parametric uncertainties existing

in the plant model, unmodeled dynamics and normal frictions. Simulation and ex-

perimental results indicate that the designed adaptive sliding mode controller can

be successfully implemented on the actual SbW system and achieve high tracking

precision and strong robustness.

3. On the basis of the adaptive sliding mode control, we further design an

adaptive fast non-singular terminal sliding mode controller for the vehicle SbW

system. In the proposed adaptive fast non-singular terminal sliding mode control

methodology, we utilize an adaptive estimation law to estimate the self-aligning

torque acting on the steering system, and a fast non-singular terminal sliding mode

control component to handle the parametric uncertainties and the unmodeled dy-

namics. Simulation and experimental results verify that the designed adaptive

fast non-singular terminal sliding mode controller possesses high tracking accuracy

due to the effective estimation and compensation of the self-aligning disturbance,

strong robustness and fast convergence rate owing to the fast non-singular terminal

sliding mode control component.

4. The designed adaptive sliding mode controller and the adaptive fast non-

singular terminal sliding mode controller both have a high requirement for the

accuracy of the dynamic model of the SbW system. However, the proposed plant
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model may have a difference from the actual one, and may be lack of some un-

modeled dynamics. Thus, it is very important for a designed controller to be less

dependent on the accuracy of the plant model but still robust and effective. In

order to achieve this objective, a sliding mode-based active disturbance rejection

control methodology is proposed for the SbW system, in which a nonlinear ex-

tended state observer is utilized to estimate the states of the SbW system. The

designed sliding mode-based active disturbance rejection controller is successfully

implemented on the SbW experimental setup. Both simulation and experimental

results evidently demonstrate that the designed sliding mode-based active distur-

bance rejection controller can achieve high tracking accuracy, strong robustness

against parametric uncertainties and varying road conditions, fast convergence

rate for tracking errors, and less dependency on the accuracy of the plant model.

5. The designed adaptive sliding mode controller, the adaptive fast non-singular

terminal sliding mode controller and the sliding mode-based active disturbance re-

jection controller are all effective and possess their own advantages. However, the

tracking precision of them still have room for improvement. Iterative learning

control is a control methodology known as high tracking accuracy due to its iter-

ative learning property. Thus, we propose an iterative learning controller for the

SbW system and verify the stability of the control system by using Nyquist plots.

Simulation results demonstrate that the designed iterative learning controller can

achieve very high tracking accuracy after several iterations’ learning. The exper-

imental implementation of the iterative learning controller and how to overcome

the restrictions of the periodic reference commands still need to be investigated.
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1.4 Thesis organization

This thesis is organized as follows.

Chapter 2 introduces the basic structure of the SbW experimental platform. The

mathematical dynamic model of the SbW system from the steering motor input

voltage to the front wheel steering angle is identified, in which the self-aligning

torque and the Coulomb frictions acting on the steering system are treated as

main external disturbances of the SbW control system, and the generation of the

self-aligning torque is elaborated in detail.

Chapter 3 introduces the design of an adaptive sliding mode controller. The

stability of the control system is verified in the sense of Lyapunov. Simulation and

experiments of the designed adaptive sliding mode controller are carried out, the

simulation and experimental results are analyzed.

In Chapter 4, we design an adaptive fast non-singular terminal sliding mode con-

troller for the vehicle SbW system. The stability of the control system is proved in

the sense of Lyapunov. Both simulation and experiments of the proposed adaptive

fast non-singular terminal sliding mode controller are carried out. Through the

analysis of the simulation and experimental results, we conclude the advantages

and disadvantages of the designed adaptive fast non-singular terminal sliding mode

controller.

In Chapter 5, a sliding mode-based active disturbance rejection controller is

designed for the vehicle SbW system. In the sense of Lyapunov, we verify the sta-

bility of the control system. Through the simulation and experiments of the sliding

mode-based active disturbance rejection controller, we obtain and analyze the sim-
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ulation and experimental results. The control performance and characteristics of

the sliding mode-based active disturbance rejection controller are also concluded.

A novel iterative learning controller is designed for the vehicle SbW system in

Chapter 6. The stability of the control system is verified by using Nyquist plot.

Simulation of the presented iterative learning controller is carried out. The advan-

tages and disadvantages of the iterative learning controller are analyzed through

the simulation results.

Chapter 7 concludes the thesis and shows a few future works on the SbW sys-

tems.



Chapter 2

Modeling of Steer-by-Wire

Systems

This chapter not only describes the main components of our experimental

platform and the fundamental working principles of the SbW system, but also

elaborates the mathematical model of the SbW system from the steering motor to

front wheels and the model of the self-aligning torque acting on the steering sys-

tem. This mathematical model will be used for the control design in the following

chapters.

2.1 Experimental platform

Our experimental platform of a SbW system is shown in Figure 2.1. The con-

ventional mechanical linkages between the steering wheel and the front wheels are

removed and the whole system is operated by electric actuators. The main compo-

21
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Figure 2.1: Experimental setup of a SbW system.

nents of the experimental platform are also shown by white arrow lines in Figure

2.1. The controller will be designed and implemented through MATLAB installed

on a personal computer (PC). The steering motor is chosen as a Mitsubishi HF-

SP102 AC motor and is connected with a gear head. The servo driver is selected

as a Mitsubishi MR-J3100A servo driver. There is an angle sensor installed on

the pinion, of which the type is 59006-10 turn, MoTec. The function of the angle

sensor is to measure the front wheel steering angle indirectly [49].

Being provided with an input current by the servo driver, the steering motor
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can generate a steering torque to the gear head. Because the steering motor is

a three phases permanent magnet AC motor, whose power amplifier has a much

higher bandwidth than that of the transmission mechanism on the SbW system,

the steering torque generated by the steering motor can be simply treated as pro-

portional to the input current provided by the servo driver. As the input current is

linearly proportional to the input voltage, we can assume that the steering torque

is linearly proportional to the input voltage. An advantech PCI 1716 multifunction

card [49] is used for real-time A/D, D/A converter. The Euler method is adopted

for the discretization of the controller.

2.2 Modeling of the steer-by-wire system and disturbances

In this section, we first elaborate the SbW system dynamics from the steering

motor input voltage to the front wheel steering angle in detail. Then we expound

the model of the self-aligning torque acting on the steering system of the vehicle

which is turning on the ground.

2.2.1 Steer-by-wire system dynamics

The mechanical structure of the SbW system [49] is shown in Figure 2.2,

where we can see that the SbW system can be divided into two separate blocks:

the steering wheel block and the front wheel block. The steering wheel block

consists of a steering wheel, a steering wheel angle sensor, and a steering wheel

feedback motor. The front wheel block is made up of an assembly of a steering

motor and a gear head, a pinion angle sensor, a rack and pinion gearbox, and two

front wheels.
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Figure 2.2: The structure of the SbW system.

The function of the steering wheel feedback motor is to provide a feedback

torque to the driver such that the driver can have the feeling of the interactions

between the front wheels and the various road surfaces during driving. On the

other hand, the steering motor produces a steering torque to steer the front wheels

through the gear head, the rack and pinion gearbox, and the steering arm, thus

ensuring the steering of the front wheels can track the rotation of the steering

wheel closely. In this research, our interest is focused on the modeling and control

of the front wheel steering motor, and thus control of the steering wheel block is

omitted for simplicity.

In what follows, we shall derive the SbW system model defined from the steering

motor input voltage to the front wheel angle. The description of the SbW model

parameters are listed in Table 2.1. For simplicity, we can neglect the backlash

between the gear teeth of the steering motor shaft and the gear head. Meanwhile,
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Table 2.1: Description of SbW system model parameters

Symbols Description

Jmg
Moment of inertia of the whole assembly composed of the
steering motor and the gear head

Jfw Moment of inertia of front wheels

cmg
Moment of viscous frictions of the whole assembly composed
of the steering motor and the gear head

cfw Moment of viscous frictions of front wheels

δg, δfw
Rotational angle of the gear head shaft and steering angle of
front wheels

τsm/τg Torques generated by the steering motor/the gear head

τ Self-aligning torque

τcf Torque of Coulomb friction in SbW system

τgtf
Torque applied on the steering arm by the steering motor
through the gear head and the rack and pinion gearbox

τftg
Torque exerted on the shaft of the gear head by the front
wheels

u Steering motor input voltage

b1 Gear ratio of the rack and pinion system

b2
Scale factor to account for the transition from the linear mo-
tion of the rack to the steering of front wheels

b3 Gear ratio of the gear head

b4
Scale factor accounting for the conversion from the steering
motor input voltage to the steering motor output torque
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the steering motor and the gear head are considered as one unit. Then the dynamic

equation of the assembly can be described by the following second-order differential

equation [49], [136]:

Jmgδ̈g + cmgδ̇g + τftg = τg . (2.1)

In addition, we can use the following second-order differential equation to describe

the rotation of the steered front wheels about their vertical axes crossing the wheel

centers [48], [49], [137]:

Jfwδ̈fw + cfwδ̇fw + τcf + τ = τgtf (2.2)

where τcf is the Coulomb friction. The definition of τcf is given by

τcf = ρsign(δ̇fw) (2.3)

with ρ indicating the Coulomb friction constant, and sign( ) denoting the standard

signum function.

Assuming that the backlash between the rack and pinion gear teeth is negligible,

we have the following relationship:

δ̈fw

δ̈g

=
δ̇fw

δ̇g

=
δfw

δg
=

1

b1b2
=

τftg

τgtf
. (2.4)

From (2.4), we obtain

τgtf = b1b2τftg (2.5)
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and

δ̈g = b1b2δ̈fw

δ̇g = b1b2δ̇fw.

(2.6)

Substituting (2.1), (2.3), (2.5) into (2.2), we have

Jfwδ̈fw + cfwδ̇fw + ρsign(δ̇fw) + τ

= b1b2(τg − Jmgδ̈g − cmg δ̇g).

(2.7)

Substituting (2.6) into (2.7) leads to

Jfwδ̈fw + cfwδ̇fw + ρsign(δ̇fw) + τ

= b1b2(τg − Jmgb1b2δ̈fw − cmgb1b2δ̇fw).

(2.8)

Re-arranging (2.8), we obtain

Jδ̈fw + cδ̇fw + ρsign(δ̇fw) + τ = τequ (2.9)

where

J = Jfw + (b1b2)
2Jmg

c = cfw + (b1b2)
2cmg

τequ = b1b2τmg

τmg = b3τsm.

(2.10)

In our experiment setup [49], the steering motor is a three phase permanent

magnet AC motor, whose power amplifier has a much higher bandwidth than that

of the transmission mechanism on the SbW system. Thus, we simply use a scaling

factor b4 to approximate the model from the steering motor input voltage to the
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steering motor output torque. That is,

τsm = b4u (2.11)

where u indicates the steering motor input voltage. The control-oriented plant

model from the steering motor input voltage u to the steering angle of front wheels

δfw can be rewritten as:

Jδ̈fw + cδ̇fw + ρsign(δ̇fw) + τ = b1b2b3b4u (2.12)

where u is the control input to be designed. For simplicity, we use parameter b

to represent the product of b1, b2, b3 and b4, namely, b = b1b2b3b4. Then, we can

rewrite (2.12) into

Jδ̈fw + cδ̇fw + ρsign(δ̇fw) + τ = bu (2.13)

Now, we can see that the self-aligning torque τ has a great influence on the steering

accuracy. Thus, the model of τ will be discussed next.

2.2.2 Friction and self-aligning torque

When a driver is driving a vehicle over the road, the influence of tire forces

exerted on the whole steering system is non-ignorable. As a matter of fact, when

the front wheels of a moving vehicle are being steered, the forces acting on the

steering system will tend to resist this kind of motion which deviates from the

right ahead position. These forces can be treated as external disturbances imposed

on the steering system which are essentially the main contributions to the self-

aligning torque τ . The self-aligning torque is usually expressed as an equation
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Figure 2.3: Generation of self-aligning torque [48].

about steering geometry, especially about the kingpin angles and how the tires

deform to generate lateral forces. In Figure 2.3 [48], Fl,f is the lateral force exerted

on the tire; αf is the tire slip angle; Vf is the velocity of the tire at the point

of the center of the area where the tire touches the ground; tp is the pneumatic

trail, namely, the distance between the position where the lateral force acting on

the tire and the center of the area where the tire touches the ground; tm is the

mechanical trail, which means the distance between the center of the area where

the tire touches the ground and the point of intersection of the tire’s steering axis

and the ground as shown in Figure 2.4. From Figure 2.4, it is also seen that

the turning of the vehicle is implemented through the steering of the tire along

an inclined axis. The reason why the axis is not vertical to the ground can be

attributed to the existence of the caster angle. The total self-aligning torque can

be obtained as follows:

τ = (tp + tm)Fl,f(αf ). (2.14)

At a small slip angle, the lateral force is linearly related to the tire slip angle

αf as shown in Figure 2.4 and can be modeled as follows:

Fl,f = −Cf · αf (2.15)
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Figure 2.4: Mechanical trail [48].

where Cf is the front tire cornering stiffness coefficient, a parameter closely related

to the tire-road friction. Assuming that the vehicle body slip angle is close to zero

as shown in Figure 2.5, we can approximate the front-wheel sideslip angle αf as

follows [11], [12]:

αf ≈ β +
γ · df

VCG
− δf . (2.16)

Thus, the front tire lateral force Fl,f and the self-aligning torque τ can be expressed

as:

Fl,f = −Cf ·
(
β +

γ · df

VCG
− δf

)
,

τ = −Cf (lp + lm)
(
β +

γ · df

VCG
− δf

)
.

(2.17)

The steering angle of the steered front wheel δf and the yaw rate γ are measured

by using the pinion angle sensor and the yaw rate sensor, respectively. The vehicle

body slip angle β can be estimated from the bicycle model of the road vehicle as

[1], [12]:

β = tan−1
(drtanδf

dr + df

)
. (2.18)
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Figure 2.5: Bicycle model of vehicle in which β is the sideslip angle at the center of gravity
(CG), γ is the yaw rate at CG, VCG is the velocity of the vehicle at CG, Vx,CG and Vy,CG are
the longitudinal and lateral components of VCG, δf is the steering angle of the front wheel in
this bicycle model, Fl,f and Fl,r are the lateral tire forces of the front wheel and the rear wheel,
respectively, αf and αr are the tire slip angle front and rear, df and dr are the distances of the
front and rear wheel axles from CG [48].

Therefore, the final equation of the self-aligning torque τ can be expressed as:

τ = −Cf (dr + df )
[
tan−1

(drtanδf

dr + df

)
+

γ · df

VCG
− δf

]
. (2.19)

In our SbW experimental platform, the tires have no contact with the ground

due to experimental equipment limitation. Hence, during the experiments, the tires

are not exerted by real self-aligning torque. However, we can utilize a hyperbolic

tangent signal to mimic the self-aligning torque imposed on the steering system:

τ = ξ · tanh(δfw) (2.20)
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where ξ is a scaling constant. Different values of ξ can represent different amount

of self-aligning torque generated under various road conditions.

As aforementioned, the steering motor is a three phases permanent magnet

AC motor, whose power amplifier has a much higher bandwidth than that of the

transmission mechanism on the SbW system. Thus, we can use the scaling factor

b4 to approximate the model from the steering motor input voltage to the steering

motor output torque as shown in (2.11). Consequently, we artificially generate the

following voltage signal:

usel =
τ

b
+ ns =

ξ

b
· tanh(δfw) + ns (2.21)

which is injected to the steering motor to produce a mimic self-aligning torque

physically acting on the SbW system. Note that ns is added here as white noise

signals to account for the unmodeled dynamics of the self-aligning torque.

2.3 Plant model and system uncertainties

For simplicity, we utilize parameter x to represent δfw. Thus, the plant model

can be written as

Jẍ + cẋ = bu− ρsign(ẋ) − τ

τ = ξtanh(x)

(2.22)

where x is the system output, namely, the steering angle of the front wheels, u

is the control input of the steering motor; J and c are the equivalent moment of

inertia and the equivalent viscous friction of the steering system, respectively; ρ is

the Coulomb friction constant and sign( ) denotes the standard signum function;
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τ denotes the self-aligning torque exerted on the front wheels, in which ξ is the

coefficient of the self-aligning torque with respect to road conditions and tanh()

is the hyperbolic tangent function; b is the scaling factor which is the product of

four components, namely, the scale factor accounting for the conversion from the

steering motor input voltage to the steering motor output torques, the gear ratio of

the gear head, the gear ratio of the pinion-and-rack system, and the transmission

gain from the linear motion of the rack to the steering angle of front wheels. The

value of the scale factor b is given by

b = 273.5 Nm/V. (2.23)

The value of b is regarded as a constant as it is slightly varying in our experi-

mental setup. Nevertheless, for the other parameters, we consider the parametric

uncertainties with the bounds as follows:

1

h
≤ J

J0
≤ h (J0 = 85.5 kgm2, h = 1.6)

|ΔJ | =|J − J0| ≤ Δ̄J = |(h− 1)J0| = 51.3 kgm2

|Δc| =|c− c0| ≤ Δ̄c (c0 = 218.8 Nms/rad, Δ̄c = 22 Nms/rad)

|Δρ| =|ρ − ρ0| ≤ Δ̄ρ (ρ0 = 42.5 Nm, Δ̄ρ = 4.5 Nm)

(2.24)

where J0, c0 and ρ0 are the nominal parameters in the plant model; Δc and Δρ

represent the parametric uncertainties; Δ̄c and Δ̄ρ denote the upper bounds of

the corresponding uncertainties; and h is the so-called gain margin of the control

system [138]. The values in (2.23) and (2.24) are identified based on physical

parameters in our experimental setup. Our control objective in this thesis is to
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develop control schemes to achieve decent control performance in the presence of

these uncertainties.

2.4 Summary

In this chapter, a dynamic model of SbW systems is given. The SbW system

is modeled as a second-order system from the steering motor input voltage to the

front-wheel steering angle. In the plant model, the self-aligning torque and friction

arising from the tire-to-ground contact are regarded as external disturbance acting

on the SbW system. Specifically, we utilize a hyperbolic tangent signal to mimic

the self-aligning torque imposed on the steering system, in which different values of

the coefficient of the self-aligning torque represents different road conditions. Thus,

with a specific plant model of SbW systems, advanced control methodologies can be

proposed for the SbW system of our experimental setup. In the following chapters,

we will present several robust and innovative control schemes with different char-

acteristics for our SbW system. The merits and shortages of these control methods

will also be compared and analyzed based on simulation and experimental results.



Chapter 3

Adaptive Sliding Mode Control

In Chapter 2, the plant model of the SbW system has been identified with

a simplified dynamic model of the self-aligning torque acting on the front wheels.

Thus, how to design an appropriate and effective control scheme to control the

SbW system becomes a pivotal objective. In this chapter, we combine the conven-

tional sliding mode control with an adaptive estimation law and design an adaptive

sliding mode (ASM) controller for vehicle SbW systems such that the conventional

sliding mode control component can be utilized to cope with the existing para-

metric uncertainties and unmodeled dynamics, and the adaptive estimation law

can be used to accurately estimate the self-aligning torque to improve the control

precision. The stability of the control system is verified in the sense of Lyapunov.

Experimental results of the ASM control are also shown and analyzed.

3.1 Introduction

Adaptive control is another control method which plays an important role

in the area of motion control owing to its effectiveness to deal with time-varying

35
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parameters in a plant model. In [139], with the investigation of simultaneous adap-

tive positioning and vibration control of a flexible active composite manipulator

with two piezoelectric patches and an active strut, an adaptive fuzzy logic control

strategy and an independent modal space adaptive control scheme are proposed for

the active strut motion control and for the manipulator vibration control, respec-

tively. In [140], M. Hojati et al. present a combined direct and indirect adaptive

control scheme for adjusting an adaptive fuzzy controllers, and an adaptive fuzzy

identification model parameters. And the performance analysis using a Lyapunov

synthesis approach proves the superiority of the proposed control scheme in terms

of faster and improved tracking and parameter convergence.

It is also quite common for researchers to combine adaptive control with slid-

ing mode control to obtain more comprehensive advantages. In [141], a nonlinear

control approach based on adaptive sliding-mode control is employed to tackle the

problem of engine torque control during regenerative mode, which incorporates the

approximately known inverse dynamic model output of the engine as a model-base

component of the controller, and an estimated uncertainty term to compensate for

the unmodeled dynamics, external disturbances and time-varying system parame-

ters. In [142], an adaptive sliding-mode control scheme is proposed for piezoelectric

actuators with nonlinear uncertainties, in which the sliding-mode part is used to

reject dominant uncertainties, and the adaptive component is continuously refined

based on prevailing input and output signals only.

In this chapter, we will present an ASM control methodology for the SbW exper-

imental setup, where the adaptive control will be utilized to estimate the coefficient

of the self-aligning torque acting on the steering system. Then, feedforward con-
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trol inputs equivalent to the estimated self-aligning torques will be generated to

compensate for the effect of the self-aligning torques. Furthermore, a feedback con-

troller based on sliding mode will be adopted to cope with the system parametric

uncertainties.

3.2 Control design

In this section, an ASM control law is proposed, and the stability of the

control system is proved in the sense of Lyapunov. The estimation of the coefficient

of self-aligning torques is elaborated in detail. Based on experimental application,

the guidelines of the selection of control parameters are also described.

3.2.1 Adaptive sliding mode control law

Considering the SbW plant model in (2.13) and (2.20), define the tracking

error e as

e = xr − x (3.1)

where xr is the reference command for the front wheel steering angle to track,

which is usually twice differentiable due to the curve of roads. Furthermore, a

linear sliding variable s is defined as

s = ė + λe (3.2)

where λ > 0 is to be designed.
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Solving the sliding mode dynamics as given by

ṡ = λė + (ẍr − ẍ) = 0 (3.3)

and neglecting the parametric uncertainties and the self-aligning torque, namely,

utilizing the nominal parameters to replace the actual ones in (2.13) and supposing

τ = 0, we obtain an expression of u0 which is also called the equivalent control

input [138] as follows

u0 =
1

b
[J0λė + J0ẍr + c0ẋ + ρ0sign(ẋ)]. (3.4)

In order to guarantee the robustness of the controller against the parametric uncer-

tainties and the Coulomb friction, a reaching control input u1 [115] is introduced

as

u1 =
1

b
[
s + Ksign(s)] (3.5)

where 
 > 0 is to be designed, and K is given by

K = Δ̄Jλ|ė| + Δ̄J |ẍr| + Δ̄c|ẋ| + Δ̄ρ
(3.6)

where Δ̄J , Δ̄c and Δ̄ρ are defined in (2.24).

Lastly, a control input u2 is proposed to exclusively compensate for the self-

aligning torque acting on the SbW system:

u2 =
ξ̂

b
tanh(x) (3.7)

where ξ̂ denotes the estimation of the actual coefficient ξ, whose adaptation law is
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given by

˙̂
ξ = μstanh(x) (3.8)

with μ > 0 denotes the adaptation gain [143] to be designed and s the sliding

variable as defined in (3.2). The design of μ will be detailed in the next subsection.

Lemma 3.1 : Consider the SbW system (2.13) with the parametric uncertain-

ties (2.24) and under the ASM control law

u = u0 + u1 + u2
(3.9)

with u0 defined in (3.4), u1 in (3.5) and u2 in (3.7), respectively. Then, the tracking

error (3.1) of the SbW closed-loop system can asymptotically converge to zero for

a given steering wheel reference command.

Proof : Choose the Lyapunov function as

V =
1

2
s2 +

1

2μJ
(ξ − ξ̂)2. (3.10)

Evaluating the first-order derivative of V along the system trajectories yields

V̇ = sṡ +
1

μJ
(ξ − ξ̂)(ξ̇ − ˙̂

ξ). (3.11)

We assume that ξ̇ = 0 because the switching between different road conditions

generally happens in an instant due to the relatively high speed and short length
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of a vehicle. Therefore, we have

V̇ =sṡ +
1

μJ
(ξ − ξ̂)(− ˙̂

ξ)

=sṡ − 1

J
(ξ − ξ̂)stanh(x)

=s(λė + ẍr − ẍ) − 1

J
(ξ − ξ̂)stanh(x)

=s
[
λė + ẍr +

c

J
ẋ +

ρ

J
sign(ẋ) +

ξ

J
tanh(x)

− bu

J

] − 1

J
(ξ − ξ̂)stanh(x).

(3.12)

Substituting the control input (3.9) into (3.12) yields

V̇ =s
{
λė + ẍr +

c

J
ẋ +

ρ

J
sign(ẋ) +

ξ

J
tanh(x)

− b

J

1

b

[
J0λė + J0ẍr + c0ẋ

+ ρ0sign(ẋ) + 
s + ξ̂tanh(x)

+ Ksign(s)
]} − 1

J
(ξ − ξ̂)stanh(x)

=s
[ΔJ

J
λė +

ΔJ

J
ẍr +

Δc

J
ẋ

+
Δρ

J
sign(ẋ) − K

J
sign(s)− 


J
s
]

= − 


J
s2 +

Kms −K|s|
J

(3.13)

with

Km = ΔJλė + ΔJ ẍr + Δcẋ + Δρsign(ẋ). (3.14)
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According to the following inequalities

ΔJλės ≤ Δ̄Jλ|ė||s|

ΔJ ẍrs ≤ Δ̄J |ẍr||s|

Δcẋs ≤ Δ̄c|ẋ||s|

Δρsign(ẋ)s ≤ Δ̄ρ|s|

(3.15)

where Δ̄J , Δ̄c and Δ̄ρ are the upper bounds of the parametric uncertainties ΔJ ,

Δc and Δρ as defined in (2.24), we have

ΔJλės + ΔJ ẍrs + Δcẋs + Δρsign(ẋ)s

≤ Δ̄Jλ|ė||s| + Δ̄J |ẍr||s| + Δ̄c|ẋ||s| + Δ̄ρ|s|
(3.16)

namely,

Kms ≤ K|s|. (3.17)

Based on the above analysis, we can easily conclude that

V̇ = − 


J
s2 +

Kms −K|s|
J

≤ 0. (3.18)

The proof is thus completed.

Remark 1 : In the ASM controller, we employ the adaptation law to estimate the

coefficient of the self-aligning torque ξ without the need of any prior information

for ξ. This is the key benefit of adaptive estimation because the road conditions

are typically unknown to the vehicle system in reality. On the other hand, for

the uncertain parameters J , c and ρ, their nominal values and bounds can be

accurately identified offline. Thus, by using the sliding mode control the effects
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of these uncertainties on the system performance can be compensated fast and

effectively.

Remark 2 : Like the conventional sliding mode controller, the control input u1

(3.5) contains a discontinuous term Ksign(s) which may induce undesired chat-

tering to the control signal. To alleviate this effect, the boundary layer technique

[144], [145] is also adopted, namely, using the following saturation function to

replace the signum function in (3.5):

sat(z) =

⎧⎪⎪⎨
⎪⎪⎩

z/ψ if |z| < ψ

sign(z) if |z| ≥ ψ

(3.19)

where ψ denotes the boundary layer thickness. However, the adoption of boundary

layer is generally at the cost of reduced tracking accuracy.

3.2.2 Estimation of coefficient of self-aligning torque

As aforementioned, the self-aligning torque can be estimated by adaptively

estimating its coefficient ξ as shown in (3.8). It is manifest that the accuracy of the

estimation of the coefficient of the self-aligning torque by the adaptive estimation

law plays a pivotal role in the tracking performance of the proposed adaptive sliding

mode controller. The designed adaptive estimation law should guarantee not only

the estimation precision of the coefficient of the self-aligning torque, but also a

fast convergence rate for the estimated coefficient converging to the actual one.

To facilitate the adjustment for either good estimation accuracy or fast estimation
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rate, we set the adaptation gain μ as a linear filter [143] as follows:

μ = μ1 + μ2p (3.20)

where μ1 > 0, μ2 > 0, and p is the Laplace operator. Note that the derivative of the

sliding variable s is given in (3.14). Substituting ṡ and (3.20) into the adaptation

law described in (3.8) yields

˙̂
ξ =μstanh(x)

=μ1stanh(x) + μ2ṡtanh(x)

=μ1stanh(x) + μ2

[
− 
s

J
+

tanh(x)

J
ξ

− tanh(x)

J
ξ̂ +

Km − Ksign(s)

J

]
tanh(x)

=μ1stanh(x) − μ2
stanh(x)

J
+

μ2tanh2(x)

J
ξ

− μ2tanh2(x)

J
ξ̂ + w

(3.21)

with

w =
μ2

J
[Km −Ksign(s)]tanh(x). (3.22)

Rewrite (3.21) by using the Laplace transform, we have

[
μ2tanh2(x)

J
+ p

]
ξ̂

=
μ2tanh2(x)

J
ξ +

(μ1J − μ2
)stanh(x)

J
+ w.

(3.23)
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It can be seen that if there are no parametric uncertainties except the self-aligning

torque acting on the SbW system, selecting the design parameter μ1 as

μ∗
1 = μ2




J
(3.24)

leads to the term (μ1J − μ2
)stanh(x)/J = 0 as well as w = 0. Thus, the

adaptation dynamic equation (3.23) reduces to

ξ̂∗ =
μ2tanh2(x)/J

μ2tanh2(x)/J + p
ξ (3.25)

where μ∗
1 and ξ̂∗ denote the parameters under the ideal condition without uncer-

tainties. However, due to the existing parametric uncertainties in the plant model

and also because the equivalent moment of inertia J is not completely known in

practice, we simply use the nominal parameter J0 to replace J in (3.24), that is,

μ1 = μ2



J0
. (3.26)

Substituting (3.26) into (3.22) yields

ξ̂ =
μ2tanh2(x)/J

μ2tanh2(x)/J + p
ξ + da (3.27)

with da referred to as the adaptation perturbation, which is given by

da =
μ2

J
[Km − Ksign(s)]tanh(x)

+
ΔJ

J0J
μ2
stanh(x).

(3.28)
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It is noted from (3.28) that the adaptation perturbation da is bounded in the pres-

ence of uncertainties and actually reduces to zero without parametric uncertainties.

This implies that ξ̂ will converge to the actual ξ in the case of no parametric un-

certainties or approach to a region close to the actual ξ when uncertainties arise

according to (3.27). Moreover, we can see that the value of μ2 affects the conver-

gence rate of the estimation (i.e., the adaptation bandwidth). The selection of μ2

will be discussed in the next subsection.

3.2.3 Selection of control parameters

To this end, we have presented the ASM control law and the adaptation

law for the self-aligning torque. It is clear that the stability of the overall control

system can be guaranteed in the sense of Lyapunov. However, for practical im-

plementation the controller parameters should be carefully selected to compromise

between the tracking accuracy and robustness against the measurement noises, the

system uncertainties and unmodeled system dynamics.

Selection of λ

The parameter λ crucially determines the tracking bandwidth of the sliding

mode function as given by (3.2) and the decay rate of tracking errors on the sliding

surface [143], [115]. A larger λ leads to a faster response rate and higher tracking

accuracy, which, however, may bring excessive high-frequency measurement noises

to the system that deteriorate the tracking accuracy inversely. To account for this

trade-off we set λ = 15 in our case.
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Selection of �

The term with the parameter 
 in (3.5) is introduced to enforce the tracking

error onto the sliding surface [143]. It is obvious that the control system band-

width becomes higher by increasing 
 which leads to a faster response to the

reference command as well. Nevertheless, a larger 
 will similarly amplify the

measurement noises from the sliding variable s and meanwhile result in a larger

adaptation perturbation da that degrades the estimation accuracy. From the actual

implementations, we find that 
 = 45 is an acceptable value.

Selection of μ2

From (3.27) we can see that the parameter μ2 critically determines the adap-

tation bandwidth for the estimation of the self-aligning torque. Apparently, a larger

μ2 leads to a higher adaptation bandwidth implying a faster convergence rate for

the estimated coefficient ξ̂ to track the actual one ξ. However, we also note that

the existence of μ2 reversely augments the undesired adaptation perturbation da

in (3.28). Hence, a satisfactory μ2 = 2638 is chosen for implementation.

Selection of ψ

It is well known that a larger value of the boundary layer thickness ψ (3.19)

leads to less chattering but at the cost of reducing tracking accuracy [144]. In

this chapter, the disturbance of self-aligning torque is compensated by a separate

control input (3.7), which means that a smaller value of K in (3.5) would be

sufficient to overcome the remaining uncertainties and disturbances. This implies

that the chattering effects due to the sign function in (3.5) would be much less
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compared to the conventional sliding mode control. In actual implementation, we

set ψ = 0.8 to obtain a satisfied balance between control smoothness and tracking

accuracy.

3.3 Controllers for Comparison

To compare the benefits of the proposed ASM controller, a conventional

sliding mode controller and a linear H∞ controller are also designed based on the

methods employed in [49], [146].

3.3.1 Conventional sliding mode control

Define the tracking error e as

e = xr − x (3.29)

where xr is the reference command for the front wheel steering angle to track,

which is usually twice differentiable due to the curve of roads. Furthermore, a

linear sliding variable scsm is defined as

scsm = ė + λcsme (3.30)

where λcsm > 0 is to be designed.

Then the sliding mode controller is given by

ucsm =
1

b
(J̄λcsm|ė| + J̄ |ẍr| + c̄|ẋ| + ρ̄ + τ̄ )sign(scsm) (3.31)



Chapter 3. Adaptive Sliding Mode Control 48

where sign( ) is a standard signum function; J̄ , c̄ and ρ̄ denote the upper bounds of

the parameters J , c and ρ, respectively; and τ̄ denotes the upper bound of the self-

aligning torque acting on the SbW system. The upper bounds of the parameters

J , c and ρ are given by

J̄ =hJ0

c̄ =c0 + Δ̄c

ρ̄ =ρ0 + Δ̄ρ

(3.32)

where h, Δ̄c and Δ̄ρ are given in (2.24).

Though the sliding mode controller ucsm is designed for the vehicle SbW system,

we need to guarantee the stability of the control system. To prove the stability

of the SbW system under the conventional sliding mode control, we choose the

Lyapunov function as

Vcsm =
1

2
scsm

2. (3.33)

According to (3.30), the first-order derivative of the sliding variable scsm is

ṡcsm = ë + λcsmė. (3.34)

Based on the definition of e shown in (3.29), we have

ṡcsm = ẍr − ẍ + λcsm ė. (3.35)

It is deduced from (2.22) that

ẍ = − c

J
ẋ − ρ

J
sign(ẋ) − τ

J
+

b

J
ucsm. (3.36)
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Combining (3.35) and (3.36), we have

ṡcsm = ẍr + λcsm ė +
c

J
ẋ +

ρ

J
sign(ẋ) +

τ

J
− b

J
ucsm. (3.37)

Substituting (3.31) into (3.37)

ṡcsm =ẍr + λcsmė +
c

J
ẋ +

ρ

J
sign(ẋ) +

τ

J

− 1

J
(J̄λcsm|ė|+ J̄ |ẍr|+ c̄|ẋ| + ρ̄ + τ̄ )sign(scsm).

(3.38)

Therefore, evaluating the first-order derivative of Vcsm yields

V̇csm =scsmṡcsm

=scsm[λcsmė + ẍr +
c

J
ẋ +

ρ

J
sign(ẋ) +

τ

J

+ (− J̄

J
λcsm|ė| − J̄

J
|ẍr| − c̄

J
|ẋ| − c̄

J
− τ̄

J
)sign(scsm)]

=λcsm ėscsm + ẍrscsm +
c

J
ẋscsm +

ρ

J
sign(ẋ)scsm +

τ

J
scsm

− J̄

J
λcsm|ė||scsm| − J̄

J
|ẍr||scsm| − c̄

J
|ẋ||scsm| − ρ̄

J
|scsm| − τ̄

J
|scsm|

=(λcsm ėscsm − J̄

J
λcsm|ė||scsm|) + (ẍrscsm − J̄

J
|ẍr||scsm|)

+ (
c

J
ẋscsm − c̄

J
|ẋ||scsm|) + (

ρ

J
sign(ẋ)scsm − ρ̄

J
|scsm|)

+ (
τ

J
scsm − τ̄

J
|scsm|)

(3.39)

According to the following inequalities

λcsm ėscsm ≤ J̄

J
λcsm|ė||scsm|, ẍrscsm ≤ J̄

J
|ẍr||scsm|,

c

J
ẋscsm ≤ c̄

J
|ẋ||scsm|, ρ

J
sign(ẋ)scsm ≤ ρ̄

J
|scsm|, τ

J
scsm ≤ τ̄

J
|scsm|

(3.40)

we can easily conclude that

V̇csm ≤ 0. (3.41)
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The proof is completed.

The control input ucsm contains a discontinuous term sign(scsm) which may

include undesired chattering to the control signal. To alleviate this effect, the

boundary layer technique [144], [145] can be adopted. More specific, we use the

following saturation function to replace the signum function in (3.31):

sat(z) =

⎧⎪⎪⎨
⎪⎪⎩

z/ψcsm if |z| < ψcsm

sign(z) if |z| ≥ ψcsm

(3.42)

where ψcsm denotes the boundary layer thickness.

For a fair comparison, we set the parameters λcsm and ψcsm as the same as the

corresponding parameters in the design of the ASM controller, namely,

λcsm = 15, ψcsm = 0.8. (3.43)

Thus, the conventional sliding mode controller for comparison has been designed

and the stability of the control system has also been analyzed and verified.

3.3.2 H∞ control

The H∞ controller is of the following form

uh = 0.31ẍr + 20.66e + 9.06ė + 0.79ẋ (3.44)

which is designed based on a small-gain theorem proposed by Zhou in [146].
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3.4 Simulation results

Before the experimental implementation of the designed ASM controller, the

conventional sliding mode controller and the H∞ controller, we need to obtain the

simulation results at first. In this section, simulation of the ASM controller, the

conventional sliding mode controller and the H∞ controller are carried out by MAT-

LAB Simulink, and the simulation results are analyzed. In order to demonstrate

the superiority of the designed ASM controller in terms of high tracking accuracy

and strong robustness against varying road conditions, two cases are considered in

the simulation.

3.4.1 Case 1: steering for a slalom path following

In this case, the steering wheel as shown in Figure 2.1(b) is maneuvered to

generate an approximate sinusoidal waveform which mimics the vehicle following

a slalom path. Then, the steering wheel angle sensor collects the corresponding

steering angle. By multiplying this angle sensor signal by the corresponding scaling

factor from the steering wheel to the front wheels, a steering wheel reference angle

is obtained and input to the controllers under test. From [49] we know that setting

the values of the coefficient of the self-aligning torque ξ as

ξ =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

155, 0 < t ≤ 20 s, Snowy road

585, 20 < t ≤ 40 s, Wet asphalt road

960, 40 < t ≤ 60 s, Dry asphalt road

(3.45)

can represent the self-aligning torque dynamics in the scenarios of snowy road, wet

asphalt road and dry asphalt road, respectively. The simulation results for this
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Figure 3.1: Simulated estimation of the coefficient of the self-aligning torque ξ̂ under various road
conditions in Case 1.

case are shown in Figures 3.1–3.4.

From Figure 3.1 we can clearly see that the adaptive estimation law in the

designed ASM controller can estimate the coefficient of the self-aligning torque

ξ fast and accurately. There is some slight chattering in the curve of estimated

coefficient, which is mainly caused by the sensor measurement noises existing in

the reference signal.

Figures 3.2–3.4 indicate the control performances of the ASM controller, the con-

ventional sliding mode controller and the H∞ controller in simulation, respectively.

From Figure 3.2, we can see that the peak tracking errors of the ASM controller

are about 0.02 rad, 0.028 rad and 0.03 rad during the three periods, respectively.

The peak tracking errors occur at the beginning of the three periods because the

adaptive estimation law needs to learn the coefficient of self-aligning torque when

the road condition is changed. However, once this short learning procedure is ac-

complished, the tracking error can converge to a very small region within -0.005

rad to 0.005 rad regardless of the increasing of the self-aligning torque. For the

conventional sliding mode controller, the peak tracking errors in the three periods
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are 0.02 rad, 0.035 rad and 0.06 rad, respectively as shown in Figure 3.3. And

Figure 3.4 indicates the peak tracking errors of the H∞ controller, which are 0.018

rad, 0.045 rad and 0.07 rad, respectively. Thus, it is manifest that the tracking

errors of the ASM controllers are significantly less than those of the conventional

sliding mode controller and the H∞ controller due to the accurate estimation and

effective compensation of the self-aligning torque.

3.4.2 Case 2: steering for a circular path following

In this case, we consider a road path being straight and followed by a circular

curve which is more common in reality. This is referred to as a circular path in

this chapter. Similarly, we maneuver the steering wheel to generate the steering

reference command for such a path following as shown in Figure 3.6(a). Simulation

with a duration of 15 seconds is carried out and the coefficient of the self-aligning

torque ξ is set as 700 to mimic the condition on a wet asphalt road.

From Figure 3.5 it is evidently seen that in the case of circular path following,

the adaptive estimation law in the ASM controller can still estimate the coefficient

of the self-aligning torque precisely, which is demonstrated by the negligible esti-

mation error. During the 9th second to the 11th second, there is slight chattering

existing in the line of ’estimated coefficient’ mainly due to the sudden change of

vehicle’s steering direction.

It is shown in Figure 3.6 that the peak tracking error of the ASM controller

in the case of circular path following is 0.06 rad at the beginning of the adaptive

estimation. After the coefficient is accurately estimated, the tracking error de-

creases significantly, and finally converges to zero. However, from Figure 3.7 and
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Figure 3.2: Simulated control performance of the ASM controller in Case 1.
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Figure 3.3: Simulated control performance of the conventional sliding mode controller in Case 1.
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Figure 3.4: Simulated control performance of the H∞ controller in Case 1.
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Figure 3.5: Simulated estimation of the coefficient of the self-aligning torque ξ̂ in Case 2.

Figure 3.8, we can see that the peak tracking errors of the conventional sliding

mode controller and the H∞ controller are 0.055 rad and -0.06 rad, respectively.

Besides, the steady state errors of the conventional sliding mode controller and the

H∞ controller have no tendency to converge to zero or converge to a small bounded

region due to the lack of effective estimation and compensation of the self-aligning

torque disturbance. Hence, the superiority of the ASM controller to the conven-

tional sliding mode controller and the H∞ controller is apparently demonstrated

in both the cases of slalom path following and circular path following.

3.5 Experimental results

Experiments are carried out on the actual SbW setup to verify the designed

controllers with a sampling period of 1 ms. To demonstrate that the designed ASM

controller can be effectively implemented on the SbW experimental setup and can

also possess similar superiority indicated in the simulation results, identical cases

with the same reference commands and road conditions as those in the simulation

are considered in this section.
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Figure 3.6: Simulated control performance of the ASM controller in Case 2.
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Figure 3.7: Simulated control performance of the conventional sliding mode controller in Case 2.
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Figure 3.8: Simulated control performance of the H∞ controller in Case 2.
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Figure 3.9: Experimental estimation of the coefficient of the self-aligning torque ξ̂ under various
road conditions in Case 1.

From Figure 3.9 we can see that the designed adaptation law in Case 1 can

properly estimate various coefficients of the self-aligning torque ξ with respect to

the change of road conditions. Compared with the simulation result as shown in

Figure 3.1, there exist more oscillations in the curve of the estimated coefficient

ξ̂. This is primarily caused by the high frequency measurement noises from the

angle sensors on the steering wheel and the front wheel. Though we have low-pass

filtered the high frequency noises, the cut-off frequency of the filter cannot be set

too low as we also need to guarantee the fidelity of the signals of the measured

angles. It is also noted that when the steering angle x is zero at the beginning of

the experiment, the estimated coefficient ξ̂ is zero as well. This is because that

x = 0 implies ξ̂ = 0. To solve this problem, we actually can set the initial value of

ξ̂ as the last estimated one during the previous driving cycle.

From Figure 3.10 it is seen that the peak tracking errors of the ASM controller

under the three road conditions are 0.022 rad, 0.025 rad and 0.028 rad, which are

pretty close to those in the simulation results as shown in Figure 3.10. The peak
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tracking errors occur at the beginning of each change of the road conditions, at

the time of which the adaptation law starts to estimate the new value of ξ. Once

the estimated coefficient ξ̂ converges to the actual one, the peak tracking errors

consistently converge into a small region no matter how large the magnitudes of

the self-aligning torque are. However, the steady-state errors are a little larger

than those in the simulation results due to the sensor measurement noises. In

comparison, the peak tracking errors under the conventional sliding mode controller

and the H∞ controller as shown in Figures 3.11–3.12 are much larger than those

under the ASM controller and also become larger with respect to the increasing of

the self-aligning torque.
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Figure 3.10: Experimental control performance of the ASM controller in Case 1.
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Figure 3.11: Experimental control performance of the conventional sliding mode controller in
Case 1.
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Figure 3.12: Experimental control performance of the H∞ controller in Case 1.



Chapter 3. Adaptive Sliding Mode Control 66

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
−100

0
100
200
300
400
500
600
700
800
900

1000
1100
1200

Time [second]

C
oe

ffi
ci

en
t o

f s
el

f−
al

ig
ni

ng
 to

rq
ue

 

 

 
Estimated coefficient ρ̂τ
Actual coefficient ρτ

Figure 3.13: Experimental estimation of the coefficient of the self-aligning torque ξ̂ in Case 2.

Figure 3.13 shows the estimation of the coefficient of the self-aligning torque

under the ASM controller in Case 2. Compared with the simulation result as

shown in Figure 3.5, the estimated ξ̂ deviates a bit from the actual ξ at the steady

state, which may be primarily due to the adaptation perturbation da in (3.28)

being a constant in this case. At the moment of the 9th second, the estimation

curve contains a notched response which stems from the change of the steering

angle into a reverse direction.

The tracking profiles of the controllers are shown in Figures 3.14–3.16, which

are close to the simulation results shown in Figures 3.6–3.8. It can be seen that the

ASM controller is still superior to the conventional sliding mode controller and the

H∞ controller in this case. The peak tracking error under the ASM controller is

0.055 rad, which is less than both the conventional sliding mode controller (0.059

rad) and the H∞ controller (0.07 rad).
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Figure 3.14: Experimental control performance of the ASM controller in Case 2.
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Figure 3.15: Experimental control performance of the conventional sliding mode controller in
Case 2.
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Figure 3.16: Experimental control performance of the H∞ controller in Case 2.
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More importantly, with online estimations of the coefficient of the self-aligning

torque ξ, the tracking accuracy of the ASM controller is improved to a large extent

with the tracking error almost converging to zeros eventually. Comparatively, the

tracking errors under the conventional sliding mode controller and the H∞ con-

troller both contain significant steady state errors which are due to the insufficient

capability to compensate for the self-aligning torque.

3.6 Summary

In this chapter, we combine an adaptive estimation law with sliding mode

control and design an ASM controller for SbW systems of road vehicles. The pre-

sented ASM control can utilize the adaptive estimation scheme to estimate the

self-aligning torque. Thus, a feedforward control input can be formed to specifi-

cally compensate for the effect of the self-aligning torque disturbance to improve

the tracking precision. The proposed ASM controller can also utilize the sliding

mode control component to handle the parametric uncertainties existing in the

plant model and unmodeled dynamics to enhance the controller’s robustness. Ex-

perimental results demonstrate the superiority of the ASM controller. However, the

convergence rate of tracking errors of the ASM control is not fast enough. Hence,

in the next chapter, we will try to combine the adaptive estimation law with a fast

non-singular terminal sliding mode control component to obtain a faster conver-

gence rate on the basis of keeping the intrinsic merits of the ASM control.



Chapter 4

Adaptive Fast Non-Singular

Terminal Sliding Mode Control

In Chapter 3 we propose an adaptive sliding mode control for road vehicle

SbW systems. The adaptive sliding mode controller can use the adaptive estima-

tion law to estimate the self-aligning torque disturbance to achieve high tracking

accuracy, and the sliding mode control component to cope with the parametric un-

certainties to enhance the performance robustness. However, the convergence rate

of tracking errors of the adaptive sliding mode controller is not yet fast. Thus, in

this chapter, we will combine the adaptive estimation law with fast non-singular ter-

minal sliding mode control methodology and design an adaptive fast non-singular

terminal sliding mode controller for SbW systems of road vehicles.

71
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4.1 Introduction

As a newly proposed control methodology, fast non-singular terminal sliding

mode (FNTSM) control not only has no switching elements in the control input

implying less control chattering, but also can guarantee the exponential stability

of the control system, which leads to a faster convergence rate of the tracking

error in comparison with traditional sliding mode based control methodologies. In

[147], based on the bounded information of parametric uncertainties, a fast non-

singular terminal sliding mode controller is designed for piezoelectric actuators

such that a zero error convergence can be guaranteed in finite time in the presence

of disturbance and system uncertainties.

However, the combination of fast non-singular terminal sliding mode control

with adaptive control is still rare in industrial applications. In this chapter, we

will combine the adaptive estimation scheme for self-aligning torque with the

FNTSM control which leads to an adaptive fast non-singular terminal sliding mode

(AFNTSM) controller for the SbW system. The adaptive estimation law in the

AFNTSM controller is utilized to estimate the self-aligning torque acting on front

wheels. The estimated self-aligning torque can not only be provided to the steer-

ing wheel feedback motor to generate corresponding ‘road feels’ for the driver, but

also be contributed to a feedforward control input to compensate for the effect of

the self-aligning torque disturbance. The FNTSM control law in the AFNTSM

controller is used to guarantee a fast convergence rate of the tracking errors espe-

cially in the case of shock disturbance rejection, and the performance robustness

in dealing with system uncertainties, unmodeled dynamics and other external dis-
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turbances.

4.2 Control design

In this section, an AFNTSM control law is proposed, and the stability of the

control system is verified in the sense of Lyapunov. The guidelines of the selection

of control parameters are elaborated in detail.

4.2.1 Adaptive fast non-singular terminal sliding mode control law

Consider the SbW plant model as shown in (2.13), we first define ψ as

ψ = (c − c0)ẋ + (ρ − ρ0)sign(ẋ). (4.1)

Then, we have

|ψ| ≤ ψ̄ = Δ̄c|ẋ| + Δ̄ρ (4.2)

where Δ̄c and Δ̄ρ are the upper bounds of the parametric uncertainties Δc and Δρ

as defined in (2.24), and ψ̄ is the upper bound of ψ, which will be used later.

Define the tracking error e as

e = x − xr (4.3)

where xr is the reference command for the front wheel steering angle to track,

which is usually twice differentiable due to the curve of roads. In addition, a

sliding variable s is defined as

s = e + λ|ė|rsign(ė) (4.4)
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where λ > 0, 1 < r < 2 are to be designed [148]. It is noted that the expression

of |x|nsign(x) for n > 0 ∀x ∈ R is always smooth and monotonically increasing.

Moreover, it was reported in [149] that the terminal sliding mode function defined

by

s = e + λ|ė|rsign(ė) = 0 (4.5)

with the initial conditions of e(0) and ė(0) is able to converge to zero in a finite

time tf given by

tf =
λ− 1

r

1 − 1
r

∣∣e(0)∣∣1− 1
r . (4.6)

Subsequently, an equivalent control input [138] shall be presented, which is the

solution to the equation given by

ṡ = ė + Q(ẍ − ẍr) = 0 (4.7)

where

Q = λr|ė|r−1 (4.8)

regardless of all the uncertainties existing in the plant model. Specifically, we set

the model parameters as their nominal values and suppose d = 0. Consequently,

solving (4.7) by utilizing the nominal plant model yields

u0 =
1

b

[
J0ẍr + ρ0sign(ẋ) + c0ẋ − J0

λr
|ė|2−rsign(ė)

]
. (4.9)

Afterwards, a reaching control input u1 [115] is introduced:

u1 = −J0

b

[
g1s + g2|s|δsign(s)

]
(4.10)
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with g1, g2 > 0, 0 < δ < 1 to be designed, and the sliding variable s defined in

(4.4).

Lastly, we propose a control input u2 to specifically compensate for the effect

exerted by the self-aligning torque as follows:

u2 =
1

b
ξ̂tanh(x) (4.11)

with ξ̂ the estimation of the actual coefficient ξ which is obtained through the

following adaptation law

˙̂
ξ = −Qηκtanh(x)s

b =

⎧⎪⎪⎨
⎪⎪⎩

0 if |ξ̂| ≥ ¯̂
ξ

1 otherwise

(4.12)

where η > 0 is the adaptation gain to be designed, and b is the switching operator

[112] which is able to keep the estimation of ξ within a boundary, namely,

|ξ̃| = |ξ − ξ̂| ≤ ¯̃
ξ. (4.13)

Lemma 4.1 : Considering the SbW system model as shown in (2.13) with the

parametric uncertainties as shown in (2.24) under the AFNTSM controller given

by

u = u0 + u1 + u2 (4.14)

with u0, u1 and u2 defined in (4.9)–(4.11), we can achieve the following tracking

performance.
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1) The sliding variable s can converge to the region of

|s| ≤ Ω = min(Ω1, Ω2) (4.15)

Ω1 =
(h − 1)

∣∣ẍr − 1
λr
|ė|2−rsign(ė)

∣∣ + 1
J0

(ψ̄ + ¯̃ξ)

g1
(4.16)

Ω2 =

[
(h − 1)

∣∣ẍr − 1
λr
|ė|2−rsign(ė)

∣∣ + 1
J0

(ψ̄ +
¯̃
ξ)

g2

] 1
δ

(4.17)

in a finite time. Note that ψ̄ is given in (4.1).

2) The tracking error e and its velocity ė can converge to the region given by

|e| ≤2Ω

|ė| ≤
(

Ω

λ

) 1
r

(4.18)

in a finite time.

Proof : A Lyapunov function is chosen as

V =
1

2
s2 +

1

2ηJ
(ξ − ξ̂)2. (4.19)

Then the first-order derivative of V along the system trajectories is:

V̇ = sṡ +
1

ηJ
(ξ − ξ̂)(ξ̇ − ˙̂

ξ). (4.20)

For a specific road condition, ξ is a constant. Due to the relatively high speed and

short length of vehicles, the switching between different road conditions happens
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instantaneously. Thus, it is assumed that ξ̇ = 0. Then we have

V̇ =sṡ +
1

ηJ
(ξ − ξ̂)(− ˙̂

ξ)

=sṡ +
b

J
(ξ − ξ̂)Qtanh(x)s.

(4.21)

According to s = e + λ|ė|rsign(ė), we can differentiate s with the help of (4.14):

ṡ =ė + λr|ė|r−1(ẍ − ẍr)

=ė + Q(ẍ− ẍr)

=ė + Q
[
− c

J
ẋ− ρ

J
sign(ẋ) − ξ

J
tanh(x)

+
b

J
u
]
− Qẍr

=ė − c

J
Qẋ − ρ

J
Qsign(ẋ) − ξ

J
Qtanh(x)

+
J0

J
Qẍr +

ρ0

J
Qsign(ẋ) +

c0

J
Qẋ

− J0

Jλr
Q|ė|2−rsign(ė) − J0

J
Qg1s

− J0

J
Qg2|s|δsign(s) +

ξ̂

J
Qtanh(x) − Qẍr

=
(J0

J
− 1

)
(Qẍr − ė) − Q

J
ψ − ξ

J
Qtanh(x)

+
ξ̂

J
Qtanh(x) − J0

J
Qg1s − J0

J
Qg2|s|δsign(s)

(4.22)

where ψ = (c− c0)ẋ + (ρ− ρ0)sign(ẋ) is defined in (4.1), and Q is defined in (4.8).

Then, substituting (4.22) into (4.21) yields

V̇ =s
[(J0

J
− 1

)
(Qẍr − ė) − Q

J
ψ − ξ

J
Qtanh(x)

+
ξ̂

J
Qtanh(x) − J0

J
Qg1s

− J0

J
Qg2|s|δsign(s)

]
+

κ

J
(ξ − ξ̂)Qtanh(x)s

=[Υ + (κ − 1)Γ]s − Λ1s
2 − Λ2|s|δ+1

(4.23)
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where

Γ =
1

J
(ξ − ξ̂)Qtanh(x)

Υ =
(J0

J
− 1

)
(Qẍr − ė) − 1

J
Qψ

Λ1 =
J0

J
Qg1

Λ2 =
J0

J
Qg2.

(4.24)

It is seen from (4.24) that the last two terms in (4.23) are non-positive. This means

that there exists a bounded region of s, within which the condition of V̇ < 0 can

be satisfied. This indicates that the sliding variable s and the estimation error ξ̃

can asymptotically converge to a bounded region.

For the purpose of finding the condition to achieve the finite-time stability [150]

of s, another Lyapunov function is defined as

V1 =
1

2
s2 (4.25)

Using (4.22) yields

V̇1 = (Υ − Γ)s − Λ1s
2 − Λ2|s|δ+1. (4.26)

Next, two cases are considered here.

Case 1) Rewrite (4.26) as follows:

V̇1 = −(
Λ1 − Υ − Γ

s

)
s2 − Λ2|s|δ+1. (4.27)

Thus, if ė �= 0 and Λ1 − Υ−Γ
s

> 0, there exist σ1, σ2 > 0 which satisfy

V̇1 ≤− σ1s
2 − σ2|s|δ+1

= − 2σ1V1 − 2
δ+1
2 σ2V1

δ+1
2 .

(4.28)
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The condition of (4.28) can yield the finite-time convergence of s to a region, and

the convergence time can be obtained as [134]

tc ≤ 1

(1 − δ)σ1
ln

[
1 +

σ1

σ2
(2V10)

1−δ
2

]
(4.29)

with V10 = V1(s(0)) the initial condition of the Lyapunov function V1.

Based on the aforementioned analysis, the way to achieve finite-time conver-

gence is to find the region of s which satisfies Λ1 − Υ−Γ
s

> 0. Furthermore, the

expression of Λ1 − Υ−Γ
s

> 0 can be deduced from

|s| >
|Υ − Γ|

Λ1
=∣∣∣∣(1 − J

J0
)
[
ẍr − 1

λr
|ė|2−rsign(ė)

]− 1
J0

ψ − 1
J0

ξ̃tanh(x)

∣∣∣∣
g1

.

(4.30)

By using the bounds of the system uncertainties, we have

|Υ− Γ|
Λ1

≤
(h − 1)

∣∣∣ẍr − 1
λr
|ė|2−rsign(ė)

∣∣∣ + 1
J0

(ψ̄ + ¯̃ξ)

g1
= Ω1

(4.31)

Consequently, the condition of Λ1 − Υ−Γ
s

> 0 can be satisfied when

|s| > Ω1. (4.32)

Thus, the region

|s| ≤ Ω1 (4.33)

can be reached in a finite time under the designed AFNTSM controller.
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Case 2) Rewrite (4.26) in the form as

V̇1 = −Λ1s
2 −

[
Λ2 − Υ − Γ

|s|δsign(s)

]
|s|δ+1 (4.34)

Similarly, the condition of Λ2 − Υ−Γ
|s|δsign(s)

> 0 with ė �= 0 is able to achieve the

finite-time convergence of V1 to a region. Hence, under the similar analysis as that

in Case 1), the region of |s| given by

|s| ≤ Ω2 =

[
(h − 1)

∣∣ẍr − 1
λr
|ė|2−rsign(ė)

∣∣ + 1
J0

(ψ̄ + ¯̃ξ)

g2

] 1
δ

(4.35)

can also be achieved under the presented AFNTSM controller in a finite time.

Finally, it shall be analyzed that the condition of ė = 0 for the aforementioned

two cases is not an interference factor in the finite-time convergence of V1 to a

region. By substituting (4.14) into Jẍ+ cẋ = bu−ρsign(ẋ)− τ with the condition

of ė = 0, we have

ë =
(J0

J
− 1

)
ẍr − ψ

J
− ξ̃tanh(x)

J
− J0

J
[g1s + g2|s|δsign(s)]. (4.36)

Therefore, for ė = 0, we have

ë =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−J0

J

[
g1 − (1− J

J0
)ẍr− 1

J0
ψ− ξ̃tanh(x)

J0

s

]
s − J0

J
g2|s|δsign(s)

�= 0, for |s| > Ω1

−J0

J
g1s − J0

J

[
g2 − (1− J

J0
)ẍr− 1

J0
ψ− ξ̃tanh(x)

J0

|s|δsign(s)

]
|s|δsign(s)

�= 0, for |s| > Ω2

(4.37)



Chapter 4. Adaptive Fast Non-Singular Terminal Sliding Mode Control 81

from which it is seen that ė = 0 is not an interference factor for |s| > Ω1 or

|s| > Ω2. In consequence, the finite-time convergence of s can still be achieved in

the condition of ė = 0,

Thus, by combining (4.33) and (4.35), it can be concluded that the sliding

variable s can converge to the region of |s| ≤ Ω = min(Ω1, Ω2) in a finite time by

the presented AFNTSM controller.

In order to obtain (4.18), we rewrite (4.4) as

e +

[
λ − s

|ė|rsign(ė)

]
|ė|rsign(ė) = 0 (4.38)

from which we can clearly see that if |ė| > (Ω
λ
)
1
r , then λ− s

|ė|rsign(ė)
> 0 since |s| ≤ Ω.

Thus, the function (4.38) keeps the same form leading to the same convergence

property as (4.5), which reversely proves that the velocity of the tracking error ė

can converge to the region of

|ė| ≤
(

Ω

λ

) 1
r

(4.39)

in a finite time. As a consequence, according to (4.38), we can conclude that the

tracking error e can converge to the region of

|e| ≤ λ|ė| 1r + |s| ≤ 2Ω. (4.40)

in a finite time equal to (tf + tc). The proof is thus completed.

Remark 1 : In the AFNTSM controller, the adaptation law is employed to esti-

mate the coefficient of the self-aligning torque ξ without any prior information of ξ.

This is the pivotal benefit of adaptive estimation law because the road conditions

are usually uncertain in reality. However, the nominal values and bounds of pa-
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rameters J , c and ρ can get identified accurately offline. Hence, the effect of these

uncertainties on the control performance can be compensated by the FNTSM in

the AFNTSM controller fast and effectively.

Remark 2 : The tracking errors under conventional sliding mode controllers

can also converge to zero theoretically. However, the convergence rate cannot be

guaranteed and may be very slow. Based on the theoretical analysis, we can see

that the designed AFNTSM controller has a faster convergence rate owing to its

implied exponential stability. This indicates that the tracking error under the

AFNTSM control can be settled down significantly faster than the ASM control

using conventional sliding mode, especially in the case of external shock disturbance

rejection as will be detailedly described in the next section.

4.2.2 Selection of control parameters

The AFNTSM controller has been presented with the adaptive estimation

law for estimating the self-aligning torque. It is clear that the stability of the overall

control system can be guaranteed in the sense of Lyapunov. Besides, the proposed

AFNTSM controller possesses a satisfactory tracking accuracy and a faster con-

vergence rate compared with the ASM controller. Nevertheless, all the control

parameters of the AFNTSM controller still need to be selected carefully in prac-

tical implementation due to the existing of sensors’ measuring noises, parametric

uncertainties and unmodeled system dynamics in the system.
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Selection of λ

It is manifest from (4.5) that the parameter λ crucially determines the track-

ing bandwidth of the sliding mode function and the decay rate of tracking errors

on the sliding surface [115], [112]. Specifically, a smaller λ leads to a larger band-

width implying a faster response rate and higher tracking accuracy. On the other

hand, a larger bandwidth will also amplify the high-frequency measurement noises

to the system. In practical implementation, the measurement noises and the time

delay related to the experimental setup dominate the minimum applicable λ [115].

Considering these factors, we choose λ = 0.065 in our case.

Selection of r

From the last term of (4.9) we can see that only the range of 1 < r < 2

can avoid the singularity problem commonly existing in terminal sliding mode

related control [115]. According to the theoretical analysis, increasing the value of

r can reduce the convergence time shown in (4.6) but at the cost of bringing extra

sensor measuring noises, which may result in excessive chattering in the control

input consequently. In order to compromise the convergence rate with the control

smoothness, we set r = 1.2.

Selection of δ

The parameter δ is utilized to alleviate the control chattering normally ex-

isting in the standard non-singular terminal sliding mode control, and its range

is usually set as 0 < δ < 1 [115]. It is apparently indicated from (4.10) that a

larger δ leads to less chattering in the control input u1 but at the cost of weaker
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robustness against parametric uncertainties and unmodeled dynamics. From the

actual implementation, δ = 0.9 is found to be acceptable in our case.

Selection of η

The parameter η is the adaptation gain [112] in the proposed adaptation law

as shown in (4.12). We can clearly see from the form of Lyapunov function V

in (4.19) that the larger η is, the faster V converges to zero, namely, the faster

ξ̂ converges to ξ. This means that the value of η can critically determine the

adaptation bandwidth. A larger η leads to a faster adaptation response implying

a high tracking accuracy, but at the cost of more measurement noises added to

the system. We find that η = 2.4 × 106 can work appropriately in the actual

implementation.

Selection of g1 and g2

The values of g1 and g2 should be positive. Besides, there is no restriction on

whether they should be constants or time varying. In order to predict the bound

of the tracking error, we set g1 and g2 as [115]:

g1 =25
[
(h − 1)

∣∣θ̈r − 1

λr
|ė|2−rsign(ė)

∣∣ +
1

J0
ψ̄

]
g2 =15

[
(h − 1)

∣∣θ̈r − 1

λr
|ė|2−rsign(ė)

∣∣ +
1

J0
ψ̄

] (4.41)

implied by (4.15)–(4.18).
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4.3 Controllers for comparison

To demonstrate the great advantages of the proposed AFNTSM controller,

a conventional fast non-singular terminal sliding mode (FNTSM) controller and

an adaptive sliding mode (ASM) controller are also designed according to the

methods employed in [115], [151], respectively. The conventional FNTSM controller

is compared to illustrate the higher tracking accuracy of the AFNTSM controller

owing to the accurate estimation for self-aligning torques, and the ASM controller

is compared to verify the faster convergence rate of the AFNTSM controller. Here,

the design results are straightly given for simplicity.

4.3.1 Fast non-singular terminal sliding mode control

The control input of the FNTSM controller without adaptation [115] is given

by

uFNTSM = u0 + u1
(4.42)

where u0 and u1 are defined in (4.9) and (4.10), respectively. Note that in the

conventional FNTSM control, the self-aligning torque cannot be adaptively esti-

mated and compensated effectively. Thus, we regard the self-aligning torque as

an external disturbance in the FNTSM control system, and define ψFNTSM which

corresponds to the parameter ψ in (4.1) as

ψFNTSM = (c − c0)ẋ + (ρ − ρ0)sign(ẋ) + τ. (4.43)
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Then, the upper bound of ψFNTSM is given by

ψ̄FNTSM = Δ̄c|ẋ| + Δ̄ρ + τ̄ (4.44)

where Δ̄c and Δ̄ρ are defined in (2.24), and τ̄ represents the upper bound of the

self-aligning torque τ , whose value is set as

τ̄ = 270 Nm. (4.45)

4.3.2 Adaptive sliding mode control

The ASM controller [151] is designed as:

uASM =
1

b

{
J0
ėASM + J0ẍr + c0ẋ + ρ0sign(ẋ)

+ εsASM +
[
Δ̄J
|ėASM | + Δ̄J |ẍr| + Δ̄c|ẋ|

+ Δ̄ρ

]
sign(sASM ) + ξ̃tanh(x)

}
(4.46)

where ε > 0, and eASM = xr − x represents the tracking error under the ASM

control. In (4.46), ξ̃ denotes the estimation of the coefficient ξ under the ASM

control, whose adaptation law is given by

d(ξ̃)

dt
=

μ2ε

J0
tanh(x)sASM + μ2tanh(x)ṡASM (4.47)

with μ2 > 0, and sASM the sliding variable under the ASM control defined as

sASM = ėASM + 
eASM (4.48)

where 
 > 0.
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Accounting for our plant model as given in (2.13), the values of these control

parameters under the ASM control are selected as


 = 15, ε = 45, μ2 = 2640. (4.49)

4.4 Simulation results

Before the experimental implementation of the designed AFNTSM controller,

we study the simulation results for evaluating the controller performance. In this

section, simulation of the AFNTSM controller, the FNTSM controller and the ASM

controller is carried out by MATLAB Simulink, simulation results are compared

and analyzed. In order to demonstrate the superiority of the proposed AFNTSM

controller in terms of high tracking precision, strong robustness against varying

road conditions and fast convergence rate, two cases with the variations of road

conditions are considered.

4.4.1 Case 1: slalom path following in various road conditions

We maneuver the steering wheel shown in Figure 2.1(b) to generate a refer-

ence command that is approximate to a sinusoidal waveform as a simulation of a

slalom path for the vehicle to track. The angle signal collected by the sensor in-

stalled on the steering wheel is the steering angle of the steering wheel. Multiplying

this sensor signal by a scale factor accounting for the angle transmission from the

steering wheel to the front wheels, we can get the reference angle for the controllers

that are under test. To demonstrate the AFNTSM controllers’ robustness against

various road conditions, a time-varying coefficient of the self-aligning torque ξ is
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Figure 4.1: Simulated estimated coefficient of the self-aligning torque under the AFNTSM con-
troller in Case 1.

given by

ξ =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

158, 0 < t ≤ 20 s, Snowy road

590, 20 < t ≤ 40 s, Wet asphalt road

966, 40 < t ≤ 60 s, Dry asphalt road

(4.50)

to represent three different road surfaces on which the front wheels will be exerted

by different self-aligning torques. The simulation results in this case are shown in

Figures 4.1–4.3.

From Figure 4.1 we can see that the adaptive estimation law in the developed

AFNTSM controller can estimate the coefficient of self-aligning torque precisely.

There exists some very slight chattering in the line of the ’Estimated coefficient’,

which is mainly caused by the sensor measurement noises existing in the reference

signal. As shown in Figure 4.2, the peak tracking errors of the AFNTSM controller

is about -0.008 rad, which occur at the beginning of the changes of road conditions

due to the adaptive learning procedure of the adaptive estimation law. Once the

estimation of the self-aligning torque disturbance is finished, the tracking error can
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Figure 4.2: Simulated control performance of the AFNTSM controller in Case 1. (a) Tracking
profile. (b) Tracking error. (c) Control input.
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Figure 4.3: Simulated control performance of the conventional FNTSM controller in Case 1. (a)
Tracking profile. (b) Tracking error. (c) Control input.
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converge to a very small region (close to zero). However, in the simulation perfor-

mance of the FNTSM controller as shown in Figure 4.3, the peak tracking errors in

the three periods are 0.005 rad, 0.014 rad and 0.02 rad, respectively. Besides, the

steady state errors of the FNTSM controller get increased with the increasing of

self-aligning torques due to the lack of effective estimation and compensation of the

self-aligning disturbance. Hence, the superiority of the AFNTSM controller in the

aspect of high tracking accuracy has been indicated compared with the FNTSM

controller.

4.4.2 Case 2: external shock disturbance rejection

In reality, it is very common for a vehicle to come across external shock

disturbances such as small bumps on road or road edges which are higher than

the road surface. By the effect of these shock disturbance, the steering angles of a

running vehicle’s front wheels will deviate from the original one in a sudden. Thus,

whether the designed controller can force the front wheel steering angle to converge

to the original one fast enough is an important factor to evaluate the performance

of an SbW system. In this case, simulation of shock disturbance rejection with a

duration of 10 s is carried out for the AFNTSM controller and the ASM controller.

The reference command for the controllers is set as zero to approximately represent

that the vehicle is running in a straight path without any steering. To exclude the

impact of the road conditions and focus on the rejection on shock disturbances, the

road condition is assumed to be constant, and the coefficient of the self-aligning

torque is set as ξ = 158.

The simulation results of the AFNTSM controller and the FNTSM controller in
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Figure 4.4: Simulated control performance of the AFNTSM controller in Case 2. (a) Tracking
profile. (b) Control input.

the case of shock disturbance rejection are shown in Figures 4.4–4.5. From Figure

4.4 we can see that the peak tracking error is 0.04 rad, and it takes about just one

second (the 2nd second to the 3rd second) for the tracking error to converge to

zero. However, in the simulation result of the ASM controller as shown in Figure

4.5, the peak tracking error is 0.13 rad, and it takes about 4 seconds (2nd second

to 6th second) for the tracking error to converge to zero. Thus, the superiority of

the designed AFNTSM controller has been indicated in this case compared with
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Figure 4.5: Simulated control performance of the ASM controller in Case 2. (a) Tracking profile.
(b) Control input.

the ASM controller in terms of smaller tracking errors and faster convergence rate.

4.5 Experimental results

In this section, we carry out the experiments on the actual SbW experimental

setup to verify the designed controllers with a sampling period of 1 ms. In order

to show that the designed AFNTSM controller can be effectively implemented on
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Figure 4.6: Experimental adaptive estimation results under the AFNTSM control in Case 1. (a)
Estimated coefficient of the self-aligning torque ξ̂. (b) Estimated self-aligning torque.

the SbW experimental platform and can also possess similar superiority indicated

in the simulation results, identical cases with the same reference commands and

road conditions as those in the simulation are considered in this section.

It is manifest from Figure 4.6(a) that the designed adaptation law is able to

estimate the time-varying coefficient of the self-aligning torque ξ in relation to the

variation of road conditions appropriately. We can see that there is more chattering

in the line of the estimated coefficient ξ̂ compared with the simulation result as

shown in Figure 4.1. The main reason for the chattering may be the effect of the



Chapter 4. Adaptive Fast Non-Singular Terminal Sliding Mode Control 95

measurement noises introduced by the angle sensors installed on the steering wheel

and the pinion-and-rack system. Despite that there is chattering in the estimated

coefficient, the estimated self-aligning torque is fairly close to the actual one as

shown in Figure 4.6(b).

The superiority of the AFNTSM controller in the aspect of high tracking ac-

curacy to the conventional FNTSM controller without effective estimation of the

self-aligning torque is evidently indicated in Figures 4.7–4.8. The experimental

results are similar to the simulation results shown in Figures 4.2–4.3, which have

more chattering caused by sensor measurement noises. We can see from Figure 4.7

that the peak tracking errors of the AFNTSM controller during the three periods of

different road conditions are 0.012 rad, 0.018 rad and 0.016 rad, respectively. The

peak tracking errors of the second and the third periods appear at the beginning of

the changes of the road conditions, when the new value of ξ starts to appear to be

estimated by the adaptation law. No matter how large the self-aligning torque is,

the tracking errors can converge into a small region if the estimated coefficient of

the self-aligning torque ξ̂ is in the region close to the actual one ξ. In addition, due

to the fast-convergence characteristic of the AFNTSM controller, the peak tracking

errors can converge to the steady ones in a very short time. Thus, there is almost

no apparent difference between the values of the peak errors and the steady ones.

As a comparison, the corresponding peak tracking errors under the conven-

tional FNTSM control shown in Figure 4.8 are 0.011 rad, 0.021 rad and 0.03 rad,

respectively. Furthermore, we can see that the steady state tracking errors of the

conventional FNTSM controller are not as small as the ones under the AFNTSM

control stabilizing at 0.01 rad approximately regardless of the change of road con-
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ditions, but deteriorate with the increasing of the self-aligning torque. These all

illustrate the advantages of the AFNTSM control over the FNTSM control.

It is also noted that the chattering phenomenon existing in the AFNTSM control

is less severe than that in the FNTSM control. The main reason for this can be

explained by that the control input of the FNTSM controller given by (4.42) has a

larger ψ̄FNTSM than the parameter ψ̄ in the AFNTSM controller, which is shown

in (4.2) and (4.44). Based on the definition of g1 and g2 as shown in (4.41), we

can see that the FNTSM controller thus has larger g1 and g2 than those of the

AFNTSM controller. Larger g1 and g2 lead to a faster convergence rate of tracking

errors but at the cost of more chattering. Therefore, the chattering existing in the

FNTSM control is more obvious than that of the AFNTSM control.

As shown in Figure 2.1, our experimental setup cannot be tested on real roads

yet to come across a preliminarily placed obstruction. Moreover, the tests will be

carried out on both the AFNTSM and ASM controllers. Thus, the external shock

disturbances acting on them should be the same for a fair comparison. For these

reasons, we artifically generate a pulse signal and add it to the control inputs of

both the AFNTSM and ASM controllers. In this way, the pulse signal will behave

as shock disturbance. The pulse signal has an amplitude of 1.2 V, a width of 0.5 s

and starts at the 2nd second during the experiment.
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Figure 4.7: Experimental control performance of the AFNTSM controller in Case 1. (a) Tracking
profile. (b) Tracking error. (c) Control input.
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Figure 4.8: Experimental control performance of the conventional FNTSM controller in Case 1.
(a) Tracking profile. (b) Tracking error. (c) Control input.
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Figure 4.9: Experimental control performance of the AFNTSM controller in Case 2. (a) Tracking
profile. (b) Control input.
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Figure 4.10: Experimental control performance of the ASM controller in Case 2. (a) Tracking
profile. (b) Control input.
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The experimental results of the AFNTSM and ASM controllers in rejecting

external shock disturbances are shown in Figures 4.9–4.10. The experimental re-

sults are close to the simulation results as shown in Figures 4.4–4.5 but with more

chattering due to sensor measurement noises. The peak tracking error under the

AFNTSM control is about 0.04 rad, which is much less than that of the ASM con-

troller whose value is almost 0.15 rad. More significantly, the convergence rate of

the AFNTSM controller is much faster than that of the ASM controller. Within

just one second (from the 2nd second to the 3rd second), the AFNTSM controller

can force the tracking error to converge to almost zero. However, it takes nearly 5

seconds (from the 2nd second to the 7th second) for the tracking error of the ASM

controller to converge to zero. In addition, from the 4th second to the 7th second,

there exists non-negligible chattering in the control input of the ASM controller,

which consequently results in the oscillations of the front wheels that ought to stay

in a steady state. Thus, the superiority of the AFNTSM controller in terms of fast

convergence rate and control smoothness has also been verified in comparison with

the ASM controller.

4.6 Summary

In this chapter, an AFNTSM control methodology combining the FNTSM

control and the adaptive estimation law is developed for the SbW system such

that the control system can not only estimate and compensate for the self-aligning

torque disturbance effectively, but also force the tracking error to converge fast

in external shock disturbance rejection. The stability of the AFNTSM control
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system is proved in the sense of Lyapunov. Furthermore, the selection guidelines

of the control parameters are elaborated to tradeoff among measurement noises,

unmodeled dynamics and expected control performance in practice. Finally, exper-

imental results are shown to demonstrate the superiority of the AFNTSM controller

with higher tracking accuracy and faster convergence rate in comparison with the

conventional FNTSM controller and the ASM controller. However, the proposed

AFNTSM controller requires an accurate plant model of the SbW system, which

motivates us to develop a sliding mode-based active disturbance rejection controller

that is less dependent on the accuracy of plant models.



Chapter 5

Sliding Mode-based Active

Disturbance Rejection Control

In Chapters 3 and 4, an ASM control law and an AFNTSM control law

have been proposed to effectively estimate and compensate for the self-aligning

torque, and satisfactory performances are obtained. However, the controllers are

designed based on a self-aligning torque dynamical model. The self-aligning torque

mathematical model we used is a simplified one on the basis of small slip angle

assumption. In reality, the self-aligning torque model is much more complicated

with respect to many factors such as vehicle speed and yaw rate. Hence, a control

methodology that is less dependent on the accurate mathematical models of self-

aligning torque and other frictions is necessary in our case, which motivates us to

design an active disturbance rejection controller for our SbW system.

103
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5.1 Introduction

As an effective control methodology which has been widely used in numerous

aspects in industry, active disturbance rejection control (ADRC) plays a pivotal

role in nonlinear control, especially for the plant models with unknown or un-

modeled disturbance dynamics. With ADRC, the unknown disturbances can be

estimated and compensated actively, which enhances the robustness of the feedback

control loop, and makes the controller less dependent on accurate mathematical

models of the physical dynamics.

In [152], linear active disturbance-rejection control is investigated. It is shown

that linear active disturbance-rejection control structure can be changed to a

two-degree-of-freedom internal model control structure, and the widely adopted

bandwidth-tuning method for linear active disturbance-rejection control is equiv-

alent to tuning the two time constants of the setpoint filter and the disturbance-

rejection filter in internal model control. In [153], a model-independent controller

based on the active disturbance rejection control technique, which can estimate

and compensate model uncertainties and unknown disturbances in real time, is

designed for a bidirectional Buck-Boost converter control in flywheel energy stor-

age system. In [154], a linear active disturbance rejection controller and a hybrid

position estimation strategy combining the high-frequency current injection for

low-speed region with the electromotive force estimation for high-speed region are

integrated into the same control structure which is applied for sensorless control

of internal permanent-magnet synchronous motors.

In the SbW control system, the self-aligning torque is the main disturbance
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existing in the plant model. And the dynamic model of self-aligning torques is

very complicated and usually time-varying. Thus, in order to estimate the self-

aligning torque disturbance, we design an active disturbance rejection controller

with an extended state observer for road vehicle SbW systems.

5.2 Control design

In this section, the plant model of the SbW system is reformulated in state

space, and a nonlinear extended state observer is designed for states observation. A

sliding mode-based active disturbance rejection control (SMADRC) law is proposed

for the SbW system, and the stability of the control system is proved in the sense

of Lyapunov. Based on experimental implementations, the selections of control

parameters are also elaborated.

5.2.1 Reformulation of plant model

According to (2.13), the plant model of the SbW system has been given by

Jẍ + cẋ + ρsign(ẋ) + τ = bu (5.1)

In (5.1),

J = J0 + ΔJ

c = c0 + Δc

ρ = ρ0 + Δρ.

(5.2)

where J0, c0 and ρ0 are the nominal values of the parameters J , c and ρ; ΔJ , Δc

and Δρ are the corresponding parametric uncertainties.
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Considering the parametric uncertainties, we rewrite the plant model as

J0ẍ + c0ẋ + ρ0sign(ẋ) + Δ + τ = bu (5.3)

where

Δ = ΔJ ẍ + Δcẋ + Δρsign(ẋ). (5.4)

In (5.4), Δ can be regarded as the lumped uncertainties of the plant model; ΔJ ,

Δc and Δρ are the parametric uncertainties of the parameters J , c and ρ as defined

in (2.24). Setting y1 = x, y2 = ẋ, and rewriting the plant model (5.3) yields

⎧⎪⎪⎨
⎪⎪⎩

ẏ1 = y2

ẏ2 = F (y1, y2, t) + κu

(5.5)

where

F (y1, y2, t) = − c0

J0

ẋ − ρ0

J0

sign(ẋ) − Δ

J0

− ξ

J0

tanh(x)

κ =
b

J0
.

(5.6)

From now on, we will use (5.6) as the plant model for observer and controller

design.

5.2.2 Extended state observer design

To deal with the strong nonlinearity of the SbW system and estimate the

plant states accurately, a nonlinear extended-state observer is introduced here.

We use an extended state y3 to represent the unknown nonlinear term F (y1, y2, t)

which is continuously differentiable and bounded, namely, F (y1, y2, t) = y3. Then
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the plant model of the SbW system can be rewritten as

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ẏ1 = y2

ẏ2 = y3 + κu

ẏ3 = γ(t)

(5.7)

where γ(t), i.e., the derivative of y3, is bounded in practice. The conditions of

(y1, y2) = (0, 0) and (ẏ1, ẏ2) = (0, 0) yields γ(t) = 0. Then, by defining e1 = v1−y1,

we can express the nonlinear extended state observer in the following form [155]

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

v̇1 = v2 − α1e1

v̇2 = v3 − α2fal(e1, δ1, ψ) + κu

v̇3 = −α3fal(e1, δ2, ψ)

(5.8)

where v1, v2 and v3 are the estimations of y1, y2 and y3; α1, α2 and α3 are observer

gains. The expression of the function fal(e, δ, ψ) is given by

fal(e, δ, ψ) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

e/ψ1−δ |e| ≤ ψ

|e|δsign(e) |e| > ψ

(5.9)

where the parameters ψ > 0 and 0 < δ < 1 are control parameters to be selected to

affect the observing performance of the designed nonlinear extended state observer.

For simplicity, fal(e1, δ1, ψ) and fal(e1, δ2, ψ) are expressed by f1(e1) and f2(e1),

respectively, in the sequel.
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Subtracting (5.8) from (5.7) yields the error system

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ė1 = e2 − α1e1

ė2 = e3 − α2f1(e1)

ė3 = −γ(t) − α3f2(e1)

(5.10)

where ej = vj − yj, and j = 1, 2, 3.

Remark 1 : The derivative of f1(e1) is defined as f1
′
(e1), and the derivative of

f2(e1) is defined as f2
′
(e1). Note that f1

′
(e1) > 0 and f2

′
(e1) > 0 because the

function of fal(·) is a monotonous increasing function.

Definition 5.1 : If the region Λ is with the origin as the vertex, and all state

trajectories of a system remaining in Λ after a specific time will finally converge to

the origin, then the region Λ is called a self-stable region of a system.

Based on the error system as shown in (5.10), the following error functions are

obtained:

n2(e1, e2) = e2 − α1e1 + g1m1(e1)sign(e1)

n3(e1, e2, e3) = e3 − α2f1(e1) − α1(e2 − α1e1)

+g2m2(e1, e2)sat(n2(e1, e2)/m1(e1))

(5.11)

where m1(e1) and m2(e1, e2) are continuous and positive-definite, and m1(0) = 0,

m2(0, 0) = 0 [155]. Note that the two constants g1 and g2 satisfy g1 > 1 and

g2 > 1. Make region Λ3 = {(e1, e2, e3) : |n3(e1, e2, e3)| ≤ m2(e1, e2)} and region

Λ2 = {(e1, e2, e3) : |n2(e1, e2)| ≤ m1(e1)}. For simplicity, we denote m1(e1) by m1,

m1sig(e1) by m1sig, m2(e1, e2) by m2, n2(e1, e2) by n2, and n3(e1, e2, e3) by n3.
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Theorem 5.1 [155]: For the error system (5.10), if

m2 >
(g1 + 1)2

g2 − 1

∣∣∣∣dm1

de1

∣∣∣∣|n2| (5.12)

and there are proper gains α1, α2 and α3 leading to V̇n3m2 < 0, then the error

system (5.10) is convergent. Moreover, the observed states v1, v2 and v3 converge

to the actual states y1, y2 and y3.

Proof : We first consider a trajectory (e1, e2, e3) ∈ Λ3. According to the struc-

ture of Λ3, we get

α2f1(e1) + α1(e2 − α1e1) − m2(1 + g2sat(n2/m1)) ≤ e3

≤ α2f1(e1) + α1(e2 − α1e1) + m2(1 − g2sat(n2/m1)).

(5.13)

Then we define

Vn2m1 =
1

2
(n2

2 −m1
2). (5.14)

Consider that Vn2m1 ≥ 0. Differentiating Vn2m1 yields

V̇n2m1 =n2(n3 − g2m2sat(n2/m1))(
g1n2

dm1sig

de1
−m1

dm1

de1

)
(n2 − g1m1sig).

(5.15)

Since there exists |n3| ≤ m2 in region Λ3, we obtain

n2(n3 − g2m2sat(n2/m1)) ≤ −(g2 − 1)|n2|m2. (5.16)
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Then, the following inequality establishes:

(
n2g1

dm1sig

de1
−m1

dm1

de1

)
(n2 − g1m1sig)

≤ (g1 + 1)2|n2|2
∣∣∣∣dm1

de1

∣∣∣∣.
(5.17)

Considering (5.16) and (5.17), we get

V̇n2m1 ≤ −(g2 − 1)|n2|m2 + (g1 + 1)2|n2|2
∣∣∣∣dm1

de1

∣∣∣∣. (5.18)

According to Vn2m1 ≥ 0 with (e1, e2) �= (0, 0) and

m2 >
(g1 + 1)2

g2 − 1

∣∣∣∣dm1

de1

∣∣∣∣
∣∣∣∣n2

∣∣∣∣ (5.19)

there exists V̇n2m1 < 0. Therefore, trajectory (e1, e2) is drawn to region Λ2. We

call (ẽ1, ẽ2) a limit point of a trajectory (e1, e2) if (e1, e2) reaches a point (ẽ1, ẽ2)

on the boundary of Λ2 in infinite time, which leads to V̇n2m1(ẽ1, ẽ2) = 0. We can

obtain (ẽ1, ẽ2) = (0, 0) because that the origin is the only point on the boundary

of Λ2 that makes V̇n2m1 = 0. The trajectory of (e1, e2) will either straightforwardly

converge to the origin or reach the boundary in finite time and enter into region

Λ2. Thus, considering that the trajectory (e1, e2) has already been in λ2 after a

certain time and the structure of Λ2, we have the following inequality:

α1e1 − m1(1 + g1sign(e1)) ≤ e2

≤ α1e1 + m1(1 − g1sign(e1)).

(5.20)

Define

V1 =
1

2
e1

2 (5.21)
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Then, the first-order derivative of V1 is given by

V̇1 = e1ė1 = e1(e2 − α1e1) ≤ −(g1 − 1)|e1|m1. (5.22)

Hence, there exists e1 �= 0 leading to V̇1 < 0, and e1 → 0 is satisfied. We also

obtain e2 → 0 according to the structure of Λ2. Moreover, e3 → 0 can be obtained

from (5.13). Region Λ3 is the self-stable region of system (5.10) according to the

definition, and the trajectories in Λ3 will eventually converge to the origin.

Lastly, we consider the situation that the trajectory of (e1, e2, e3) is outside Λ3,

namely, Vn3m2 ≥ 0. Supposing |γ(t)| < Γ in (5.10), we define

Vn3m2 =
1

2
(n3

2 −m2
2). (5.23)

Then the first-order derivative of Vn3m2 is given by

V̇n3m2 =n3

(
∂n3

∂e3
ė3 +

∂n3

∂e2
ė2 +

∂n3

∂e1
ė1

)

− m2

(
∂m2

∂e2
ė2 +

∂m2

∂e1
ė1

)
.

(5.24)

We define

m2 =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

g3|n2|, |n2| ≥ m1

g3m1, |n2| < m1

(5.25)

where g3 is a constant. Based on (5.19) and (5.25), we obtain the following in-

equality:

g3 >
(g1 + 1)2

g2 − 1

∣∣∣∣dm1

de1

∣∣∣∣. (5.26)
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Then we have

m2sat(n2/m1) = g3n2. (5.27)

Furthermore, the first-order derivative of Vn3m2 is given by

V̇n3m2 =n3
2(−α1 + g2g3)

+ n2n3

(
α1g2g3 − g2

2g3
2 − α2f1

′
(e1)

+ g1g2g3
dm1sig

de1

)
− m1sign3

(
α3

|f3(e1)|
m1

− α2g1f1
′
(e1) + g1

2g2g3
dm1sig

de1

)

+ n3γ(t) −m2n3
∂m2

∂e2
− m2n2

(
α1

∂m2

∂e2

− g2g3
∂m2

∂e2
+

∂m2

∂e1

)

+ g1m2m1sig

(
α1

∂m2

∂e2
+

∂m2

∂e1

)
.

(5.28)

Note that Vn3m2 ≥ 0 is equal to |n3| ≥ m2 and γ(t) < Γ. The following inequality

is obtained

V̇n3m2 ≤n3
2(−α1 + g2g3) + n3

2
∣∣α1g2 − g2

2g3

− α2

g3

f2
′
(e1)

∣∣ + n3
2g1g2

∣∣∣∣dm1sig

de1

∣∣∣∣
+

n3
2

g3

∣∣∣∣ − α3
|f3(e1)|

m1
+ α2g1f2

′
(e1)

∣∣∣∣
+ |n3|Γ + n3

2g1
2g2

∣∣∣∣dm1sig

de1

∣∣∣∣ + n3
2

∣∣∣∣∂m2

∂e2

∣∣∣∣
+

n3
2

g3

∣∣∣∣∂m2

∂e1
+ α1

∂m2

∂e2
− g2g3

∂m2

∂e2

∣∣∣∣
+

g1n3
2

g3

∣∣∣∣∂m2

∂e1
+ α1

∂m2

∂e2

∣∣∣∣

(5.29)
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By adjusting α2 and α3, we have

n3
2

∣∣∣∣α1g2 − g2
2g3 − α2

g3
f2

′
(e1)

∣∣∣∣ = 0

n3
2

g3

∣∣∣∣ − α3
|f3(e1)|

m1
+ α2g1f2

′
(e1)

∣∣∣∣ = 0.

(5.30)

Moreover, we get

V̇n3m2 ≤n3
2(−α1 + g2g3)

+ n3
2

∣∣∣∣dm1sig(e1)

de1

∣∣∣∣g1g2(1 + g1) + |n3|Γ

+ n3
2

∣∣∣∣∂m2

∂e2

∣∣∣∣ +
n3

2

g3

∣∣∣∣∂m2

∂e1

+ α1
∂m2

∂e2

− g2g3
∂m2

∂e2

∣∣∣∣ +
g1n3

2

g3

∣∣∣∣∂m2

∂e1
+ α1

∂m2

∂e2

∣∣∣∣.

(5.31)

When (e1, e2, e3) �= (0, 0, 0), there exists α1 leading to V̇n3m2 < 0. Therefore, trajec-

tory (e1, e2, e3) is to be drawn into region Λ3. Suppose a trajectory (e1, e2, e3) reach-

ing a point (ẽ1, ẽ2, ẽ3) on the boundary of Λ3 with unlimited time, then (ẽ1, ẽ2, ẽ3)

is regarded as a limit point of (e1, e2, e3), and V̇n3m2(ẽ1, ẽ2, ẽ3) = 0. Since the ori-

gin is the only point on the boundary of Λ3 that makes V̇n3m2 = 0, we obtain

(ẽ1, ẽ2, ẽ3) = 0. The trajectory (e1, e2, e3) will immediately converge to the origin

or reach the boundary in a finite time and enter into the region Λ3. Hence, if

appropriate parameters α1, α2 and α3 are selected, the observed states v1, v2 and

v3 will converge to x1, x2 and x3.
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5.2.3 Sliding mode-based active disturbance rejection control law

It has been proved that the system state observing error can converge to a

bounded region under the designed nonlinear state observer, namely,

|e3| =|y3 − v3|

=|F − F̂ | ≤ Δ̄F

(5.32)

where F̂ is the estimation of state F and Δ̄F is the upper bound of e3.

The tracking error e of the SbW system is defined as

e = xr − x (5.33)

where xr is the reference command which is usually twice differentiable due to road

curves, and x is the system output. Then, we define the sliding variable s as

s = ė + λe (5.34)

where λ > 0 is to be designed. Therefore, the design of the SMADRC input is

given as

u =
−F̂ + u0

κ

u0 =
(|ẍr| + Δ̄F + λ|ė|)sign(s).

(5.35)

Lemma 5.1 : Considering the SbW system model as shown in (2.13) with the

parametric uncertainties described in (2.24) and under the SMADRC law of (5.35),

the tracking error of the SbW system can asymptotically converge to zero for a

given reference command.
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proof : Define the Lyapunov function V as

V =
1

2
s2. (5.36)

Then, differentiating V with the help of (5.3) and (5.35) yields

V̇ =sṡ

=s(ë + λė)

=s(ẍr − ẍ + λė)

=s
[
ẍr + (F̂ − F ) + λė − u0

]
=s

[
ẍr + (F̂ − F ) + λė − (|ẍr| + Δ̄F

+ λ|ė|)sign(s)
]

=ẍrs + (F̂ − F )s + λės − |ẍr||s| − Δ̄F |s|

− λ|ė||s|

=(ẍrs − |ẍr||s|) +
[
(F̂ − F )s− Δ̄F |s|

]
+ (λės − λ|ė||s|).

(5.37)

Since the following inequations establishes

ẍrs ≤|ẍr||s|

(F̂ − F )s ≤Δ̄F |s|

λės ≤λ|ė||s|

(5.38)
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we can easily conclude that

V̇ = (ẍrs − |ẍr||s|) +
[
(F̂ − F )s − Δ̄F |s|

]
+ (λės − λ|ė||s|)

≤ 0.

(5.39)

Thus, the proof is completed.

Remark 1 : To alleviate undesired possible chattering phenomenon caused by

the discontinuous term
(|ẍr| + Δ̄F + λ|ė|)sign(s) existing in the control input u

of the SMADRC as given in (5.35), we adopt the boundary layer technique, i.e.,

using the following saturation function to replace the standard signum function:

sat(q) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

q/h, if |q| < h

sign(q), if |q| ≥ h

(5.40)

where h is the boundary layer thickness to be designed. A larger h leads to less

chattering but at the cost of the regression of tracking precision. In this SMADRC

design for the SbW system, h = 0.9 is found to be satisfactory to compromise

between tracking accuracy and control smoothness.

Remark 2 : The selection of parameters αi (i = 1, 2, 3) crucially impacts the

estimation performance of the nonlinear extended state observer in the SMADRC.

In order to simplify the process of control parameters tuning and reduce the diffi-

culty of control implementation, we adopt the parameterization method proposed

by [156]:

α1 = 3ω; α2 = 3ω2; α3 = ω3 (5.41)
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where ω is the observer bandwidth which is the only tuning parameter of the ob-

server. Increasing the observer bandwidth ω will augment the estimation rate and

accuracy at the cost of introducing extra sensor measurement noises. Considering

this tradeoff, we set ω = 25. Similarly, as a parameter significantly determining the

tracking bandwidth of the sliding mode function (5.34), a larger λ accelerates the

decay of the tracking error on the sliding surface, but also results in more sensor

measurement noises. We find that λ = 6 is an acceptable value in real-time imple-

mentation. To achieve accurate states estimation by the nonlinear extended states

observer, we set the values of the parameters shown in (5.8) as δ1 = δ2 = 0.05,

ψ = 0.85.

5.3 Controllers for comparison

To demonstrate the advantages and superiority of the proposed SMADRC,

a PD-based active disturbance rejection controller (PDADRC) and a conventional

sliding mode controller (CSMC) are also designed. The design results of these two

controllers are given directly for simplicity.

5.3.1 PD-based active disturbance rejection control

For a fair comparison, the nonlinear extended state observer of the PDADRC

is designed identical to the one of the SMADRC with the same observer gains as

given by (5.41). However, in the feedback control loop, we utilize PD control com-

ponent to replace the sliding mode control component existing in the SMADRC.
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The control input uPD of the PDADRC is given by

uPD =
−F̂ + u1

κ

u1 = KPe + KD ė

(5.42)

with F̂ the estimation of state F defined in (5.6); e the tracking error defined in

(5.33); KP and KD the proportional gain and the derivative gain to be designed,

respectively. In our case, we set KP and KD as

KP = 50, KD = 15. (5.43)

5.3.2 Conventional sliding mode control

According to [144], the CSMC is designed as

ucsm =
1

b
(J̄λcsm|ė| + J̄ |ẍr| + c̄|ẋ| + ρ̄ + τ̄ )sat(scsm) (5.44)

where scsm = ė + λcsme is the sliding variable under the CSMC with λcsm = 16;

sat(·) is the same saturation function defined in (5.40) with the same boundary

layer thickness; J̄ , c̄ and ρ̄ represent the upper bounds of the parameters J , c and

ρ, respectively; and τ̄ is the upper bound of the self-aligning torque acting on the

front wheels. For a fair comparison, the upper bounds of the parameters J , c and

ρ of the CSMC are

J̄ =J0 + Δ̄J

c̄ =c0 + Δ̄c

ρ̄ =ρ0 + Δ̄ρ

(5.45)
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where the values of these parameters are given in (2.24).

5.4 Simulation results

Before the experimental implementation of the designed sliding mode-based

active disturbance rejection controller, we study the simulation results to evaluate

its performance. In this section, simulation of the SMADRC, the PDADRC and

the CSMC is carried out, and the simulation results are compared and analyzed.

In order to demonstrate the superiority of the proposed SMADRC in terms of

high tracking accuracy, strong robustness against varying road conditions and fast

convergence rate, three cases are considered in this section.

5.4.1 Case 1: slalom path following

To mimic a slalom path for a vehicle to follow in our experimental setup, we

maneuver the steering wheel shown in Figure 2.1(b) to generate an approximate

sinusoidal signal. Then, the steering wheel angle sensor collects the corresponding

steering angle. By multiplying this angle sensor signal by the corresponding scaling

factor from the steering wheel to the front wheels, a steering wheel reference angle

is obtained and input to the controllers under test. In order to test the controllers’

robustness against the variation of road conditions, we also set the values of the

coefficient of the self-aligning torque ξ as

ξ =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

150, 0 < t ≤ 20 s, Snowy road

580, 20 < t ≤ 40 s, Wet asphalt road

950, 40 < t ≤ 60 s, Dry asphalt road

(5.46)
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Figure 5.1: Simulated state estimation result of the SMADRC in Case 1.

to represent the change of the road conditions during the experiments. The simu-

lation results for this case are shown in Figures 5.1–5.4.

From Figure 5.1 we can see that the estimation performance of the nonlinear

extended state observer in the designed SMADRC is satisfactory. The estimated

state F̂ can follow the actual state F fast and accurately. Due to the existing of

the term of standard signum function, in the line of the ’Actual state’, there exists

high-frequency chattering. The nonlinear extended state observer cannot estimate

such high-frequency chattering due to the observer bandwidth limitation. However,

the baseband signal of the actual state can be estimated accurately leading to high

tracking accuracy of the proposed SMADRC.

It can be clearly seen from Figure 5.2 that the tracking error of the sliding mode-

based active disturbance rejection controller is bounded in the region of -0.005 rad

to 0.005 rad regardless of the increasing of the self-aligning torque disturbance.

However, in the simulation results of the PD-based active disturbance rejection

controller and the conventional sliding mode controller as shown in Figures 5.3–
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5.4, the peak tracking errors of the PDADRC are 0.018 rad, 0.024 rad and 0.026

rad, and the peak tracking errors of the CSMC are 0.021 rad, 0.035 rad and 0.06

rad in the three periods. We can see that compared with the PD-based active

disturbance rejection controller and the conventional sliding mode controller, the

designed sliding mode-based active disturbance rejection controller possesses higher

tracking precision and stronger robustness against varying road conditions.
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Figure 5.2: Simulated control performance of the SMADRC in Case 1.
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Figure 5.3: Simulated control performance of the PDADRC in Case 1.
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Figure 5.4: Simulated control performance of the CSMC in Case 1.
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5.4.2 Case 2: circular path following

In order to test the controllers’ performances when the SbW equipped vehicle

has a sharp and long turning in reality, we consider a road path being straight at

first and then followed by circular curves. We maneuver the steering wheel and

generate the reference command as shown in Figure 5.5(a). The simulation of quick

steering under the three controllers is carried out with a duration of 15 seconds

and a sampling period of 1 ms. The road condition in this case is set as dry

asphalt road, namely, the value of the coefficient of the self-aligning torque is set

as ξ = 950.

The simulation results of the three controllers in this case are shown in Figures

5.5–5.7. In Figure 5.5, we can see that the peak tracking error of the SMADRC

are under 0.01 rad, and the steady state tracking error is almost close to zero.

However, for the PDADRC, the peak tracking errors as shown in Figure 5.6 are

approximately 0.02 rad. It is indicated in Figure 5.7 that the peak tracking error

of the CSMC is about 0.055 rad, and the steady state error has no tendency to

converge to zero or a small region close to zero. Thus, the superiority of the

sliding mode-based active disturbance rejection controller in the case of circular

path following has been demonstrated by simulation.
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Figure 5.5: Simulated control performance of the SMADRC in Case 2.
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Figure 5.6: Simulated control performance of the PDADRC in Case 2.
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Figure 5.7: Simulated control performance of the CSMC in Case 2.
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5.4.3 Case 3: shock disturbance rejection

In reality, there exists another common situation, in which a vehicle running

along a straight path comes across a sudden shock disturbance such as a bump or

a brick on road. Thus, it is significant for a controller designed for SbW systems to

force front wheels back to their original position fast and actively. In other words,

the controller should be designed to own a fast convergence rate of tracking errors.

In this case, we carry out the simulation of shock disturbance rejection with a

duration of 10 seconds. In order to mimic a straight path for the vehicle to follow,

the reference command for the control system is set as zero. The road surface is set

as an consistent snowy road with the coefficient of the self-aligning torque ξ = 150

to exclude the interference of road conditions. For a fair comparison, a pulse signal

with an amplitude of 1.2 V, a width of 0.5 s is generated and added to the control

inputs of the SMADRC, the PDADRC and the CSMC at the 2nd second during

the simulation to mimic the same shock disturbance.

The simulation results of the three controllers in this case are shown in Fig-

ures 5.8–5.10. We can clearly see that the peak tracking error of the SMADRC

is about 0.008 rad, which is less than those of the PDADRC (0.025 rad) and the

CSMC (0.059 rad). And the convergence time of the SMADRC is about 1 sec-

ond, which is also less than those of the PDADRC (2 seconds) and the CSMC (2

seconds). Thus, it is demonstrated that the designed sliding mode-based active

disturbance rejection controller can possess not only higher tracking accuracy but

also faster convergence rate compared with the PD-based active disturbance rejec-

tion controller and the conventional sliding mode controller in the case of external

disturbance rejection by simulation.
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Figure 5.8: Simulated control performance of the SMADRC in Case 3.
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Figure 5.9: Simulated control performance of the PDADRC in Case 3.



Chapter 5. Sliding Mode-based Active Disturbance Rejection Control 132

Time (s)
0 1 2 3 4 5 6 7 8

S
te

er
in

g 
an

gl
e 

(r
ad

)

-0.02

0

0.02

0.04

0.06

0.08

(a) Tracking profile

Time (s)
0 1 2 3 4 5 6 7 8

C
on

tro
l i

np
ut

 (V
)

-2

-1.5

-1

-0.5

0

0.5

1

(b) Control input

Figure 5.10: Simulated control performance of the CSMC in Case 3.



Chapter 5. Sliding Mode-based Active Disturbance Rejection Control 133

5.5 Experimental results

In this section, the experiments are carried out on the actual SbW experi-

mental setup to verify the designed controllers with a sampling period of 1 ms. For

the purpose of indicating that the designed AFNTSM controller can be effectively

implemented on the SbW experimental platform and can also possess similar supe-

riority indicated in the simulation results, identical cases with the same reference

commands and road conditions as those in the simulation are considered in this

section.

From Figure 5.11 we can see that the estimation state F̂ can track the actual one

F effectively. The chattering existing in the curve of the actual state F , which is

larger compared with that in the simulation result shown in Figure 5.1, is believed

to be caused by sensor measurement noises and the effect of the discontinuous term

− ρ0
J0

sign(ẏ) in state F as given in (5.6). And from Figure 5.11(b) we can see that

the estimation error ε3 is within a bounded region of around 2.5.

Figures 5.12–5.14 indicate the control performances of the three controllers in

slalom path following under the variation of road conditions. Similar to the simula-

tion results as shown in Figures 5.2–5.4, it is manifest that the tracking performance

of the SMADRC is superior to those of the PDADRC and the CSMC. With the

estimation of the extended state F by the nonlinear extended state observer and

the sliding mode control component, the SMADRC can force the tracking errors

to remain in the range of -0.006 rad to 0.006 rad regardless of the evident increase

of the self-aligning torque disturbance. However, under the PDADRC, the peak

tracking errors during the three different periods of different road conditions are
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Figure 5.11: Experimental state estimation result of the SMADRC in Case 1.

approximately 0.018 rad, 0.024 rad and 0.028 rad, respectively. It is because that

the PD control component in the PDADRC is not as robust as the sliding mode

one in the SMADRC against system uncertainties and varying road conditions.

Due to the lack of effective estimation of the nonlinear states in the plant model,

the CSMC cannot effectively compensate for the effect of the friction-related forces

and the self-aligning torque. Hence, the tracking accuracy of the CSMC is pretty

sensitive to the change of road conditions, which results in the peak errors of about

0.018 rad, 0.035 rad and 0.055 rad during the three periods.
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Figure 5.12: Experimental control performance of the SMADRC in Case 1.
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Figure 5.13: Experimental control performance of the PDADRC in Case 1.
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Figure 5.14: Experimental control performance of the CSMC in Case 1.
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Compared with the simulation results as shown in Figures 5.5–5.7, the exper-

imental results of quick steering shown in Figures 5.15–5.17 are pretty similar

but contain more chattering due to the effect of sensor measurement noises. We

can clearly see from the experimental results that the tracking accuracy of the

SMADRC is extremely high in this case compared with the PDADRC and the

CSMC. The tracking error under the SMADRC is almost zero only except the

moments when the front wheels start to steer. However, the peak tracking errors

under the SMADRC are still small enough (under 0.01 rad). For the PDADRC,

the steady state tracking error is also close to zero but with more vibrations, but

the peak tracking errors (0.02 rad and −0.035 rad) are apparently larger than those

of the SMADRC. The experimental results shown in Figure 7.7 indicates that the

tracking error under the CSMC cannot converge to zero or a region close to zero

in this case. The peak tracking errors of the CSMC are 0.04 rad and -0.035 rad,

respectively, which are the largest in the three controllers. Moreover, the steady

state tracking error under the CSMC is also much larger in comparison with those

of the SMADRC and the PDADRC.
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Figure 5.15: Experimental control performance of the SMADRC in Case 2.
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Figure 5.16: Experimental control performance of the PDADRC in Case 2.
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Figure 5.17: Experimental control performance of the CSMC in Case 2.
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The experimental results of external disturbance rejection are shown in Figures

5.18–5.20, which are close to the simulation results as shown in Figures 5.8–5.10 to

a large extent. We can see clearly that the peak tracking error under the SMADRC

is approximately 0.008 rad, which is much less than those of the PDADRC (0.025

rad) and the CSMC (0.085 rad). More importantly, the SMADRC can force the

tracking error to converge to zero approximately within 1 second (from the 2nd

second to the 3rd second). However, for the PDADRC, it takes about 2 seconds

(the 2nd second to the 4th second) for the tracking error to converge to zero. The

performance of the CSMC is the worst in this case, not only because the peak

tracking error under the CSMC is the largest (nearly 0.085 rad), but also because

it takes nearly 5 seconds (the 2nd second to the 7th second) for the tracking error

to converge to zero. Thus, the excellent control performance of the SMADRC in

terms of fast converge rate and shock disturbance rejection has been thoroughly

demonstrated in comparison with the PDADRC and the CSMC.
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Figure 5.18: Experimental control performance of the SMADRC in Case 3.
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Figure 5.19: Experimental control performance of the PDADRC in Case 3.
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Figure 5.20: Experimental control performance of the CSMC in Case 3.
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5.6 Summary

In this chapter an SMADRC scheme with a nonlinear extended state ob-

server and a sliding mode control component is proposed for the SbW system of a

road vehicle, which can estimate the nonlinear extended state of the plant model

accurately and guarantee the control robustness against system uncertainties and

varying road conditions effectively. The stability of the SMADRC system is proved

in the sense of Lyapunov. The experimental results in slalom path following, quick

steering and shock disturbance rejection are shown to manifest the superiority of

the designed SMADRC in terms of high tracking accuracy, strong robustness to

handle system uncertainties and the change of road conditions, and fast conver-

gence rate of tracking errors in comparison with a PDADRC and a CSMC.



Chapter 6

Iterative Learning Control

We have proposed an adaptive sliding mode controller, an adaptive fast non-

singular terminal sliding mode controller and a sliding mode-based active distur-

bance rejection controller, experimentally implemented these controllers to the

SbW system, and achieved satisfactory experimental results. However, in the as-

pect of high tracking accuracy, there is still room for improvement. The iterative

learning control is a control methodology known as its high tracking accuracy due

to its iterative learning property. In this chapter, we will investigate an itera-

tive learning controller as the performance benchmark for the SbW system under

periodic steering commands.

6.1 Introduction

Iterative learning control (ILC) was originally introduced by Arimoto [130].

As a relatively effective control method for systems performing repetitive tasks

and relating to nonlinear dynamics, ILC is essentially a feedforward control scheme

which is able to overcome the drawbacks of feedback control algorithms by changing

147
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the control input iteratively from trial to trial. The objective of ILC is to utilize the

repetitive nature of the process and the past control information to alter the shape

of demand profile such that the high-precision motion tracking can be achieved.

In [157], a combination of model-based and iterative learning control is proposed

for direct-drive robots in repetitive motion tasks, in which the model-based part

is used to compensate much of the nonlinear and coupled robot dynamics, and

the iterative learning control part is used to improve the quantitative prediction of

performance. A novel combination of iterative learning control and model predic-

tive control is proposed in [158] for glycemic control in type-1 diabetes mellitus,

which can learn from an individual’s lifestyle allowing the control performance to

be improved from day to day. In [159], M.-B. Radac et al. propose a model-free

trajectory tracking of multiple-input and multiple-output systems by optimizing

the reference input primitives in a model-free iterative learning control framework

without using knowledge of the controlled process.

Motivated by the merits of ILC, in this chapter, we will design an iterative

learning controller based on the ILC design methodology and apply the controller

to our SbW system. The convergence property will be analyzed and the simulation

results will be illustrated.

6.2 Control design

As described in Chapter 2, the plant model of the SbW system is

Jẍ + cẋ + ρsign(ẋ) + ξtanh(x) = bu (6.1)
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where J = J0 + ΔJ , c = c0 + Δc. Thus, we can rewrite (6.2) into following form:

J0ẍ + c0ẋ + [ΔJ ẍ + Δcẋ + ρsign(ẋ) + ξtanh(x)] = bu (6.2)

By treating the impact of the system uncertainties ΔJ ẍ + Δcẋ, the self-aligning

torque τ and the Coulomb friction τcf as external disturbances to the steering

system and ignoring them temporarily, we have a simplified linear second-order

differential equation:

J0ẍ + c0ẋ = bu. (6.3)

Thus, the corresponding transfer function for the SbW model is:

G(s) =
X(s)

U(s)
=

b

J0s2 + c0s
(6.4)

where X(s) is the steering angle of front wheels which is the Laplace transformation

of x, U(s) is the steering motor input voltage which is the Laplace transformation

of u. Then, using the values of the parameters of J0 and c0 in (2.24), the transfer

function of the SbW system in (6.4) can be obtained:

G(s) =
273.5

s(85.5s + 218.8)
=

3.2

s(s + 2.56)
, (6.5)

based on which an iterative learning controller will be designed.

In order to design a discrete-time iterative learning controller for the SbW sys-

tem with a periodic reference, we need to discretize the original plant model G(s)

in (6.5) by utilizing a sampling mechanism composed of the sampling interval Ts

and a zero-order hold. Then the plant model G(z) can be obtained and the task in-
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terval [0, T ] can be discretized in a set N made up of sampled instances 0, 1, . . . , N ,

where T = NTs [160].

The architecture of the iterative learning controller used in this chapter is shown

in Figure 6.1, where Q(z) is a low-pass filter and L(z) is a learning filter; C(z)

is a discrete-time PD controller; P (z) = C(z)G(z)/[C(z)G(z) + 1] is the transfer

function of the inner closed-loop system; μ is the learning gain; r(z) is the reference;

ui(z) is the control input signal at the ith trial in the iteration domain; ei+1(z) =

r(z) − yi+1(z) is the tracking error; yi+1(z) = P (z)ui+1(z) is the output, namely,

the steering angle of the front wheels of the SbW system. According to Figure 6.1,

the discrete-time ILC algorithm can be written as [160]:

ui+1(z) = Q(z)[ui(z) + μL(z)ei(z)]. (6.6)

From (6.6) we can see that the ILC is a feedforward control algorithm because the

control input ui+1(z) at the (i + 1)th trial is related to the control input and the

tracking error of the previous trial, ui(z) and ei(z).

Now, we shall analyze the convergence property of ILC. Since we have ei+1(z) =

r(z) − yi+1(z) = r(z) − P (z)ui+1(z), then the following equation is obtained:

−P (z)ui+1(z) = ei+1(z) − r(z). (6.7)
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Substituting (6.6) in (6.7) yields

− P (z)ui+1(z)

= −P (z)Q(z)[ui(z) + μL(z)ei(z)]

= Q(z)[−P (z)ui(z)− μP (z)L(z)ei(z)].

(6.8)

Combining (6.7) and (6.8), we obtain

ei+1(z) − r(z)

= Q(z)[−P (z)ui(z)− μP (z)L(z)ei(z)].

(6.9)

Re-arranging (6.9) yields

ei+1(z)

=r(z) + Q(z)[−P (z)ui(z) − μP (z)L(z)ei(z)]

=Q(z)[r(z)− P (z)ui(z)

− μP (z)L(z)ei(z)] + [1 −Q(z)]r(z)

=Q(z)[ei(z) − μP (z)L(z)ei(z)]

+ [1 − Q(z)]r(z)

=Q(z)[1 − μP (z)L(z)]ei(z) + [1 − Q(z)]r(z).

(6.10)

It is clear that the learning convergence property can be guaranteed if the norm of

1 − μP (z)L(z) is less than 1 [160]–[162], which can be stated as follows:

sup
θ∈[−ωsTs,ωsTs]

∣∣Q(ejθ)[1 − μP (ejθ)L(ejθ)]
∣∣ < 1 (6.11)

where θ � ωTs, ω ≤ ωs, and ωs is the Nyquist frequency in rad/s. This condition
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Figure 6.1: Discrete ILC architecture.

can be equivalently explained as that the Nyquist plot of Q(z)[1 − μP (z)L(z)]

should be within a unit circle centered at the origin of the complex plane.

Rearranging (6.5) yields

G(s) =
273.5

85.5s + 218.8
· 1

s
(6.12)

which is separated into two multipliers in order to add the external disturbances

τsel and τcf in the simulation by constructing the block diagram of Simulink. By

using a sampling mechanism composed of the sampling interval Ts = 0.01 sec and

a zero-order hold, we get

G(z) =
0.03158

z − 0.9747
· 0.01

z − 1

=
0.00032

z2 − 1.9747z + 0.9747
.

(6.13)

To guarantee the robustness of the control system, a PD controller is designed to

constitute an inner closed-loop system, which has a transfer function in S−domain

as [165]:

C(s) = s + 6. (6.14)
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Figure 6.2: Nyquist plot of P (z) which is within the unit circle centered at the origin of the
complex plane indicating that the learning convergence property is guaranteed.

Then the transfer function of the PD controller in Z−domain is given by:

C(z) =
206z − 194

z + 1
. (6.15)

Here, the basic design requirement is to ensure the Nyquist plot of Q(z)[1 −

μL(z)P (z)] being within a unit circle centered at the origin of the complex plane

such that stability of the ILC control system can be guaranteed. For this goal, the

low-pass filter Q(s) can be selected with its cut-off frequency of 15 Hz, that is,

Q(s) =
1

1
2π·15

s + 1
. (6.16)

Its discretized version is given by:

Q(z) =
0.3202z + 0.3202

z − 0.3596
. (6.17)
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The transfer function P (z) of the inner closed-loop system would be

P (z) =
C(z)G(z)

1 + C(z)G(z)

=
0.06592z − 0.06208

z3 − 0.9747z2 − 0.9341z + 0.9126
.

(6.18)

The learning filter L(z) is designed as

L(z) =
z − 0.75

0.25z
(6.19)

and the learning gain is selected as

μ = 0.65. (6.20)

As such, we can draw the Nyquist plot of Q(z)[1− μL(z)P (z)] as shown in Figure

6.2, which clearly shows that it is within a unit circle centered at the origin of the

complex plane, indicating that the designed iterative learning controller achieves

the convergence property.

As we know, in reality, it is not always the case that the road curves evenly

and periodically. Sometimes, the curve of the road seems to be random and non-

periodic. So the reference signal which the steering angle of front wheels tries to

track is not a periodic signal. In this case, the iterative learning controller can not

play its role well. To guarantee that the designed controller can adapt to different

scenarios we confront in reality, we have a switch strategy, which is made up of

two cases described as follows.

Case 1: When the driver perceives that the reference signal of the controller is a

periodic signal, namely, the road has a repeated curve, then the iterative learning
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controller in (6.6) will be switched on and added to the PD controller. As a result,

the tracking errors will converge based on the aforementioned analysis.

Case 2: When the road that the driver confronts does not contain repeated

curves, the iterative learning controller will be switched off and the control input

ui+1(z) equals to the reference r(z). As such, only the PD controller is in action.

The simulation results of Case 1 with a sinusoidal reference signal and Case 2

with a more general non-periodic reference signal are shown in Figures 6.3–6.5,

respectively.

6.3 Simulation results

We study the simulation results to learn the characteristics, merits and draw-

backs of the proposed iterative learning controller. Experimental verification will

be conducted in future work. The simulation results are shown in Figures 6.3–6.5.

From Figure 6.3, we can see that during the first period of the sinusoidal ref-

erence signal r, the control input is totally 0 V because the iterative learning

controller we designed is trying to “learn” and “memorize” the reference signal

r during the first period. That is why the tracking error of the first period is

extremely large with the maximum peak-to-peak value of 0.6. But the tracking

error attenuates promptly with the increment of the iteration trials of the iterative

learning controller. As shown in Figure 6.4, during 20 s to 25 s, the tracking perfor-

mance is excellent with an extremely small maximum peak-to-peak tracking error

of 0.03 rad approximately. From Figure 6.3 we can see that the iterative learning

controller also presents strong robustness against the change of the self-aligning
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torque τsel because the tracking error at the moment after 14 s stays almost the

same as the one at the moment before 14 s and further converges to smaller values

rapidly with just two iteration trials. It is also proved that the switch design of

the iterative learning controller takes effect from Figure 6.5. When the reference

signal is a more general non-periodic signal, the ILC skips the feedforward learning

procedure and the inner PD controller starts to work. The steering angle of front

wheels tracks the non-periodic reference signal well with the maximum peak-to-

peak tracking error of approximate 0.045 rad. Therefore, the simulation results

have clearly shown the convergence of the tracking errors in both cases.

The best merit of ILC is that it provides an optimal performance benchmark in

the presence of periodic steering command such that we could use it to evaluate

other controller performance. However, the method of ILC may not be practical

because the steering commands may not be periodic all the time in reality. In

addition, the robustness of ILC is much less than that of the sliding mode-based

control methods as addressed in previous chapters. We will study these issues in

the future.
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Figure 6.3: Simulation results of the iterative learning controller in Case 1 during 0s to 25s.
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Figure 6.4: Simulation results of the iterative learning controller in Case 1 during 20s to 25s.
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Figure 6.5: Simulation results of the iterative learning controller in Case 2.
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6.4 Summary

In this chapter, we design an iterative learning controller for the SbW system.

The proposed iterative learning control can utilize the repetitive nature of the pro-

cess and the past control information to change the control input iteratively from

trial to trial such that the high-precision motion tracking can be achieved. From

the simulation results we can see that after several iteration trials, the designed

iterative learning controller can achieve a high tracking precision with rather small

tracking errors. However, it should also be noted that the reference command for

the iterative learning control must be periodic and even, which is unrealistic in the

SbW control application due to the uneven and non-periodic road curves existing in

real world. Hence, we will only use the performance achieved by iterative learning

control to evaluate other control performance. The experimental work and other

relevant issues will be conducted in our future work.



Chapter 7

Conclusion and Future Work

7.1 Conclusions

In this thesis, the experimental platform of the SbW system is shown, the

mathematical model of the SbW system from the steering motor to the front wheels

and the model of the self-aligning torque imposed on the steering system are de-

scribed. With the control-oriented model of the SbW system, we have designed

four different controllers, namely, an adaptive sliding mode controller, an adap-

tive fast non-singular terminal sliding mode controller, a sliding mode-based active

disturbance rejection controller and an iterative learning controller, respectively.

Through MATLAB Simulink, the simulation results of the adaptive sliding mode

controller, the adaptive fast non-singular terminal sliding mode controller, the slid-

ing mode-based active disturbance rejection controller and the iterative learning

controller are obtained and analyzed. Besides, experiments of the adaptive sliding

mode controller, the adaptive fast non-singular terminal sliding mode controller

and the sliding mode-based active disturbance rejection controller are carried out

161
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in the SbW experimental platform, and the experimental results are compared

and analyzed based on the simulation results. Hence, advantages and disadvan-

tages of the proposed controllers are analyzed based on the simulation results and

experimental results.

The conventional sliding mode controller is experimentally verified to possess

good tracking accuracy and strong robustness against not only the parametric

uncertainties existing in the plant model but also varying road conditions. However,

there is still the phenomenon of conservative control in the conventional sliding

mode controller since it can only compensate for the self-aligning torque based

on the upper bound. On the other hand, the proposed adaptive sliding mode

controller is superior to the conventional one because it can not only guarantee

the robustness against the parametric uncertainties via the sliding mode control

algorithm, but also estimate the coefficient of the self-aligning torque. Thus the

tracking accuracy is improved to a large extent because the self-aligning torque is

compensated by the controller more accurately.

Compared with the conventional sliding mode controller, the performance of

the adaptive sliding mode control is superior. However, the convergence rate of

the tracking error under the adaptive sliding mode control is still slow, especially

in the case of disturbance rejection during vehicle driving. This motivates us to

combine the fast non-singular terminal sliding mode control with the adaptive

estimation law such that the controller can possess good tracking accuracy by

utilizing the adaptive estimation law to effectively estimate the self-aligning torque

and strong robustness and fast convergence rate by the fast non-singular terminal

sliding mode control law. The experimental results have obviously verified that the
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designed adaptive fast non-singular terminal sliding mode controller can achieve

the performance as we desire.

On this basis, we note that all these controllers need accurate mathematical

models of the SbW system. However, the actual dynamical model may be very

complicated with respect to many factors. For easy implementation, the math-

ematical model we adopted is a simplified one under the assumption of a small

side-slip angle. Due to the restrictions of our experimental setup, there is no ac-

tual self-aligning torque acting on the steering wheels. Thus, the model of the self-

aligning torque is also a simplified one. This motivates us to develop a controller

with stronger robustness which is less dependent on accurate mathematical models.

Hence, a sliding mode-based active disturbance rejection controller is designed for

the SbW system. The simulation and experimental results indicate that the sliding

mode-based active disturbance rejection controller is able to achieve good control

performance without knowing the accurate mathematical model of the self-aligning

torque. The nonlinear extended state observer can effectively estimate and com-

pensate for the self-aligning torque disturbance to improve the tracking accuracy.

Thus, the design and implementation of the sliding mode-based active disturbance

rejection controller for the SbW system are proved to be innovative and successful.

When the reference signal is periodic, the tracking performance of the iterative

learning controller after the 4th or the 5th iteration trial is extremely excellent

which can be proved by the extraordinarily small maximum peak-to-peak tracking

error regardless of the variation of external disturbances imposed on the steering

system. But the tracking performance before the 3rd iteration trial is inferior to

the ones of the adaptive sliding mode controller, the adaptive fast non-singular
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terminal sliding mode controller and the sliding mode-based active disturbance

rejection controller, especially the tracking performance in the 1st iteration due

to the “learning” of the ILC. But we should also note that the proposed iterative

learning controller turns out to be just a PD controller when the reference signal

is non-periodic. Thus, its tracking performance is inferior to the other controllers.

However, the iterative learning controller can still be used as a benchmark to eval-

uate other controller performance in the presence of periodic steering commands.
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7.2 Future works

To this end, there are still several future works to be carried out. They are

listed as follows.

1. Improvement of experimental setup

As shown in Figure 2.1, the current experimental setup of the SbW system is

not a real vehicle, which leads to many restrictions, such as the lack of forward

velocity of front wheels and the deficiency of the specific vehicle weight distributed

on the front wheels. These restrictions result in the difficulty of generating actual

frictions and self-aligning torques in experiments. Therefore, the first future work

is to improve the experimental setup. We consider to implement an SbW system to

a real ground vehicle such that the dynamics of the SbW systems can be thoroughly

reflected in experiments, and more effective control schemes can be experimentally

implemented to the SbW equipped vehicles.

2. Neural network control design for SbW systems

As one of the newly developed intelligent control methodologies, neural network

control is pretty effective and widely utilized in the control of complex, nonlinear

and uncertain systems. Hence, our next future work is to design an effective neural

network controller for the vehicle SbW system, and implement the newly designed

neural network controller to our new SbW equipped experimental ground vehicle.

3. Rollover preventing control for SbW equipped vehicles

When an SbW equipped vehicle is steering, the vehicle may be led outside of

the curve it is trying to follow by the centrifugal force acting on it. Specifically,

when the speed of the vehicle is high, the vehicle becomes pretty sensitive to
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the steering input and the variation of system parameters, which can affect the

vehicle’s roll behavior severely. Hence, the design and implementation of control

schemes for SbW equipped vehicle to predict and prevent rollover accident and

improve vehicle’s stability is of great importance. Many researches have been

carried out in rollover preventing control for heavy vehicles and heavy trucks [163]–

[166]. However, the investigation of rollover preventing control for SbW equipped

vehicles is still very rare, which motivates us to investigate effective control schemes

for SbW equipped vehicles to prevent rollover accident in the future.

4. Vehicle brake-by-wire systems control design

Brake-by-Wire (BbW) technology is also an important part of the Drive-by-

Wire technology in automobile industry. The BbW system utilizes electromechan-

ical actuators and communication networks to replace conventional mechanical or

hydraulic devices such that enhanced safety and comfort can be achieved, cost

related to manufacturing and maintenance can be cut off, and environmental con-

cerns caused by hydraulic systems can be eliminated [167]. Since a real ground

vehicle will be adopted as the experimental setup in the next stage, a BbW system

will be installed on the vehicle and the control schemes for the BbW system will

also be investigated in the future work.
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